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BTN TR

BahfT R E LA — FAS8200

T REFAS8200R 4t LRVETH T REHR, H TREARNERG X, BT REFERF BRI
EARE BRI AEBN B EIARE M, IRIBERINSSECE, ErILIITIRREATIE
o (HA XERZEING) SPEER (FEERMX) -

FAS8200 2 4N F o BB M RIMERRF. N2 FEEIRIMNTFRIRE.

BN R ERSAE R IMERN—AE XN _REZAXG (Biif) . RIBEHNNSEE, ERIURITE
FR BT EY kT EE

WA FERRIUEN fat32 BY USB NFIRENEE, HEBEHMFHEBEREN inage_xxx.tgz XfFo
TR image xxx.tgz XHEFEHIE] USB IN7FRENeE, LAMHHEEIRESEPFER,

* BB T REY R RETS EERERIEEIR var XIFRSE:

© BMITERUTER, HIUF HA FEEFINSELUER var XHFRS

° BHITHETER, EAFEMZEENTER var XHRS, BHIZFTEEMBEMR.
* BRI HRIRA G B MR R IR EC FRU At
* BEUEERNT R EAU TS RPRGS:

° RPN R EEEEFRITEPEIT R

© BITRARFHTIR _ fFMTTREY HA BEX TR,

%

KENNZRZRALZIFTIRES- FAS8200

TERHIFAS8200% 4t IMEERVIZHIE 2 /1, IBIRIEMB R AZIFIRE., IR aE
QEBEONTAPhRZASNetAppEINE (NVE) RIZRAE. WIERAEERBREURENNER
2, UHRRERSNRIMERENSER S,

FAS8200 R A X F MBI RIMERRRF. FAFFEEIBN TS,

E

$E 1. 10FE NVE ZHH TEHIEFARRONTAPEREG
HEEAIONTAPIRZASE B 215 NetAppBINZE (NVE), LUBER LU T HIEMAIONTAPBESEE R BN F.

p
1. EEHONTAPK A B S 2 INZE

version -v
MR EIE 10n0-DARE, MIEHERARAARZIINVE,

2. THMFE NVE ZHFHIONTAPEE:



° YNERZHF NVE: TEHHENetAppEINZZHIONTAPIE
° NBRARZH NVE: TH AT NetAppBHMNZEHIONTAPRRE

@ MNetApp3z MG T EHONTAPBREIIEH) HTTP 3¢ FTP ARSSsRak At 432, 1EEEik
Bt RpEES, ERFE ARG

EXAHEIERISERZ R, BRIERAEERCEHENVERR.

p
1. MELNARG LERAT WM ERERS:

ONTAP hig7s B1Tltes <
ONTAP 9. 14. 15 EShRZs security key-manager keystore show

* MRBATEKM. "EKM MAEH LTI,
* WRBATOKM. "OKM M Z7Es <t 5,

* NRKRBHEZHAEESE. No key manager keystores configured’
NaEHm<ShmEPyIH,

ONTAP 9.13.1 SR E R kA security key-manager show-key-store

* MNRERATEKM. ‘external M&Em<iEmEFFIH,
* MNEBHETOKM. ‘onboard M&fEer< 5,
* NRKRERAZHAEIES. No key managers configured M S 1E#D

LTI,
2. RIERAPESEE T EPEER, MITUTRIEZ—!
NRKREEZAEIER:
TR R et X NETHIZE, HASEHMITXIIER.
NRECE 7T HAEIER (EKM 5 OKM)
a. WALUTERGS, ErEREERPEHEIERRIIRS
security key-manager key query

b. EEHE %#ﬁ_EEPE’JfEO ‘Restored' 1+, ILFIHETREAEIERE (EKM 5 OKM) BIZHISIEE
HERSERIINE

3. BIREENEAEER LA THEN RS E:



HNEREZEAETESS (EKM )
RIESESTH UL T, "Restored I F,

NRFAERBEHER true EBIRE !
BRI R X HASRIEEGIEE, HASHITIIIER,
NREFARETHERRE true’ T“BIRE"FIH:
a. BN EIRAERIAME D EHPHFE TR
security key-manager external restore
INRABSHITERY, TBEXRENetAppZ s,
b. HIAFRE S IIEZBHEMES
security key-manager key query
Haik "Restored SRR “true & A FFIE S HRIEER.
C. MNRPIERAMEME, WrJUAREMKFAHEITHIEFHUSEHITRNIZR,

IREZEAEIEE (OKM )
RIESESTH U TS E, "Restored I+,

NRFIERBEER true' 7E“BIRE"FIH:
a. &1 OKM 58
L PR EI S RAPRIER :
set -priv advanced
BNy SRR ERRT,
. BRBAEEEMER:
security key-manager onboard show-backup
ii. &5 B8 HIEI R IRA S B E XX,
MREEHRIRPEEFHNE OKM, EEBELENHES.
i, 13 [O]EIE ST
set -priv admin
b. R UL LMK IEITEIEE, HYLERITRIIER

NREFIRERRERZE true T EME"7H:



a. EFIRFEREES:
security key-manager onboard sync
HIRREY, BN 32 MFEENFERFAHSHNBRREERT,.

C) XEEERVEE EHZRAE RSN ENEESTERBEE, NRELEIERD
5B, BB RENetAppziF,

b. IBEHINFIE B IIEERHEME
security key-manager key query

ik Restored B8R true WFIEESMWIEZIAN Key Manager HEE

*onboards
c. &7 OKM 5 8.:
. R B SR PRAET -
set -priv advanced
BN Ty BB,
. BTREAEEEMER:
security key-manager onboard show-backup
ii. Y& BB RIRAS 3R B E S,
MRAEFHIRPBEEFoINE OKM, BREEELEHER.
iil. JREEIEGIET
set -priv admin

d. eI T et XAHMEIETEE, HBRERITXIER.

X A=z H2s— FAS8200
EIR 1 AZHERS

FTERINEREG, XHAFAS8200% 4 L HIMMIERIZHEE. hidZEERzHEFE
LOADER #&=-ff, HIRBHHRREUMSE, UEEERISEUERBHNE, BED
BRRSEETMR.

FAS8200 R A XTI F MBI RIMERRRF. FAFFEIBN RS,



TN 1 . KZSHERS
5Eh% NVE 3 NSE 55, BEEXAZHRITHIZR.

S
1. B2 HI28 2~ LOADER 12777 :

MRZHRIEHIEET ... BA ...
LOADER 12T 3£ Z "Remove controller module" o
[EEEHRFRE . & Ctr-C , AREHMERREE v,

AFRIAATREBRTT WAR MNETERNEHSERENHEZHREHIZS: storage failover
S AE)) takeover -ofnode impaired node name

L 2IRITHI2E £ 7R Waiting for giveback... BY, % Ctr-C , ABEIE v

o

2. £ LOADER ¥4, HAN printenv LUBRFIBERINIFELEE, BRLFREFEDHSEXEH,

() REHRERTRIAESET, WikhSTaREEm.

I 2 © =285 A MetroCluster &
()  REHRARANS S MetroCluster B, B/IEMILLIBIES .

BRAZHIEHR, CUIMEREFISRIRES, HAELZEEIREEE, WESTESNEH SIS MR IRITH
SRfFMEIR (AR,

* If you have a cluster with more than two nodes, it must be in quorum IR EE KA R FTI TR REF
RIS E ARG TR A EE T alse. MBMEXRAZHITH R ZAIE ERFHER ; BN "HTR5
EBRED",

* NREERBZE MetroCluster BEE, MAFAIAEEE MetroCluster FBERTES, HAETRATFEBHAILE
EHIRES (MetroCluster node show) o
TIE
1. MNERBAT AutoSupport , M@ E A AutoSupport JHEZ1IEBTNEIEZES]: ssystem node

AutoSupport invoke -node * -type all -message MAINT=number of hours downh

AT AutoSupport ;HEZ IE BB ERGIF /Y. clusterl : * > system node AutoSupport
invoke -node * -type all -message MAINT=2h

2. NIBTTIEERITHIZSMIEHI B2 BEM3SE: storage failover modify - node local -auto
-giveback false

3. BRIITHIZE B R/ LOADER $&7R%F:
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NRZHEHIBETR ... BA ...

LOADER 127 R~#F BET—%,
EEFFRE ¥ Ctrl-C , AREHIERNEE v,

AR EERRTT AR METEBNEHSRRENEERRAITEEE. storage failover

FHEET) takeover -ofnode impaired node name

L2IRITHI2E £ Waiting for giveback... Y, &% Ctr-C , ABEIE v

o

IR 3 . T2 TF XTI == MetroCluster #2

BRAZHIEHRE, UM ERERISIRE, HELERTTEIEE, UESITESEH S8 MR IRITH
ERfFiEIR (AR,

KFILES
* BRIEIRES IR REFRTEROTIRE, UERIEITIERNEHISEMHE,

PTIE
1. 7 MetroCluster RS U ESIRITH|IZR 2R E B ELE{TIEERITHI28: MetroCluster show

2. IRIBRERET Bk, IWERTRAULIR(E:

MRITHIZZZH0 ... A ...

B Btk PYEMIT I —F,

=g MIETTIE B RUITHISSMITITRIATIRIRIE: MetroCluster
switchover

KB, E=AER BEETRELS, WRARE, ERRREEAHER. MRTEBREZR

MetroCluster switchover Bp WiRAE, BEREARAZR,
LHITUIR, HEUREHTR

3. EIEITIEEMERTIBIT MetroCluster heal -phase aggregates e, UEMRSHIERS,

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

!1[]%115‘5?&’ SR, TEEILAEA ° override-vetoes' B EH A MetroCluster heal 885, WRFEALLA]
S, WRKEESTAEILEERENIRTR,

4. {§F3 MetroCluster operation show &8 <R ERE B2



controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56
Errors: -

S. {FH storage aggregate show MR ERSIRE,

controller A 1::> storage aggregate show

Aggregate Size Available Used% State #Vols Nodes RAID
Status
aggr b2 227.1GB 227.1GB % online 0 mccl-az2

raid dp, mirrored, normal...

6. {f MetroCluster heal -phase root-aggregates mSBERES,

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

QD%WE? AR, EEILUER -override-vetoes B EFH &L MetroCluster heal f1%, WIREALLA]
B8, WRSKEESTAMEILEERENRER,

7. B REEf L{FH MetroCluster operation show RS WIHEERIERTETMK:

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. ERHUTHIZRIR £, B EEIR,

BB o7 Fi— FAS8200

EHFAS8200Hl 2R RIR FEFERIBEIT B, LE A2 BFEMAAEREN L T HIZREIR, Y38

BB AN, £A8 USB NEFREIEEMREEREIERNN R, URKRZARE
FEREITIRS.



FAS8200 24N F BB HNM B EIZF. FHFEBHNFRIRE.
F14 HTEHIZE
BiniaEHSRASEANR, BTN RGRE MG EER, ARBEH MRS ER ERER.

1. NREERIEH, BIEMEM.

2. INFRGLHERLEIRRE EHEITE, AREMTHIBER LR TRALLM SFP (IRFR) , HiR
FA A BVIER B

RAGLBERLERRETR, WEEEMRELALERREN, H487/8F.

3. NIz ERM A ARME T AL ERREHREBE—5.

ERE]

CREF

o [ TIMACIEF, FRFITRISRIRIE HAE.



REH SRR HAFERT, IBHRESRHE R IR IRBVERER.

$2F: BREHMNKR
AT RIZR P E B RN B R IR I B 1T E

1 MNREEAREM, BIEREM,
2. {EF TEISHTHIZREIR EA FRU BRESIREIBTh TR

3. fEEEIN AN LI s, SR TR ELON SRR, PATSS EL IR Bt BB A
()  EmsEmNREER RS, R TSRS R,

4. BEABMNRBILES Boh T RIEENTT, AEREREENGE,
o WERMNE, WERETEEETHEIET.
WEBE, BIREBHN R EHEERENEE,

6. M RN RES BRI RINT ERSER .

10



7. & LiIERISRIRIN S

£ 3T FEoiGEREIBHTR

&0 LU B REERR USB IERIZE RAAMGLEIZRNEINFR. BE, BOMEIRESEHRENE
R var X RS,

* B EBE— BRI 32 (uRY USB AFIEENEE, HEBREF/DN 4GB,

@ tar.gzX MM EEE D4 GBI U DX Lo BEIR32 TBH XBIA/NATLLUAER2 TB.
{EWindows R & T B (fflgNdiskpart) ;&= 1632 GBLL_EAI32 GBH X,

* 52T HIZRIEITHY ONTAP BUERRZASHERINEIZAS, ZERI UM NetApp SZiFih = _EAY "Downloads” ZB93 FE
FER A B S

° YIRBAT NVE , BRIEBTHIRAFRIET, A NetApp HMNE THRE,
° JNRKEA NVE , BRI THIRATRIET, EAMER NetApp SMERIER T THIRE.
* NREHRFERE HA X, WATEFMEERE,
* MREPRFRZIMIRY, WAFENEER, BEER var XHRFEH, EBOTRITIINVERBR,

a. FIEHISERNKRIGESHTEROAONTT, ARFEHSEREREARSN—F,
b. BFRFELLERRE, HIRIEFEEINRARHITHL.

BT, MREBIMTNALEKRE (SFP) , BILEHMREEN.
C. ¥ USB INTFIKmhas il NIz HlI2R1R3R Y USB it
HIREE USB NFISR REEIRE USB ig&iEEH, MARE USB iEHlaisOH.

d. BITHIBERTLNRFR, HROBIBFEF USB iNEFIRENE, FBEMORIEF UTERITHI2E
REURLAL, FORIEFHEXAMUE, ARITEEMERL,

EHlB—BReTRIVAER, MeHBE.

e. 1% Ctrl-C HhirEhid e, HEMHREFRTAHAEL, IREDEREBBEEE, 1§ Ctrl-C Lk ...
MRAKREBRUIHES, 15 Ctrl-C , EEFEMLUSEIEIHFRI, AREEERIZRUShENEER.

f. JAFHEPE—MTHBNARS, BINEEERHITHBIR,
RGBT EHTE LOADER 2RFFL,

- 7£ LOADER 2R ig BEMLREE A

* YNREFRLE DHCP . ifconfig ela -auto

TECER Binis O 25 @S MEERITRR var XHFRSHEE, BF5ETEENES
PRI HIZSHITIBEBE K. You can also use the eOM port in this
command.

11



" NRERLEFDNERE: ifconfig ela -addr=filer addr -mask=netmask -gw=gateway
-dns=dns_addr-domain=dns domain

* filer_addr 2TFERZHY IP ik,

* netmask BEZE HA Boxt T SV EIEMKZHI WKL,
* gateway EMLEHIM X,

* dns_addr Z M4 LA FRARSS23EY IP ik,

* dns_domain BIH& A% (DNS) EH#E.

NRFEALENESE, NWEFEMEBEIRSEE URL PEATLRERE, BREERSRH
]

@ BRIZORTEREAMSY. BXFARGE, JUEEMHRERFAMEA help ifconfig

o

h. SNRIEHISRAL FIEFRRL I EZR MetroCluster 1, MATEIR FC iEFACERELE
.. BEhEIEIFER: boot ontap maint

ii. 3 MetroCluster i [1IRENBEIFERF: ucadmin modify -m fc -t initiator
adapter name

iil. halt IREIFRI: halt
X B OFTE R ST S BB SE N,

BaniE & — FAS8200

1EFAS8200% %4 £, M USB IXGh2RETIONTAPIE MG, LUIMERBREINFR. ZSIZEHE
M USB [NZIREIEs 251, MENXHEH RS, BWIPBMET S U REIETISIE I EEiaiT, AiF
PTRERTAARE TN mMetroClusterfit & H,

FAS8200 A AN IFFoIBIN RN ERRF. FXIFEIBIINRIME,
EIM 1. KSHERSK

D IR USB IRGHEE S5 ONTAP I, MENXERSAHIKIIIMETE,
IIRMES BERGIR RAAARXANT 2 MetroCluster B &,

ps
1. M LOADER #&RfF%, M USB INEFEIREHERBEIMREMIR: boot recovery

LEBREIG M USB IRI7ZIRThEE T #io

2. BIERE, ERARGERSIES RE LIESAERHBIAMRE,
3. IBJE var XHRS:

12



MRERY ...
PR IE

T L&

4. BRIFREEBIRTENISE:

a. 154228 2~ LOADER 12715

= AR E M

b. 5/ printenv G ¥NEIMELEIRE,

Ba .

a.

b.

HAGIRTELRENEREN, Kyo
RETRARFIIZEFIZRIRENSRINRRI . set

-privilege advanced

1&1T restore backup #i<: ssystem node restore-backup
-node local -target-address
impaired node ip address

BiTHZZMENEERLRT). set -privilege admin
HRASGRTNEERERAENREN, &y
ERGIRTEMBoHTHISRE, Ky,

HAGIRTELRENEERN, & no
Ao ERBI RS
MERBRERERE * NEPDEEEHRAE * (BPRNEF) E

MRAFRTEREER, BFRyvo

C. MNRIFBETERIZTNHEAIRE, 1A setenv environment-variable-name changed-

value B3 HFHITIENR,

d. M savenv WP FREFMMEIEN

S F—PMEURFIEHNARREKE:

c MBI ARLKELE TIREZAEIESR, NSE & NVE , FEE RIEZEEIRFE OKM , NSE #1 NVE
RN ARFAKREEREZIAEIESE, NSE X NVE , BRATHHTE,
6. 7£ LOADER R4, ¥ boot ontap %%

MREER ...

ERETM

EREEFERRTE

7. BEH QLR BT HlER.

A4 ...
E?:?:—F_io

a. BREBECEHIZR,

b.

fEF storage failover show n<HIABIRTHESE ERFH
1TRIE,

8. {FH storage failover giveback -fromnode local Bp<3RIEIEHEs.

13



9. EEBHR R, FM net int -is-home false MLKWEFIEZO,
WRAEEHFEEOYIA "false" , FEH net int revert AP BEXEEOREREFIFEO,

10. BizHI B RLBECBERITHIZE, AREBIT version -v 83 LAEZE ONTAP higs,

1. fEF storage failover modify -node local -auto-giveback true SiSZRABMRIEE, A

REZER.

IR 2 ¢ 1FHIZUTF XTI = MetroCluster A2
BAM USB IRGH2R B 50 ONTAP IS HIGIFIFIBET 2,
IRES BERTRRAEXBNT = MetroCluster ELE

PR
1. M LOADER #&7R#F4k, M USB iATZIRENERBEIREMA: boot recovery

HEBRERE M USB (N7 3R EDER T &o

2. HIWRTREY, IFMARGE SRR R LIESNETRIIRIAR K.
3. REMEE, BEERIIE:

a. SAGRTETRENEEN, & no

b. URFIRTEENRN, R v FFAERARRENIMT.

ARG, BREETF TR ISR,

4. ERSGBoHEY, 1T&E Press Ctrl-C for Boot Menu HEBEGE ctr1-c, HEET Boot Menu Bfi%E
FEIFEIN 6

S. WIBF R T 8B RIS E,
a. FTHRER LOADER &R fF.
b. £/ printenv LR EIMETEIRE,

C. MNRMMBLERIZTNEAIRE, 15fFMA setenv environment-variable-name >  changed-
value Bp LT EHITIEN.

d. M savenv MY REFAMBIER,
e BB TE,
YI[EIXN T 52 MetroCluster B2 &HRIEE 5 — FAS8200

EX T mMetroClusterfit EF e BN R ERG, 5(TFA58200/‘_2§4L#L MetroCIustert)J?ﬁ
[E21E, IR IR SMFEERIAL (SVM) BURES, HITERE S, HMRIAEE TR
SRERTTRE, BEFR SVM MZhiz £ iz (H iR,

FAS8200 R A XTI F MBI T RIMERRF. FA<FFEIEHNRRE,

ILESRRER TS WNTI = MetroCluster BiE,

14



I
1. BB T 22 BT enabled IRA: MetroCluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery

2 entries were displayed.

. WIFFRE SVM LM EFRIP 2B B5EM:. MetroCluster SVM show

- ISR FIEERITHEAIBE) LIF TR B EMINSEM . MetroCluster check 1if show

2
3
4. FETIEENEEHPNEFIT S E#H MetroCluster switchback S<SHITYIEL,
5

. WIEYIEIRER T ESK . MetroCluster show

LHEEATF waiting for-switchback KSR, YIEHR(ENEIETIT:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

HEBLT normal IKERY, YIEHEIETR. -

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

NRYIEIEER KNG A 8E5TR, ERILU#FER MetroCluster config-replication resync-status

show BF LB EEHITHIRLAVIATS.

6. EFFEEIL{E{A SnapMirror 8 SnapVault BZE,
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R NN%3- FAS8200

EFAS8200 AL IEIR BN R L MENZRE. WREEEEHRERRIRAZEAEIES
(OKM). NetAppfZfiENZ (NSE) ¢NetAppEINE (NVE) NRASZERENT R, UHEFRER
B L INMALNERIET.

FAS8200 2 4N FohBEI M RIMERRF. A2 FEEIRMN RIS,

RIEEHNERAEERSREXEE, TAENNTRUMERSNE, NRETHECHNRAEAM N EAEERS, 1H1E
BEEERN RERI R BRI E,
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IREZAEIEEE (OKM )
MONTAP S Eh3R BE R AR 32 sAE 1288 (OKM) R &L

FaZ Al

BRAREEESEFUTER:
* ERANEECENEEEIEN "EREREAEE"
* "IREEAEIESENFNER"

* EAUTARRIEHERSRE ERMEEIEM & iiE:

RIEIE 2

P

X T SRITHI2S:

1. BRI A S BRI H 28 L

2. MONTAPEEhFEH, EFMEN YLD

ONTAP hRrZs priz 21 gvll
ONTAP 9.8 SR EShRZS IR0,
BB ERA

"SNAIIIEAR E A SR E IR R () AL EEEERY

Please choose one of the following:

all disks.

1) Normal Boot.

2) Boot without /etc/rc.

3) Change password.

4) Clean configuration and initialize

5) Maintenance mode boot.

(

(6) Update flash from backup config.
(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive
Partitioning.

(10) Set Onboard Key Manager recovery

secrets.

(11) Configure node for external key

management.

Selection (1-11)2? 10
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ONTAP (R i1yl
ONTAP 9 7R ERhRZA EFRPRIAIN recover onboard keymanager

7/

BB ERA

Please choose one of the following:

(1) Normal Boot.

(2) Boot without /etc/rc.

(3) Change password.

(4) Clean configuration and initialize
all disks.

5) Maintenance mode boot.

(

(6) Update flash from backup config.
(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive
Partitioning.

Selection (1-19)7?
recover onboard keymanager

3. WIS, EHINERSEMREMELIZ:
BRRHRTRET

This option must be used only in disaster recovery procedures. Are you
sure? (y or n):

4. MNEESCENERZIEM X,
MNEEEY, EHafRREMEBARS.
BRI
Enter the passphrase for onboard key management:

Enter the passphrase again to confirm:

o BHANEMEER:

a. ¥E5M5M BEGIN BACKUP 17ZI END BACKUP 1THIFRERS, SIERITS,



BRI

Enter the backup data:

—————————————————————————— BEGIN

BACKUP————————————— -
01234567890123456789012345678901234567890123456789012345678901
23

12345678901234567890123456789012345678901234567890123456789012
34
23456789012345678901234567890123456789012345678901234567890123
45
34567890123456789012345678901234567890123456789012345678901234
56
45678901234567890123456789012345678901234567890123456789012345
67
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
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AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA

AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARARA
AA
01234567890123456789012345678901234567890123456789012345678901
23
12345678901234567890123456789012345678901234567890123456789012
34
23456789012345678901234567890123456789012345678901234567890123
45
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAARAAAAAARAAAAAAAAAAAAAAAAAAAAAAAAAAANAAAAANAAAAANAA
AA

——————————————————————————— END
BACKUP--————————— = —————

b. M ANRBLERE, BRREER,
mELETN, FETUTHES:

Successfully recovered keymanager secrets.



BRI

Trying to recover keymanager secrets....

Setting recovery material for the onboard key manager
Recovery secrets set successfully

Trying to delete any existing km onboard.wkeydb file.

Successfully recovered keymanager secrets.

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b db g
khkkkkhkhkkhk ki hrkkhkkhkkkkkhx

* Select option " (1) Normal Boot." to complete recovery process.
*

* Run the "security key-manager onboard sync" command to
synchronize the key database after the node reboots.

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b i b b b b b b b b b b Y

R b b b b b b b b b b b b b b b b o d

@ MRETHHHERAEUTARS, B7N#HEEIE{E. Successfully recovered
keymanager secrets . H{THPEHIFRULEEIR,

6. 3R 1" MBI B4R R ThiH NONTAP,
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10.

BRI

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b g

R IR I e I b dh db I b I b db b Ib b 4

* Select option " (1) Normal Boot." to complete the recovery

process.
*

R R i e S i b I b b b b 2h b b dh b Sb b 2 dh b b S b dh b b S b dh b b dh b db b db db b b b b 2h b b dh b db b b db b b Sb i db b 4

R b b b b b b b b b b b b b b b b b

(1) Normal Boot.

(2) Boot without /etc/rc.

(3) Change password.

(4) Clean configuration and initialize all disks.
(5) Maintenance mode boot.

(6) Update flash from backup config.

(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive Partitioning.

(10) Set Onboard Key Manager recovery secrets.
(11) Configure node for external key management.

Selection (1-11)2 1

A Hlgg TR e EmUTMER:

Waiting for giveback..(Press Ctrl-C to abort wait)

KT ERINFIERIZSE

AR HIEE -

storage failover giveback -fromnode local -only-cfo-aggregates true
KT RIIEHIRE:

{XfER CFO BERMfE, AP EAEESE:

security key-manager onboard sync

HIGRREY, WMAERSCERRSEAEIESRTEE.



1.

12.

13.

14.

BRI

Enter the cluster-wide passphrase for the Onboard Key Manager:

All offline encrypted volumes will be brought online and the
corresponding volume encryption keys (VEKs) will be restored
automatically within 10 minutes. If any offline encrypted
volumes are not brought online automatically, they can be
brought online manually using the "volume online -vserver

<vserver> -volume <volume name>" command.

(D NRED AT, MREISEHETRT, FESHEMES. MRRAPKY, NTEREISEE
R ZAIETHEIRERS. B7HERE, HEHRGEILERRPRIIALE,

HIAFREZRYIERY .

security key-manager key query -restored false

ZE R AMNREERER, MREMERER, BFEERTHS, BEIRBEERELENLL,
KT AR HIZE:

IR 8R

storage failover giveback -fromnode local

NRFERT Bk, WERE:

storage failover modify -node local -auto-giveback true

YR BT AutoSupport. AR B ahtl E22=F1:

system node autosupport invoke -node * -type all -message MAINT=END

SNEBZIAETERS (EKM)
MONTAPE o ER RN R IAEIRSALE,

Friaz a0
MB—PEET REEDPREUTXHE:

p

*Icfcard/kmip/servers.cfg X4 a3, KMIP AR5 28tk Alim O
*/cfcard/kmip/certs/client.crt' XX (& FiIiE+H)
*/cfcard/kmip/certs/client.key X4 (Z P IHZEH)
*/cfcard/kmip/certs/CA.pem X (KMIP 5528 CA IE$)

&

23
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KT R HlE

1. A E IR R E R R ST HI28 L
2. JEIREIR 11" MONTAPB SIS &,

ERBhRERA

3. HIMERAY, FHRIAEEWRERIFRER:

Normal Boot.

Boot without /etc/rc.

Change password.

Clean configuration and initialize all disks.

Maintenance mode boot.

Install new software first.

Reboot node.

Configure Advanced Drive Partitioning.

) Set Onboard Key Manager recovery secrets.

(1)
(2)
(3)
(4)
(5)
(6) Update flash from backup config.
(7)
(8)
(9)
(10
(1

1) Configure node for external key management.
Selection (1-11)2 11

BRI

4. HIRREY, FRATFPRNRSSRES:

o

e o

®

Do you have a copy
{y/n}
Do you have a copy
{y/n}
Do you have a copy
Do you have a copy

of the

of the

of the
of the

/cfcard/kmip/certs/client.crt file?

/cfcard/kmip/certs/client.key file?

/cfcard/kmip/certs/CA.pem file? {y/n}
/cfcard/kmip/servers.cfg file? {y/n}

WMAEPIRIER (clientert) XHHIAZR, 81E BEGIN 1751 END 17,

- BAEFmZE (clientkey) XHHIRNZE, B#E BEGIN #1 END 17

N KMIP BR5588 CA(s) (CA.pem) XHRZA, BFE BEGIN 1 END 17,

BHAKMIPARSS 28 Pt

- HIN KMIP fRSZ88im 0 (3% Enter $2{ERERIAIRO 5696) o



Bl

Enter the client certificate (client.crt) file contents:

Enter the client key (client.key) file contents:

Enter the KMIP server CA(s) (CA.pem) file contents:

Enter the IP address for the KMIP server: 10.10.10.10
Enter the port for the KMIP server [5696]:

System is ready to utilize external key manager(s).
Trying to recover keys from key servers....

kmip init: configuring ports

Running command '/sbin/ifconfig e0M'

kmip init: cmd: ReleaseExtraBSDPort eOM

WmEPIETTR, HERUTHR:
Successfully recovered keymanager secrets.
Er vt
System is ready to utilize external key manager(s).
Trying to recover keys from key servers....

Performing initialization of OpenSSL
Successfully recovered keymanager secrets.

O. JEFRETN 1" MIBBISR B ER R Th i NONTAP,
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BRI

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b g

kAhkKkkkhkhkkk kKX kK

* Select option " (1) Normal Boot." to complete the recovery

process.
*

R R i e S i b I b b b b 2h b b dh b Sb b 2 dh b b S b dh b b S b dh b b dh b db b db db b b b b 2h b b dh b db b b db b b Sb i db b 4

Xk kkkkkkk kK

Normal Boot.

Boot without /etc/rc.

Change password.

Clean configuration and initialize all disks.
Maintenance mode boot.

Install new software first.
Reboot node.
Configure Advanced Drive Partitioning.

(1)

(2)

(3)

(4)

(5)

(6) Update flash from backup config.

(7)

(8)

(9)

(10) Set Onboard Key Manager recovery secrets.
(1

1) Configure node for external key management.
Selection (1-11)2 1

6. MNRFLAHT BERE. WERE:

storage failover modify -node local -auto-giveback true

7. SNR B AT AutoSupport. MR BhelEZ=A:

system node autosupport invoke -node * -type all -message MAINT=END

SRR EI4S NetApp - FAS8200

RIBEMHREMEY RMA iR BRG AR 4Rl NetApp o "HMHREIFIER"EXIFAER. 1
DADALE

FAS8200 R A X F MBI RIMERRRF. FAFFEIBENERE,

EEFIRIRA— FAS8200

SNRALGEM T —5% AutoSupport  (ASUP ) JHE, 1EHIZHISSEIRERAN, MER
IEERFRR; SNZFEERE TR,

TR R EEEREFERZANRFEANR,
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- REEFIER EMHIEE N, BIEF S BIERIMEFIERPNFAELRIE, FRIIEFERETEEHK
&

o IBPRETFIEIR ERIEIE: system controller flash-cache secure-erase run -node node
name localhost -device-id device number

@ JH1E1T “system controller flash-cache show IR &R 4Ni&EFlash Cachei®&ID. <,

o INIF BT BEMEFIEIRPIRFREUE: system controller flash-cache secure-erase show
* ISR PR LR A B IR I BBV FRU 4814

F£1T XHRIEGIE
IRIETFiE R R B AR, &R LUE AR RR A e IR 25
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TN . KREHELE

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BEI 2 ¢ $EHIZR I F W T = MetroCluster H1
EBXAZHITHIZ, BHIRERHIZSRES, FEXVERYIRITHEIZS, UESITIEENITHSSSRENT
BT HI2sE B IR AR,
XFIbESE
s BAEIIRES B REFRIFERELTITARS, UENEITIEENITHIZS A,

BB
1. ¥€7 MetroCluster RS UBE ST HI2S R C B EIZTIEEAVITHIZE:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.
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controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates Y BERES,

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

WMREBEWT R, EEILUER -override-vetoes S EH &K MetroCluster heal ¥, WRFEH
IEENESE, WRSRESEAMELLEEIRENIRE R,
7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :
mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41

End Time: 7/29/2016 20:54:42
Errors: -

8. ERMITHERIR L, WiFFEIR.

% 2% fTAEGIEER
EihEHERISNENAL, EUTREMRARE TRGIBIER, AEBE TRHISER EHZR.

1. MREERIEH, BEREM.

2. PRSI LAESAEIRIRE ENWIAE, ABEMTHIZRRR LR TRALEEN SFP (MMRFE) , HiR
T A BVIER B,

RGABELLERRER, WEEENMRELLERREN, S447/8F.
3. Mzl RRM A ERME T A& ERREHBERE 3,
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e CRIEF

O [ THIMICIEF, FHRRFITHISHERIB HAE.
RriEH s R R HAFERT, IBHRESRHE R SR IRBVERER.

$£ 3T BREAMEFIRIR
RERIGRINITHRIZEATE EFFA M.2 PCle REVETFIRIR, B ENEH ISP REREH IR E D BIRFH1T#

EBHNEFERROIRRFERMS, BAEIRTENER:
* EXTARSERENEFIRRI VAR ER Y.
* BRI EER R,
* FRERARPHFEEMAFSIIEREIT;, S, OB RRARS R
a. FEPTHISRRIRE EHEFERAFHE T,
I IR RS
ii. ET AR,
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FRAGANEFRREETHNMEE, BOABRT, RE—TMEELTFSARS.

a

WMRBFMEFRR, BRET—F; NREEMEFER, BREZERHIING.
- BEFRRIAG SN THEGEEXNTT, ARBERRENGE.
- WIERFRERE R BB EEEET.

(on

(9]

MBELE, FH TREFERFIEENENGE,

o

- EfiRiEH R TR, MIRSEFRRINT ERBERE.
WIREEENEFRR, BEELRP R, RIEFEXFITHIZSFEIRER.

0]

4% EMREEGIE
FHUTHBIRIRPVAME. BIATERSNERERLEITHBRIR,
1. BiEH S RROKIG S AP OXNTT, AEBEHSBRREREARAN—F

@ BRI RRTEBNNED, FRIERGHET IS,
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2. IRIEREENNRF AT

NREEE T EEREE (QSFP 3 SFP) , FICBEFEANAENERREEN.
3. FERTHIBREIRAVEIT R

IERISRREN AP e M E I BN FIR R

a. EMIBFATAUENERT, BIENTHISEER, BEEIESPRATEMA, AEFHEIEF
A LEMEME.

()  #EsIsERRANAES, BRAEA, UGHRTEES.

b. 7 EiTHIZFERE E I IDF EERIRET,
C. MR HMAETMLEMEAEIRIRE, BEMREZLS
d. FREIFHEBSEHE DL LEIEIGE,
% 54 YIEINT 5 MetroCluster ECEF RS
I ESRXPRERAIZ=NTI = MetroCluster L&

-
1. WIEFFAT RS AT enabled A& MetroCluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. I9IFFRE SVM EMEFHREP BT EM:. MetroCluster SVM show
3. WIMEEREEERITHERIBS LIF IR T EMINTEM: MetroCluster check 1if show
4. FIETIEEENERPMNERT S EFH MetroCluster switchback sR¥HITHIEL,

S. YR ER B EFEM: MetroCluster show

HEEHIWTF waiting for-switchback IKESH, YIEHE(ENHEETIT:
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cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

HERAT normal K&, TIEHEIETEM. -

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

NRYIEIEZEER KNG A 8E5TR, ERILFER MetroCluster config-replication resync-status
show IR INEIEEHITHELIIKS,

6. EFEII1E SnapMirror B SnapVault BZE,
F6L: SERFIRITIE
RIBEARMA RMA 5 BRISHRIER4BE NetApp o  "SHFELIFER" G XFMELE. HSNTHE,

M
A B A — FAS8200

BEHRNE, ERIRZENETNER, NEMERSEREERE, ARFLEN
R ARG MERR B E RN SZ MR S HER B,

RIS A NRERET; BN, EXTABRRATE,

- TRV R MES B S R AT IFIFTE ONTAP MRASLE &1,

c BB RES B, BISEERSHIRIERE NG, HEVAE NetApp BFTAL,

© IIRESBAER AT, WHFWSHISSER, S U SENPNRSERSTE, BOTESLE,
X A1z HI25— FAS8200

EERAE, DX AESI2S,

EI 1 AZMREE

W EEREFRAENEARENES, SXEAIPERNTEXAMEMAEE, E80 "FEXANERMNEEER

SRR =am—NetAppFliRE"
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ez Al

BREEBUERNNRMENE:
° ONTAP BYZSH# B 12 53 4R
° BMEHRABMCH AR,
RRERBHRTERAIFENITANILS,
ERXHAZ I RIESS .
° PITHEM "RAETTIRRINE"
° Y5ONTAP AR EIRFRIEZINARZS,
° FRRERNR "Active 1Q EREEMNNI" B FRESMBEMKE. HIANRSHM ERILED,

TR

—_

A w D

10.

BT SSHE REISER:. HECAAMITH L LMEICRBMATH & MEEFTHIEATRER,

{2 LEFRE & F iR/ EA5RINetApp R 48 L BYEUE,
HIFIERE DR,
SNRBA T AutoSupport. MEEIEBIZZRA. HisR ARSI S KEE):

system node autosupport invoke -node * -type all -message "MAINT=2h Replace
chassis"

HATEFRA 8T mBYSPEBMCHELE

system service-processor show -node * -fields address

IRHEEE#Shell:
exit
A E—FHmH Py HEE AT R IPHILEIT SSHE R EISPEBMC LUSIE#HE,

NREEANZRER Q/EICABER. BEAEFNEFEERERERIIEN R,
HEZRAAEPNE TR

system node halt -node <nodel>,<node2> -skip-lif-migration-before-shutdown
true -ignore-quorum-warnings true -inhibit-takeover true

3t FE R TEStrictSynciR =, N1 TR SnapMirrorfY5E8#. system node halt -node

(:) <nodel>,<node2> -skip-lif-migration-before-shutdown true -ignore
—quorum-warnings true -inhibit-takeover true -ignore-strict-sync
-warnings true

NRHIMUATIRR, IBAEHFRIENEHIERN Yy
Warning: Are you sure you want to halt node <node name>? {yl|n}:

FEHEMERISREE. ARETRMEREFRTRY.
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IR 2 . 128 KX T = MetroCluster i &

BXRAZHITHER, BOTHEERISRARES, HECENIHUTEHRE, UEBITESNITHIZRHES MRS
SRTFMEIR (AR,

RFUIES
* BRITEIRES R REFRTFERO T RS, UERIEITERNERISEMHE,

L
1. & MetroCluster RS UBRE ZHITHI B S B BBz TIEERIESIZE: MetroCluster show

2. IRIERERET BhR, WETRESRE:

NRATHIBI T ... B4 ...

SA=Fig: PYEHITT—D,

B Eh)k MIZTTIE B RVITHISEHITITRIAIIRIRIE: MetroCluster
switchover

KFEIR, SRR BEETRES, WRATRE, BRRRFEEAFHER. NRTEB R

MetroCluster switchover @5 R, BEKARALH,
LHITUIR, HEUREHT R

3. FIBITIEENEEPIBIT MetroCluster heal -phase aggregates %, UEHRTIHIERS

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

Zz[]%{é‘g?&’ SR, EOILUER © override-vetoes’ B EH &M MetroCluster heal 3%, WRMEAILLE
28, WASKKESZEAEILEERENIRE R,

4. £/ MetroCluster operation show 8 S IIFIZ1FR S B 5o

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56
Errors: -

3. £/ storage aggregate show MR ERESIRE.
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controller A 1::> storage aggregate show

Aggregate Size Available Used$% State #Vols Nodes RAID
Status
aggr b2 227.1GB 227.1GB % online 0 mccl-a2

raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates Y BERES,

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MNREBEWT R, ERILIEER -override-vetoes 23 EH A MetroCluster heal 885, WRFEALLA]
EBH, WRSKEESTMIEILEEIRIERNIRTIR,

7. EEI¥REEEE L MetroCluster operation show SIS WIHEEIRERT BT :

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. ERMITHERIR L, WiFFEIR.

EEfE{4— FAS8200

BZEAAPNER, NENEGSRREEZMRE, AERETRIRFIIEFZH
MAE R A EZH MR S HEFAE.
E15: BHER
EiIAERY, EEUHER, SEXABNETNERE, RFRREHET, AREHREIERIE LT
i
1 INREHKIEH, BERED,
2. XA IR M IR
a. X iR LIRS,
b. $THFEBRLEES, ABMBIRE T BIRL
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C. MEEIRIK T EEIRE.
3 BTFRIROHIEBF LORKRAS, AERORIEFHEITSITAUE,

(1
B
(2
IR

UM BRI EE R



RN LED

i F

FE TR B E AL

4. RN RS
(D oTaRd, SReRRFaREEs.
5. HEAFERRES LASE,
6. AT LA BES RINFERHFOHT, REEALIIBTREREREAE.
RAGRIETE, REEARE,

() #EREEARGE, WIRATA. CTESBRTEES.

7. BAMMREROGIEF, EEHT2EEINET, ARROREBFEEXAME, HBROREFEREMF
NEIBEMLE,

8. EfERBIRY, HEMARRAMENFISHEEREIR,

()  OEERLEEIER. LSRR,

F25: BHNB
BHANFERS KB RIRE K — R VIR ERIES,

1 MARE, FRARIFMEERE—MNOAD, ARRKEAME, BEEHERMIFEESR LRI LT
> MITIEN 4R,

2. ATMRREEROEF FRRRES, AERTOREF.
R RIRZ MAFEFB H— o
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N o o A

40

CEeiEF

KBS 1RIR

LA BRI

RERIRE T LED

RRBRRMNEREENL, BRAECHTSHFREZRER, EEIIMIEREL.

C) ﬁ%ﬁﬂ%go%%%ﬁ@%?ﬁ?ﬁ&ﬂ%ﬁﬁ%ﬁ%,u%ﬁ%%MMﬁ$Mﬁ#ﬁ&
BHIASHE,

R KR IRRIRTE—55

MHRFIBENBRREE AT R,

RRBEREFOXNTT, ARBEBAE, MTTEERBNELRYE.

BN BEERORIEF, EHET2EERNET,

NEBEERTEL A, MEBFRBHAS.



8. BORIBFH ELREIEASMUE, BERABIEFFERABFAIMEMUE.
REEEEMLE, X5 LED N2EBRIE, HERERERIBITEE.,

0. WHRNBIEREE FRTE,

10. B8R SERAAEEIITT, AEBHEIRERENIKI R L.

553 & HITERIZEER

BEWAAE, EALTMIBNAEFE TEHISRIR,

1. IMFFRSASESAERIRE FRMIFE, ARMTHIRER FIRTRASLEHN SFP (IRFE) , HiR
ER IER (LB

RAGLBERLERRETR, WEEEMRELLERREN, H487 /18R,

2. MR ERNEERNB TRALABERREHRERE 3.

ER]
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L F

4. BTHLORBF, FIRREHIZRRRE LS.
REh SRR LAFERT, IBHRESHHE R B3R IRBIERER.
O BEHSBERRELRENUE, MRVETAHMERSER, BEE LRPE,
545 MRENZRIRASAERERANE
B Mg ENZREASHVERE TIENE, AE7EREZAME,
1. MR R R ET T IEET,

() WRFGHTFROHUER, NTEREN TEHREZE.

2. EFR=ZTAREDT, BIENEBHAFTEFRINRSNIORENRTH L R, ARKERE—F.
3. IR AR, FIEMREM,

4. AMEIZAER, BIRKRERINESISERATUEFHINRSNINRENRDH L TR, BFERIERED
RENRARFHAETR,

S. BHFET2BNRENRHRANIER,

6. fEFMIBHFEPEN TR T BRI R E E 2R EVIRIARRAE.
7 NRERREER, BREHER.

E5F. REIEHIE

RiEhlSS R E R E A G L X EFTEE. BEE,

MNFER—HEPEERMEHISSRIRG HA X, REIFHBEROINFLNEE, RA—BERET2ENE
, EMaRIRNERBE.

1. BB RROKRIGSHAEPRNFOXNTT, AEBEHSRREREARAN—F
C) BRI RRTEBNNFETR, FRIERGHET XM,

2. Bl EMERIITRIRER, AREMEREERO.
3. MMREBETMHNAEPLEE _NMEHIR, BEE LRPE,
4. SERITHISRIRIRAI R
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MREVRFENAT ... REHITUTITE ...

HA Xt a.

— MR ECE a.

EORIBFATITAUENERT, BENEHSRR, 52T
S5iRATEML, AERLREFESLIBEME, ITRITHIZE
RREEORIEF ERVERERTT,

C) RiEh S RRBANFER, B7ANEK, LRk
HiERER.

MREARENRELAERILE, BENLRZILS.

ERBEH IS AN ERRLERIRE.

MHFERRIE MRS RIREE L RDE,

EOREFLTIIAUERNRRT, BOENEHEIER, HEE
S5irATEMN, AERLREFES LIBENE, ITRITHIZE
RREEORIEF ERERERET,

C) RiEhSRRB AN, B7ANEK, Rk
HiERER.

MREARENRELAERILE, BENLEZILS.

ERBRH RS AN EDRLERIRE,

ENRETHER, ARRITT—D,

O WHIFERITENEIR, ARHTHER.

6. BEMEHBR B ELIPR:

a. BN EHIRRFIEEEIE, MNREEZHE Press Ctrl-C for Boot Menu , && ctrl-c LAFER

Bhdiz.

@ NREAREBEMIRT, FHEEHISBRIREENE] ONTAP , IFHIA halt , AFE
LOADER #ZRTFFHIN boot _ontap , HEHIMERINIZ ctrl-c, AREEMUIE,

b. MBThREH, HEERAEFEIIEI,

R RFH A E — FAS8200

BHIUZREHMHRIRMAREAFTA, IRIEVFAENHARS. YIEIREH G IS HRE]

£8NetAppo

F1 4. WIEHFHISEVAEN HA RS

TAFIDIENFER HAKRTS, HECERNEMILRSULEEHNARRE,

1. FEIPIENT, ME—ITHIZSIRIR B R4S iz HI 2SR AN AR HA IRZS: ha-config show
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FRB A4 HA RSEBRABE,
2. MRANEETHRFRESS ENRAREFLAL:

a. BN HAJRZ: ha-config modify chassis ha-state
HAKRESHERILIZULTEZ—: ha *mece * mcc-2n *mCCIP * non-ha

b. HIANREEEN: ha-config show
3. WNRERHITILIRE, BEHRNRANERID HITH L,
4. F—FERTENRREE,

MREVRFENT ... BA ...
— MR ECE a. BHAIFRIU. halt
b. ¥ FE "[FfESERERITIE"

55— MzHIZERIREY HA 3 REAIFIRT: halt B ER LOADER 7R

$2%: ENT EMetroClusterft B HHIEIRE
I ERNRERA RN T = MetroCluster L&

T
1. BT 2B T enabled IRA: MetroCluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

IEPRE SVM EMEHRIP BEESM . MetroCluster SVM show
WIHEEREIEEHITMEMBS LIF T2 2B EMINTEM . MetroCluster check lif show
EBETEENERPAERIT m EFH MetroCluster switchback ssHITYIEL

IIEYIEIRER T ESE . MetroCluster show

a > w b
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LHEEAT waiting for-switchback KSR, YIERRIENEETIT:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

LEBT normal REET, YIEIRIETEM. :

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

MNRYICIEERKTIE A 8ETERL, ERILAER MetroCluster config-replication resync-status
show SRS EEEHITHELIKRE.

6. EFEII{E SnapMirror 5 SnapVault B2 &,

563 & FHIEEMHIRE] NetApp
REREMREME RMA HEIRKFEER IR NetApp o "EHREFIEREXIFAER. BEINTH.

1Tl 28
1T Hl 2SR IR E A —FAS8200

BN EE BHURED BBVAIRSM, FH NG ONTAP IR ERGIRAEZF IEMATRIIR &
o

* P IREh SRR EB RS T

* MREHRSEEV_StorageAttachF FIIE. MAERTISRZ A, BFASEHMBBS R,

F MBEORGMT HART, FTRRRIOEHBATESEEEABROEHR ERRESE P
BRI ") o

* NREBIRGEA MetroCluster BLE, NAMEF—T "EEERNMERESIR" UHESTNERLE
EP R

MRXZENERANRESRE , FER, HIEHIZEE0/ 1528 MetroCluster ECE PITHI23RVITHISR S 1%
ES B 5 HA JhmiEHI2s AR, No MetroCluster-specific steps are required because the failure is
restricted to an HA pair and storage failover commands can be used to provide nondisruptive operation
during the replacement.

* WHREP R A RIBERASEE B FohiFRnhBREN DB replacement EHIZRHIT B
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TR B e R TI sh s E R/ 13 BLo

* ISR PR LR A B MR B W BBV FRU 4814

* IS URHE HI SR IR E R N EEI R S KB RIT R RN, BB R EHUTHIZRIRE AR RS

¢ BRI LR ES B P E (I IR Bh 28 B IR 2R 2R

* FEUIREL R h, BoNg&RIEMZHITHIZSZE replacement 15128, LUE replacement I=HI281E 5 |HIT

il SRR AEFE AR ASHY ONTAP FE 50,

* ER A RVITHISH R IR S B MIBFEH SRR ERTE RIS RIR M INE T A i 5 B IIRIER PCle

~ o0

"NetApp Hardware Universe"

* BEMEERNRSE ENRAU TS BARNGS:

° RIS R IE R EIRAYITHIEE.
° replacement ITHlgE R — M HIEHI2E, AT ERZHBIITHIZE,
° health =128 21517 IE & B 2%,

* B IRLFIE R SR AIT R S i IR B S A XX A .

IR ER N TR MHRES BANIER, UEER L BRI 2 A BB EI B mIa) U TR HEERo

KHAZ T HI 25— FAS8200
RIEFERASEAHEENARE, Er]UERRENEREX AR ERRAERIZS,
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https://hwu.netapp.com

TN . KRERARS

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BEI 2 ¢ $EHIZR I F W T = MetroCluster H1
EBXAZHITHIZ, BHIRERHIZSRES, FEXVERYIRITHEIZS, UESITIEENITHSSSRENT
BT HI2sE B IR AR,
XFIbESE
s BAEIIRES B REFRIFERELTITARS, UENEITIEENITHIZS A,

BB
1. ¥€7 MetroCluster RS UBE ST HI2S R C B EIZTIEEAVITHIZE:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.



controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates Y BERES,

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MNREBEWT R, ERILIER -override-vetoes S EH AH MetroCluster heal 885, WR{ER
rIiESE, MARSEEZSTAELLEEIRIERIRT IR,

7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42

Errors: -

8. ERMITHERIR L, WiFFEIR.

BT H 2SRRI+ — FAS8200

B EHITHISSEREC, B IEI FRBAIESEEE, R FRU AABEERAREH SRR
, ENFERREFRANERIZFER, ARRKARGBoIEHIFRI

$£ 1T FIFERISRR
EEITHSRIR, I MIAETE T IREHIZRRIR,

1. NREERIEH, BIEMEM,

2. INFRGLHERAEIRRE EHEITE, ARMTHIBER LR TRALLM SFP (WIRFR) , HiR
FA A BVIER B

RESBERLEERED, WEEERRELLAEEREN, SERPIERF.
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3. MR A AR ME T AL ERREH R EBTE—S,

4. MREFTIRTHLER SFP ERBERAT, BHHBENEH IR,
S. MAFHER SRR LB F EMERARET,

(1 HARST
[2) RS

6. MTHIMIEF, FIRRITHIZRIRIE RS,
Rl R LAAER, BHRESFHTRISRIRAVRED,

B2H. BHIBRMILE
AR BB s B R IRt BRG H M B i 28 FREX L H Bl Nz hll2 o

1. A TESHTH2 SR LA FRU BREHREIBTh TR
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) y
| {
2. REohNBIMNR ENE GRS, BRMNMBEMEINERRER, AEREZERHEMNTREE,
C) BB TR E A EHrhE, EAXEF R e itidiEs s s .
3. RBmN RS EMITHSRRR, BN RILSSIEEINTITT, AERERREHENGE,
4. WEBRIN R, HERETLEEEEIER,
MEXE, BIREBRHNRIFREENRBNGE,
S. AT BT RLES BT RIhT LR BIE R .
%5 3% #%5h NVMEM B2t
R NVMEM Bt M IBITHI SRS ERITHI SRR, BHIMIT—RINFES B,

1. #£Z NVMEM LED :
c NBENALRE HARE, BEET—%,
 NBEMASRBAMIUERE, B XAITHSEIR, AEKE NV BIFREM NVRAM LED
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@ TEEZRESEY, NVRAMLED AR, REARBTENANEF. BiMETRG, Itk LED ¥
SR

" MBERTLXFANIE R THE, NVMEM LED $&AkE, BEIBIR5EMA, AE LED RIEX,
* Y05 LED SEBBIRITH, WARENBEEREMEE NVMEM Lo
iR ELE S &2 £ 7E ONTAP BZhE B A RITHIBY X HIHR 8

2. 77 CPU BN EHIKE NVMEM Hith,

; = f- '__‘ 'l
-y

0 FEHBIE £ &
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e NVMEM Eg:th4H

3. HUER IR M AEENEEME RS, AEFEBMEBZRMIZHZRIRPIR H,

4. MEEHIERARIR AR B H Bt H R B RE—35

% 4 & 1%z DIMM

2155 DIMM , 5 E] DIMM FISE MBI EERIEH2E, ARRBIEED RINF #1711

1. R EEHIZSEIR EAY DIMM
2. i@ FHEES DIMM B9A@, LUERLURIEMRY S ME DIMM 3B\ ik ARV HI S8 &R,
3. Z18#EE) DIMM FRMIAYERS DIMM 8HEF, ¥ DIMM MiGfETEY, SAEE DIMM B iEE,

(D) VDB DIMM #0382, BUBESEST DIMM EBESIR EROL 4 HEIEE S,

4t DIMM BV EMNUERUR T RHRE S,

TEIETRT &% DIMM B E :
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N

- FEIERE DIMM BYEE,
- BREREEE LAY DIMM SEHBRERTHTAUE, ABK DIMM EERENERE,

)]

DIMM REEEEEETR, ENREZIEAN. MFLH, 151 DIMM SIEEEMMNTHENEN.

()  Emws DMV, BEARIONFHERENEN,

»

- }HFK DIMM £8 FRPE,
- ¥ NVMEM HEEith#5 2= S A Bl 83 1RR,
- MR ERNREHFESERSERMBEONTT, AER TREERMINS, BRIEMINT RN

oo N

5% #%5h PCle &

E%5h PCle &, BRI CIHBEEMBITHISBB EERITHE, ARKRBIRES BINFHITIRE.

S TUERIFFITHIZRIR, LUERI LU PCle RERMIBITH 3R IRTE E#iTH s3RR PRI HEE,
1. FAFHEHI SRR M E iR LR 'AZIBET,
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2. RS MIER MIZ ISR SR 1R T,

o MEk

e PCle &

3. MIBIEHIBERPENT PCle RHBHBIET—3.
FafRERER PCle RPRTEAVIEIE,

4. X AIEHIZBRIRPNER PCle REE LRI R,
o MBWE, FIFFFIEHSERMER, RIEFERBE PCle RIEERR, AFIVD%E PCle o

MR FEWMTTEEESR, AEEETRANRRYREMYSNESD. RO EYIMEEEHIET.
6. MFMEHIHR PCle REE LRFE,
7. & LMEiRHITEEREBE].
£ 6% BIEFRR
EEHITHISRIRE, RIS EFRRMZIITHI SRR E B HYTHISRER,
1. HEEH SRR EINEFRRF R EET
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a. MRS,
b. I ERFAER,

FHRAGANEFRREETHNMEE, BOAERT, RE-TMEELTSARS.

2. BERFERBEFITHIRREIR, ARREFERIVOSSIBEINTNTT, ARRKEERHENGE,

3 WIFEFIHEREREeBEEEBET. MELE, B TEFERISHENENGE,

4. EFRRIEH R THBOAR, IESEFERINT EHBIERE.

o MBEBFE_NEFEIR, BEE LAY R, & LERISERINE,

BT1E REFTHIE

R RizHl SR RR R B (F R I RIS RIR R T, MBI IRIERISS R IR LR B RBNERH B ENRER S

M TFER—AEREERMTFISRIRGN HA R, RETFIBRRNINFLAEE, RA—BERETE2ENNE
, EMESIRERB.
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RYFREATERDNENAKET, WOPLLLE, BESBEREDNRHIRE, GEEH

(D) LErsRRNMENRNEDOR. B2, NEAGESDNERT AAEME, UAASHER
SRS EETR.

INREH R, BERET,

. INRHFKXA CPUBNE, EXAUBNE.

. BEFIBERIAR ST ONT, KEERHSERERENRAN L.

(D BIREHSRRT AT, FRIFRFIETIEXF R,
ARNEEMIEE QisOLk, UEEALUFRIAZURITUTETRIES,
(D TR LIRS BRIEER ARG ZOEZEITHIZREIR,
- SERITRISRIRB BT R

MRENRFENAT ... AREPITUTIE ...

HA %
The controller module begins to boot as soon

as it is fully seated in the chassis. Be
prepared to interrupt the boot process.

EOmEL T FUBMERT, BORASESER, &
BE SRR, AREMBES LAINECE, &5
R S S B S T MBS L ORI,

@ RERIZR RSB NGRS, B7ANEK, URBRHFE
e

+ iEHBR—BEEEENET, mIFBRRE,

a. NRFAREMRELSAERIRE, BENLEZILS.

b. ERIFHRALSIE TR L EIRIRE.

C. YMEZHE Press Ctrl-C for Boot MenuBY, ¥ ctrl-C

ARl /Ehid 2.
NRERBIRT, MIEHIZFERERNE] ONTAP
CD , M halt , PAJ57E LOADER RN
boot ontap , HEHMIERENIZ ctri-c, G
BEh B IRT

d. NETRIPREE B E L IEIURIETL,
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MREVRFENAT ... REHITUTIE ...

— IR ECE a. EMCIFATIIFUENBRT, BAANZRIZSERIR, HEE
S5iRATEML, AERLREFESLIBEME, ITRITHIZE
RREEORIEF ERVERERTT,

@ RiEh S RRBANFER, B7ANEK, LRk
HiERER.

b. INREHAREBMEEMSLERILE, FEMLEZIRE.

C. fERWINHEIBAR LS E FIS L EIRIRE,

d. B RAEINEEINEENBR, JHERUBHENERE, A
£E&% Press Ctrl-C for Boot Menu HEEIE Ctrl-Co,

INRERBEIRR, MiEHZRREENE] ONTAP

@ , BN halt , SAJ57E LOADER #2RFFabiAN
boot_ontap , HEHMIEREIL ctrli-c, AfF
BEhEIPIR T,

e MBEIRER, FEREPIEIOETL,

c BEER: CERMERER, BRRIBIIUTRR:
* 24t ID ALECHIRTE S, HERBERSA Do
* —FRET, E5EE HABERHNEFIRIE, SORFREITESERIZRERIXEIRS. You

can safely respond y to these prompts.

R RHIUF RSB E — FAS8200

FTEAEHERABNELIFIRIUG, BRI UIEERITHSENRE RAEKE, HiRES
EEMEERAIKE,

15 EERTHISREIREHIIERSE

TN IR HA I TR RIFRYIE S SRR 80 17 Ao & P p] S2 RVBT (8] AR 55 28 10 & B A RV KIS AR R LRI 8]
MBM. MREIEMBARTE, WAREEREHRER EBEXEME, UFLEE S imrl sER AT a2 R M+

o

KFUIES
BEUEERNRAR ENAS BRSS!

* replacement T1 R IRIEL BHEIMZIHRT /BT R0

* health T5 22 replacement T H) HA EExd T 52,

P
1. YN replacement T3 mATE LOADER 1Rt , EERAEZE] LOADER R,

2. _Healthy node k. WEZRFBTIE]: cluster date show
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R EAFIEY Bl B FECERIAT X,

3. 7 LOADER 2R7F4t, 2 replacement 55 ERIEHAFNAYE]: show date

HERFNBYIEILL GMT RRo

4 MEXE, BEBRATSLEU GMT EHIEEREE: set date MM/dd/yyy
S. MNBEME, BEEBKTS LISEE GMTEYE): set time hh | mm . ss
6. ENMNHIRFIRTAL. #IA_reender T FAIBEHAFIATE]: show date

BHEAFIETE] LA GMT &R

Step 2: Verify and set the HA state of the controller module
T IR B B RIREY A KT, HELERERICASUTLRENRREE,
1. EEIPRINT, MFTIEHIZSERIOIEFrE AN B S B ERA A KE: ha-config show

FRAE A HA RSEBRZABE
2. IR BTAVTHIZBERARAFANRS S ENRREEARLE, FEHBERICE 1A state . ha-config

modify controller ha-state
ha-state BIERILULRUTEZ—:

° ha

° mcc

° mcc-2n
°mCCIP

° non-ha

3. MR B THITHIBRRAFRE S ENRREER LA, ERITHIZEERIZE HA state | ha-config

modify controller ha-state

4 MINMREBEBE®EX: ha-config show

EMICERAHEM D ACHE— FAS8200
BEEMAFEREHRIAEE SN D IRHREF RIS E,
F1F: ERMWRAHITHE
EARUTAERIETHISSRIRAVFEN NS ERE . "Active 1Q Config Advisor” o

-
1. FHEFH L Config Advisor o

2. GANBIRRLKNER, ARRHWRENE.
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3. BEMLATR, ARKERL. WRETFBEHERBMBHMENEREREYP, UBELRINHERS
n)E,

4. BFEAENANEINE, SAGKZE Config Advisor B, LUGEHMHL,
g 28 ENHICHEE
MRFERFMUT HA X, WERESBREREIEN, FHiITHEERNASR ID 2BohDEAHE, T
FRENECE R IERIRIES R,
I : I0IE HA R4 EMARS ID FiX
BTTE BT replacement ZHIERBIHIINRS ID B, AEHWINENEEE XM,
HIRES BAGE R T7E HA JHRIETT ONTAP YRS,

1. 40K replacement 1=HIZ8 b FEIFER (B3 * > TR , BHREEIFERHHZE LOADER 127RFF:
halt

2. 1£ replacement ¥=#28 LY LOADER &~ fI%t, Bohizhlzs, MRAKRRS ID FLEMEREBERA
ID, IBMIN v o boot ontap

3. 5% F Wwaiting for giveback.. HBERTE replacement 1THIgizHIA £, ARMESITEENEHI2ET
WIFRBEBD RN AL ID . storage failover show

e, BNEH—FHES, BHZHEHE ERNRY ID B8k, HFE/RTIEWMYIA ID #3# ID

o In the following example, node2 has undergone replacement and has a new system ID of 151759706.

nodel> "storage failover show"

Takeover
Node Partner Possible State Description
nodel node?2 false System ID changed on
partner (0Old:
151759755, New:
151759706), In takeover
node?2 nodel = Waiting for giveback

(HA mailboxes)

4. FETIEBNEHESEFR, BRI EBREFEMZOKIE:
a. BHRHNERINELRT]: set -privilege advanced

S MREMFERARLE 7 FHHENE. NXITRECERANZRATAEELZINIZAEE. BIUT
W22 —IRRFAESEMNETNEE:

- R EIRE A R
o RSN A"

ASRTERSEENSRERN, EAIUEE vy, EENRERSRRELRTET (*>) o
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I RIFEAIIZ O ssystem node run -node local-node-name partner savecore

ii. F#F savecore B3R TEM, AREBEURIE,

BRI AN L T an 2R IEIT savecore siPBI#HE: ssystem node run -node local-
node-name partner savecore -s

iii. JR[O1E)EENRKS: set -privilege admin

6. RIEfEEE

a. NEITIEERESIZEH, REFIRMITHIZZNTFE: storage failover giveback -ofnode
replacement node name

replacement =528 W B EEZEH TR B Eh.
MRBFES ID FLEMRREEEZRS D, WEEANy.
()  nexrwERr, CAUERERLTR
"BIEMATIEH ONTAP 9 i AN S AR ERE"
a. RiR5ERfGE, ML HAWBITIRERFERILIEE: storage failover show
storage failover show fTHIMILEAREE System ID changed on partner JH S,
7. BIFR B BIEMOECHLE: storage disk show -ownership

BT replacement =528 FUBEEE N B RFIEIRSE ID o In the following example, the disks owned by node1
now show the new system ID, 1873775277

nodel> “storage disk show -ownership’

Disk Aggregate Home Owner DR Home Home ID Owner ID DR Home ID
Reserver Pool

1.0.0 aggr0 1 nodel nodel - 1873775277 1873775277 -
1873775277 Pool0
1.0.1 aggr0 1 nodel nodel 1873775277 1873775277 -

1873775277 PoolO

I 2 . EWTT 2 MetroCluster BBEEFM RS EFEHEFHDE RS ID

TEIE1T ONTAP BIXTI = MetroCluster BB, S NFaSHEERDECLAMITHIZRNAY ID , AR7 8
RYGIME EBIZTTIRES.
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EXFUES
It EL BUERE Fia1T ONTAP BIIXTS 5= MetroCluster ECE IR S,

T TR ATE IR IS B A 1 F ERAT S L

ZRT R EBEEHEPRITEPRIT R
* replacement T1 R ULIR{FP BPERZ BT KRBT <o

* health T8 @47 RHY DR EE T,

TIE

1. GNERIMKEIBE replacement 2, BN ctrl-c MERMEEITE, SRS M RIS kR EI 4
R HET,
BT RS 1D RILE, RSEREEERS D KN, EUTRAN ¥ .

2. NBEITRRBRBHFNTREERIHRS ID © "MetroCluster node show -fields node-systemID ,
dr-partner-system|D"

ELtR I, Node B_1 ZIBT =, |[HZRZE ID /3 118073209 :

dr-group-id cluster node node-systemid dr-
partner-systemid

1 Cluster A Node A 1 536872914
118073209

1 Cluster B Node B 1 118073209
536872914

2 entries were displayed.

3 ERMT R EMNMPRIUETTRAEEMNARS ID © disk show

UL RBIH, FARSE ID A 118065481 ©

Local System ID: 118065481

4. {#F Mdisk showdn LIRENH R FIDE EEM PO ECHEEFIEN (T FFASRES): disk reassign -s old

system ID
EERRAFIF, S H: disk reassign -s 118073209
RGBT, eI EE v,

S WIFREBEIEMDE#EE: disk show -a
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REET replacement T MR R E B replacement TTRMIFI RS ID o ELLTFRAIF, system-1 Frif
BRI R RHFAL ID 118065481 :

*> disk show -a
Local System ID: 118065481

DISK OWNER POOL SERIAL NUMBER HOME
disk name system-1 (118065481) PoolO J8YOTDZC system-1
(118065481)
disk name system-1 (118065481) Pool0 J8Y0O9DXC system-1
(118065481)

6. MIEITIRRRIFNT A, RIS B RFEEAIZOEE:
a. BRHNERINELRT]: set -privilege advanced

AGHRREHEHE NSRRI, ERILUEE v ERBERSEERRTE (*>) o
b. WiFZOERERGERE: ssystem node run -node Iocal-node-name partner savecore

NRer LT savecore IETE#HITH, 1BFFF savecore 5T, REBALRIE, EAILIERA

ssystem node run -node lIlocal-node-name partner savecore -s < 1547 savecore By

#HE, </info>

C. REZIEBEMNRELRF: set -privilege admin
7. Y0R replacement T R FHFER (B3 * > 1#75F) , BRHAIFRIAHEIMBIEFR TR . halt
8. |35h replacement Tim: boot ontap
9. 7 replacement TSRt 2R5HfE, HITYIE: MetroCluster switchback

10. Z&3F MetroCluster Bg&: MetroCluster node show - fields configuration-state
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nodel siteA::> metrocluster node show -fields configuration-state

dr-group-id cluster node configuration-state
1 nodel siteA nodelmcc-001 configured
1 nodel siteA nodelmcc-002 configured
1 nodel siteB nodelmcc-003 configured
1 nodel siteB nodelmcc-004 configured

4 entries were displayed.

1. 7£ Data ONTAP F32IE MetroCluster BRERETTIENR :
a. WEMNEH LEEFERMEBEITIRAEIR: ssystem health alert show
b. #3IA MetroCluster EFE B FIEEEI: MetroCluster show
C. #1197 MetroCluster & . MetroCluster check run
d. /R MetroCluster leERILER: MetroCluster check show

e. i&17 Config Advisor . ¥ E|NetApp ZHFifm EBIConfig AdvisorDiE. Mk
"support.netapp.com/NOW/download/tools/config_advisor/"s

1&1T Config Advisor [, EHZT BrVHHILR AL FRZINARR L AV ER R,

12. IR IRIR1E:
a. EEATHRIRTRAAL, BERANEEMNRET: set -privilege advanced

YRARTEBEHENSERAHETSRERXRTAT (*>) B, EFE2EA v #1TME

b. {F/ -simulate 2 ITYIEIE(E: MetroCluster switchover -simulate

C. REIFIEENELRS: set -privilege admin

SRR ZAE— FAS8200

To restore your system to full operation, you must restore the NetApp Storage Encryption
configuration (if necessary), and install licenses for the new controller, and return the
failed part to NetApp, as described in the RMA instructions shipped with the kit.

55 1% 72 ONTAP FABNEHISEZEITRIIE

MRESHTAEEERAZEENE (TAPE) eI ONTAP IhEE, NWATA replacement T R R EFTFA]
i, M FEBINEFENENINEE, EEPHNEINTRENER ESHINEERH.

KXTFULES

AREFANERAZA, FEMETANENIERDAHEATRER. B2, NIRRT RS TH—AAlt
HEEVFRHERI T R, WA RIFERILINEERIECE,
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tesh, ENR EERREFANINEREREEFATESENTFI NN, REENRREEAT R LLEERITH
IR,

FHaZ &l

VFRNERAU IR A 28 NFRTAIE T

158 90 REVEEIREARLEVFAIER . BIREIT/E, FrBIRFRHERAY. REARBIFIERSARE, ErRILL
£ 24 NRLEFAERR, BEIZERALER.

NRENRFZERVIZITHIZONTAP 9. 101 EEhA, BEFERATFRREE "R ERER
2. AT EMAFF/IFASAEL ERNFE]" MNRIERHTERFZIIFIEONTAPKRZA. 1525 " NetApp
Hardware Universe"LL T RE Z(E 8.,

BB

1. ﬂ%%gﬁﬁﬂgﬂ:ﬂﬁ?}%ﬁ, 1E7E EIREVECIFRIIEER A "NetApp 24500 " 7R rIIE FAYFR Y 24520 99

@ RE=BoIERFIRNIITRIEER, FREREEIXEPrIEFHbEtit, MNRERET
30 RN EIB SV elIEEZ AR B FHlME, MEXARRAZR,

2. RESMFAEZE:  + system license add -license-code license-key , license-key...+

3. IRFE, MIFRIFIFETIIE:
a. WERMGHAIFANE: license clean-up -unused -simulate

b. NRFIKXRERIEH, ERBRAKERIFENE: license clean-up -unused

$245 . WIFLIFEIRESIS

£ replacement T RME R ZHI, ENIIE LIF @EMFHEFIRO L, WRBAT AutoSupport , MZEAR
replacement TV RHIFESIS, HEEBIRE.

TIg

1. BIFREEORT EEREFRSEBMIFEORE . network interface show -is-home false

WERERILUNG Afalse. B ERREEIEFIKO: network interface revert -vserver * -1if

2. [a NetApp ZIFEBI TEM ALK FTIS,
° YNRFAT AutoSupport , 15&IX AutoSupport SHELUEMRFSS.
° WERKFZA AutoSupport , 1FIER "NetApp 5" EMRFEFIS.

3. Eﬁﬁﬁﬂgiﬁﬁqﬁ?ﬁo BXEMER. BB "INFETEONTAP FRERMARITEEZ TIVRNE" HIREX
2o

4. R B & AutoSupport P E O, AFERALERILE O system node autosupport invoke -node *
-type all -message MAINT=END #p<:

S. MREEZHBMAIE, BEMRBHE: storage failover modify -node local -auto-giveback
true
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% 3% YIENT S MetroCluster BRERHES
SN RIE A7 ST = MetroCluster Ei &,

HIE
1. B BT 22 BT enabled IRA: MetroCluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. I9FFRE SVM EMEFRP 2T B MetroCluster SVM show
3. WIMEEREEERITHERBSD) LIF IR 2T EMINTEM: MetroCluster check 1if show
4. FIETIEENERPMNERT S EFH MetroCluster switchback sR¥HITHIEL,

S. IIFYIEIRER T E5EM: MetroCluster show

HEBT waiting for-switchback RSH, YIEHRIENIEIETT:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

LEBLT normal IREHY, YIEHEIESTR. -

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal
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WNRYIEIEERKESE) A 8ETER, R LIEA MetroCluster config-replication resync-status
show SRR EEEHITHELIKRE.

6. EFTEIL1EE SnapMirror B¢ SnapVault BEEE.

% 4P BHPESFHRE] NetApp

REBEMRHE RMA RIS IEERHHIEE NetApp o "HIHEREFERBXIFMAER. BEEITH.

& DIMM - FAS8200

MBREFEARSBEEIRGIW. BFETRRSITRERICECC (A EEEIREIED)5HE
REZH AR EIENECCHIR). BE TR INDIMMEBESREFMRE AR T /ZBNONTAP
MSEHEY. M2 E iz Hl28HEIDIMM,

RSGPRFE EMAMHRIERIRTT; SN, BRIERRKRARZ.
BRI R A E R MR AR EIR RN FRU At

19 RARIEGES
RIBEERAFHRENTR, GEIERTROIEX T SRR
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TN . KREHELE

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BEI 2 ¢ $EHIZR I F W T = MetroCluster H1
EBXAZHITHIZ, BHIRERHIZSRES, FEXVERYIRITHEIZS, UESITIEENITHSSSRENT
BT HI2sE B IR AR,
XFIbESE
s BAEIIRES B REFRIFERELTITARS, UENEITIEENITHIZS A,

BB
1. ¥€7 MetroCluster RS UBE ST HI2S R C B EIZTIEEAVITHIZE:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.
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controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates Y BERES,

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

WMREBEWT R, EEILUER -override-vetoes S EH &K MetroCluster heal ¥, WRFEH
IEENESE, WRSRESEAMELLEEIRENIRE R,
7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :
mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41

End Time: 7/29/2016 20:54:42
Errors: -

8. ERMITHERIR L, WiFFEIR.

% 2% fTAEGIEER
EihEHERISNENAL, EUTREMRARE TRGIBIER, AEBE TRHISER EHZR.

1. MREERIEH, BEREM.

2. PRSI LAESAEIRIRE ENWIAE, ABEMTHIZRRR LR TRALEEN SFP (MMRFE) , HiR
T A BVIER B,

RGABELLERRER, WEEENMRELLERREN, S447/8F.
3. Mzl RRM A ERME T A& ERREHBERE 3,
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4733

CREF

o [ TIMACIEF, FHRFITHISHRIRIE HAE.
REhlesREB HAAERY, BRRESFHERISRIRAVKED,

% 3. T DIMM
EEH DIMM , EEIEHISTHREIEN], ARRBEESBIRFHITIZIE
1. MEEHIZEIR B9 NVMEM LED

AEEMARGAMGZ R, BRFTE2XARS, UWBRERIFZRMERNT (NVMEM) RREANBEHE, It
LED (I FERISSEIRNVEH. T TER:

71



2. 918 NVMEM LED KRR, M NVMEM §&EEAAZE; &0 BT U TP BHREHITIHRIED B
—F_Iﬂi1£%o

3. KT EEM:

@ THEFRAIY, NVMEM LED AN, ERABRERINES. BiMESTMR/E, Lt LED
RIE Ko

c NBEFRTLXFNIE T THE, NVMEM LED ZiAl%, BIEFRR, SAG LED EIEX,
° 1R LED REHBIRITH, NEKRE NI ZEMETE NVMEM L.
e U@ E & £ 1& Data ONTAP p{IHE e R =15 HI89 % 4R 8],

.. ¥TFF CPU BREHXEI NVMEM BB,

: =7 /[, /) ‘T:
el

D =
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NVMEM E25th i E I

NVMEM Eg3ith

L RISk, REHTERMIERERMNE T, SEAMIEERRER, ARMNEEPIRT B,
i. FRFLIDE, REHBMERIENIGE,

EITHIZER LAY NVMEM LED ,

HREEHIZRER 8 DIMM o

B THEIEF DIMM B9 A [, WUERILURIERY 7 MiE N B/ DIMM ,

$ZI1235N DIMM FMIEYF DIMM 3K E, & DIMM MiGiEHsEd, JAER DIMM BH R,

N o o &

() /VDBME DIMM B930%, BUBHSeST DIMM RESHR LRI HENFE,

£%t DIMM BIEBENUERUR T RAE S,

TEETRT &% DIMM B E :
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10.
1.

12.

MBS BB RRPEINHERAR DIMM , E{E DIMM RILAHIGEH SHBEX T,
DIMM #Ai 2 [BIHYER 1Rz S HEIE RIS X 750

- fREZEE LAY DIMM BB FELTHIAUE, ABK DIMM EERHBNERE,

DIMM REEEETEEES, ERREREN. MERE, 1 DIMM SIEEERFHEREN.
(D)  Emws DMV, BEARORFHRLIENEN,

ANDTIFREBEHER) DIMM By Eid%k, BEISEHBIRE RN, FAZMLT DIMM MiREIERO Lo
$E NVMEM EHIEKIERE, ARHERMALIEREEIRF, KEBNEETS,
HRERBETE RS EIR Eo

G LiEHlgRRRI S,

$ 4L ENRREEHIE
BB ERPNANE. BRERSERENRERHIBIER,
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1. IS ERIR I SRR O, ARSI R R ARG,
()  amsesIsEREemAUET, RIERGIETEIRA.

2. RIEFEENHNRAHITH L.

NREEBETBEEHREE (QSFP 3 SFP) , IFIC/EEANENERREEN,
3. FERIEHISRRIRM B R

EHlERRIR— B e 2 BIE MR, MEFIBEL.

a. AOREBFATITAUENERT, BHENZHISERR, BEIESPIRATEMA, ARRKLRIEF
aLEMEME,

(D) BEbsERRNES, BIBNIA, NERFEEs.

b. 1T RITHISEREEOARIEF LRVERIRET,
C. MREAREBMLTRLELERLE, BEMTEZIEF.
d. FRBFAHRALDTEIREZERILHE,
E5F (N EXN T s=MetroCluster): YIER&
LS RIE RSN T = MetroCluster BR&.

PTIE
1. BB T 225 T enabled IRA: MetroCluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. I9IFFRE SVM LM EFHREP BT EM: MetroCluster SVM show
3. IIHMEERIEIEEITHEM B LIF B E2EEMINTH: MetroCluster check 1if show
4. FIETIEENEEHPMNEAT S E#EH MetroCluster switchback SSHITYIEL,
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S. IIFYIEiRER T B5E:. MetroCluster show

HEEIWTF waiting for-switchback KSR, YIEHRENEIETIT:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

HEBLT normal ASH, YIEHEIFSTR. :

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

NRYILCIFEERKEYIEABETER, ERJLAER MetroCluster config-replication resync-status
show SR LB IEEHITHELIKE.

6. EFEEII1E SnapMirror B SnapVault BZE,

% 6 T KHPEIHR[E] NetApp
REBEMMEMEY RMA 152 BEIGS8IEEB4RE] NetApp » "EIMFIREIFIFR"EXRIFMES. S IH,

E /X F5— FAS8200
BEAFRARSAE R TR EIRR, BRI IT—RYSENES,

@ BRI R ERRMAERE FEMDHAERIENERR, RETRPE, THISSERTIE
REMDHEXRHA, BRI

—_

- IR EAREM, BIEREM,

2. MAERE, BFRARIFMEERE—NNAD, ARBEURAE, BEEERMIFEESR DRIBKAZRE LA
> MITIEN R,

BINEEHRSHIREEHEES M NBRIR ERER LED KiEL MBI KEERIR,
- B TEXBRR B F ERRREH, ARR MIOREF,

> w

RERIRZ MAFEF H— o
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CEeiEF

KBS 1RIR

LA BRI

RERIRE T LED

O BNBERMNEREENH, BRBENTSHFIEEZER, EEFSMIFEFREL,

C) RETRIREGE, BIRLBENTERFRENBIRRAESS, URHERZAMETREFHER
BHAEEE,.

6. BXBERBIE—S,
7. BEANBERSAOMNTT, AERBEBAIE, MRFEEATE.
8. AN BRROIEF, EHTE2EEINETR,

RBEERTE 2, ORIEFEBEHMAR.
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9. B Fm LI EHAEME, BMERAIEFRBASIENZIPENMNS.
REBEEBEER(fG, XE LED NEEFESE, HFREREAZETRE,
10. BHYIR SIKAAARAEITT, ARSI R N8 L,
1. RIBEHSREMIAY RMA 35BS FESR4HRE] NetApp o "SMHECIFIEH"EXIFMAEE. BSWNTH,
Eif NVMEM B tt— FAS8200

BEERMALKFN NVMEM B, EBURTIMARFFE TIEHIZEIR, FTHZER, FHRBH
» AIERAF BRI SR IRIR,

RSEPRFAR EMAHRIRIERRTT; SN, EBRNEXRKARZ.

19 XAREGES
RIBEERARAHRENTR, GaERTROIRX TR EERIRNEHE.
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TN . KREHELE

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BEI 2 ¢ $EHIZR I F W T = MetroCluster H1
EBXAZHITHIZ, BHIRERHIZSRES, FEXVERYIRITHEIZS, UESITIEENITHSSSRENT
BT HI2sE B IR AR,
XFIbESE
s BAEIIRES B REFRIFERELTITARS, UENEITIEENITHIZS A,

BB
1. ¥€7 MetroCluster RS UBE ST HI2S R C B EIZTIEEAVITHIZE:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.



controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates Y BERES,

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

WMREBEWT R, EEILUER -override-vetoes S EH &K MetroCluster heal ¥, WRFEH
IEENESE, WRSRESEAMELLEEIRENIRE R,
7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :
mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41

End Time: 7/29/2016 20:54:42
Errors: -

8. ERMITHERIR L, WiFFEIR.

% 2% fTAEGIEER
EihEHERISNENAL, EUTREMRARE TRGIBIER, AEBE TRHISER EHZR.

1. MREERIEH, BEREM.

2. PRSI LAESAEIRIRE ENWIAE, ABEMTHIZRRR LR TRALEEN SFP (MMRFE) , HiR
T A BVIER B,

RGABELLERRER, WEEENMRELLERREN, S447/8F.
3. Mzl RRM A ERME T A& ERREHBERE 3,
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4733

CREF

o [ TIMACIEF, FHRFITHISHRIRIE HAE.
REhlesREB HAAERY, BRRESFHERISRIRAVKED,

55 3 2. Ei# NVMEM it

%E?ﬁ%éﬁﬂw’\] NVMEM EEit, M RFHRENH &R EHIER NVMEM B3, FHRREERIVHET NVMEM B

1. ¥£Z NVMEM LED :
° NBIENARLRE HARE, FEET—%,
 NBEMAARBMIUERE, BT XAITHSEIR, AEKE NV BFFTER NVRAM LED
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@ TEEZRESEY, NVRAMLED AR, REARBTENANEF. BiMETRG, Itk LED ¥
SR

" MBERTLXFANIE R THE, NVMEM LED $&AkE, BEIBIR5EMA, AE LED RIEX,
* Y05 LED SEBBIRITH, WARENBEEREMEE NVMEM Lo
iR ELE S &2 £ 7E ONTAP BZhE B A RITHIBY X HIHR 8

2. 77 CPU BN EHIKE NVMEM Hith,

; = f- '__‘ 'l
-y

FHBIE R &
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NVMEM E2jth4R

3. HVEEBMHIR TIRC XN EEHE RS, AEREMMEBHZEMITHSERPIRE,

4. NEEFENHEIR A,

5. iR LR EH RESEHIBRERMMNEO N, AER TEEBMIING, BIBmINERANRNIL
6. X CPU BNE,

HaRIELBUE ZIHEE.

£ 4T ENMRERTE
BHIEHISSRIRPIANE, ERAERSENERENRRETFISZERABHE.
1. B SRROKRIGSHAEPRFONTT, ARBEHSRREREARAN—F

(D) EreERSERELEAESR, RERGIETEZRY.

2. IRIEREENN R T,

NMREEH T EEREE (QSFP 3 SFP) , 1FICBEFEANENERREEN.
3. FERIEHISRRIRM B R

EHlERIRIR— B2 BIE MR, MEFIBEL.

a. FOREBFATITAUENERT, BHENZHISRERR, BEIESPIRATEMA, ARRFLIEF
ALEMEME,

(D) BEnsERRANES, BIBNIA, NERFEES.

b. 7 EiTHIZFEIRE E I IDF EERRET,
C. MR HMAFMLELEXERIRE, BERREZLS.
d. FHREFERBAEAHERRLEIRIGE.
% 54 YIEINT 5 MetroCluster ECEF RS
I ERXRER RN T = MetroCluster L&

PTIE
1. BB T 22 BT enabled IRA: MetroCluster node show
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cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. BIFFRB SVM LHEFHRIP BB E5EM . MetroCluster SVM show

3. WIHMEERFEERITHEMRBE LIF TS EMIN5ER: MetroCluster check 1if show
4 EETEENERPNEAT S EEH MetroCluster switchback fSHITHIEL
5

- IFYIEIRER B ESE . MetroCluster show

HEBAT waiting for-switchback IRKSH, YIEHE(EDIEETT:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

LEBLT normal KSR, YIEHEIESTR. -

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

MNRYICIEEBR KT IE A 8ETERL, SRR MetroCluster config-replication resync-status

show BR LB EEHITRIRELAVIAT,.

6. EFHEILEA SnapMirror B SnapVault E2E.
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% 6 . KHFEIHR[E] NetApp

RIBEAREMIEY RMA 35BS E SR 4HR[E] NetApp o "SMFREIFIEHR"ERIFMEE. BSINTH.
i PCle & - FAS8200

EE# PCle £, BT —RIIFENES.

* BRI IRE D RS RAIFHIFRE ONTAP WRAE S £
* RGPRFEEMAMHUIERIRTT; SN, BRFERRARZ.

$£1T: XHZIREGIE
RIBEHRARMHRENTR, GaLERTRIEXTNE SRR
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TN . KREHELE

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BEI 2 ¢ $EHIZR I F W T = MetroCluster H1
EBXAZHITHIZ, BHIRERHIZSRES, FEXVERYIRITHEIZS, UESITIEENITHSSSRENT
BT HI2sE B IR AR,
XFIbESE
s BAEIIRES B REFRIFERELTITARS, UENEITIEENITHIZS A,

BB
1. ¥€7 MetroCluster RS UBE ST HI2S R C B EIZTIEEAVITHIZE:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.



controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates Y BERES,

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MNREBEWT R, ERILIER -override-vetoes S EH AH MetroCluster heal 885, WR{ER
rIiESE, MARSEEZSTAELLEEIRIERIRT IR,

7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. ERMITHERIR L, WiFFEIR.

% 2% fTAEGIEER
EihEHERISNENAL, EUTREMRARE TRGIBIER, AEBE TRHISER EHZR.

1. MREERIEH, BEREM.

2. PRSI LAESAEIRIRE ENWIAE, ABEMTHIZRRR LR TRALEEN SFP (MMRFE) , HiR
T A BVIER B,

RGABELLERRER, WEEENMRELLERREN, S447/8F.
3. Mzl RRM A ERME T A& ERREHBERE 3,

89



e CRIEF

O [ THIMICIEF, FHRRFITHISHERIB HAE.
RriEH s R R HAFERT, IBHRESRHE R SR IRBVERER.

£3Y: FEitPCle £
EER PCle &, ETERHISRTHIIE, RERBHES BIRFHTERE.

1. MAFHEHI BRI E R AR,
2. B E R MIZHIZRARIR _EIEE,
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" MER

e’ PCle &

3. MIZHISSERFENE PCle RHEEHKIE—,
4. REEFEHAR PCle £,

HRRF-RIERXTTEBED, FEEEPEA RN REMIZNES. PCle ROATEHHIMEIETEE
&,

C) NREEFRPEERRE R, BLEESEEFEE, B TREF, UETUEEIRE
g, RER, ARERREMIEEHEEFH TR,

o, & LMEiRHITEER B,

£ 4Y EMREEGE
BHUTHISRIRRPA R, BRIERGERERZEEGSERABEE,

1. BRI SRR R IR SRR O, AERHTHISRERERENRSRN—F,

() amsesIsERELmAETR, RIERGETEIRA.
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2. IRIEREENNRF AT

NREEE T EEREE (QSFP 3 SFP) , FICBEFEANAENERREEN.
3. FERTHIBREIRAVEIT R

IERISRIR— B2 BEEENAER, MaFBE.

MREHRFENAT ... REPITUTEE ..

HA %t a. EMCIBFATITAUENBERT, BANZRIZRRR, HEIESPIRHAt
TR, ARBOREFS EFBEME, rEE6SEREEOLEF
ERVERERET,

C) gﬁﬁ%ﬁﬁ%kﬂﬁﬁ,%%%ﬁﬁk,u%ﬁ%ﬁ%

b. IIRHREMBRRLEEAEIRIGE, BEMREZIRE,
C. WNRFREIMERITHISBRIRN LG L, BENERXELL,
d. ERBIFHEREEHEDREERIGE.

XTI MetroCluster B2 & EACIBFATHAUENFERT, BAENEHSEER, BRCS5HRA

B FTEM, ARKOLIEFSLINEMUE, ITEEHISRREEORIEF
FRYERERET,

C) gﬁﬁﬁﬁﬂ%AMﬁN,%%ﬁﬁﬁk,u%ﬁ%ﬁ%

b. IR REMLRRLEEIRIGE, BENREZILE,

C. NREREIEZITHBIRIRNG L, IFEMERX LS,

d. EREIFHRGLHERRAEERE,

e. FRFAEMERIRRNER, ARITAERUBSHEMNIE,

4. NREBARSEIE FTE 40 GbE NIC kim0 E21F 10 GbE B EIEMEUEERE, BEHEIPEN T EH
nicadmin convert s XL IHE O/ 10 GbE &%,

() EsrasmsmERbERE,

o. fEfEHIRIME ERITIT!

MBENRAMT ... MESHENEHARDEMRLHS ...
HA Xt storage failover giveback -ofnode impaired node name

I &= MetroCluster Eg gligii?ﬂﬁ‘l:—*ﬁo MetroCluster JIEIE{EL BB IEFIRTIZN T —ES 5T
B 0

92



6. MNRBEREBNRIE, BEHBAHE: storage failover modify -node local -auto-giveback

true

% 5% ((XPEWNT = MetroCluster ) : YIEIRE
I ESRXPRER =N T = MetroCluster Bt &

T
1. BT 22 BT enabled IRA: MetroCluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. I9FFRE SVM EMEFRP 2T ESM:. MetroCluster SVM show

3. IIHMEERIEIEERITHEM B LIF T 2T EMINFTH: MetroCluster check 1if show

4. FIETIEENERPMNERT S EFH MetroCluster switchback sR¥HITHIEL,
S. IIFYIEIRER T EFEM:. MetroCluster show

HERATF waiting for-switchback K&, YIEHRIENEETT:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

HEBLT normal KEHT, HIEHRIESTAL
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cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

NRYIEIEZEER KNG A 8E5TR, ERILUFERA MetroCluster config-replication resync-status
show IR IREIEEHITHELIIKS,

6. EFEIL{F SnapMirror ¢ SnapVault BB &,

% 6 & KEPEEFRE NetApp
IREREH N RMA SBIGISERHEE NetApp o "SHHEEIFI B A X¥AE B, ESLNHE,

SR E— FAS8200

BMEREEXA, MAMETIEERUNRR, ERNTTAERBIEIR,
RAEPHFEHAF S RERET; BN, ELFHRRAZ.

* BIRATRB A RYER.
* WREP BT —RER—1HEIR,
@ RIFEMAAERE FRIREAD HNEIRER, RAENFIERET, B ONTAP @RS
RiFEXERERNVER, BEERERNLE,
* REPRNERBENRTES,
* BIRA] B T EEIRE.
a. |RIEEH SR E S ST EIR LR LED HEEEMRAER,
b. NRE M RiEM, FIEMIEM,
C. KM IJRH BT EBIRE .
L RHARBIREAEIRF X,
ii. ¥THERIREAEESR, AEMEIRETERZ.
il K BSRIR T FE IR Eko
d ZTFRERMEF ERNRRA, ARROREBFEEITSITAUE, UMNPIRERER.
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FRANEE LED

L F

BIREAHIENS

o. fEANIITR R R
(D oFeEs, BreaRFaEEEs,
. BRI XA T OFF fLE,
o FIMFHHBRALH LS RINERNFONT, AEERNRIBTRERERENE,
BRAGREME, RESHRE,

() BaERBARGE, EMRNTA. BAESRNEES.

h. BAO¥DBERLRIESF, FERLEEEVIAET, AEEORIEFHEXAME, HEORIBFRRE
BIRANEIBIEME,

I EIEERIRRL:
L KR EATIE IR R BRI R,
i, fEF IR E e a5 IR E E 2 IR
BRMEMBE, K& LED N A%ZE,

- FTFRERIRAVERIR, AARRIRIERIRIESD LED RUEITIE R,
HIREXAE, IR LED =i,
K. IRBREMMMHE RMA BBRRHSIEER4RE] NetApp o "SHREFER"EXIFMER. BSNITHE,

ST BT FP ER tl— FAS8200

REEFRITHISERPAYSERYEYH (Real-Time Clock , RTC) i, LUBEKEEERHRY
[B][E)2P B 2 AR S5 M N PR A2 A AR ERIE 1T o

* BRI IRED RS RAIFHIFIE ONTAP kA& 5 £
* RGPRFE EMAHFRRIERRTT; SN, BB RRAZ.
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1T XHAREGIER
RIBEERARAHRENTR, GaERTRIIEXTREERIRMEHE.
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TN . KREHELE

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BEI 2 ¢ $EHIZR I F W T = MetroCluster H1
EBXAZHITHIZ, BHIRERHIZSRES, FEXVERYIRITHEIZS, UESITIEENITHSSSRENT
BT HI2sE B IR AR,
XFIbESE
s BAEIIRES B REFRIFERELTITARS, UENEITIEENITHIZS A,

BB
1. ¥€7 MetroCluster RS UBE ST HI2S R C B EIZTIEEAVITHIZE:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.
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controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates Y BERES,

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

WMREBEWT R, EEILUER -override-vetoes S EH &K MetroCluster heal ¥, WRFEH
IEENESE, WRSRESEAMELLEEIRENIRE R,
7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :
mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41

End Time: 7/29/2016 20:54:42
Errors: -

8. ERMITHERIR L, WiFFEIR.

% 2% fTAEGIEER
EihEHERISNENAL, EUTREMRARE TRGIBIER, AEBE TRHISER EHZR.

1. MREERIEH, BEREM.

2. PRSI LAESAEIRIRE ENWIAE, ABEMTHIZRRR LR TRALEEN SFP (MMRFE) , HiR
T A BVIER B,

RGABELLERRER, WEEENMRELLERREN, S447/8F.
3. Mzl RRM A ERME T A& ERREHBERE 3,
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e CRIEF

O [ THIMICIEF, FHRRFITHISHERIB HAE.
RriEH s R R HAFERT, IBHRESRHE R SR IRBVERER.

% 3% Bt RTC B
EEIR RTC Bt BERIBPREFHRIRE S BRI TR

1. SN ARIEM, JEIEMHIEM,
2. # 3 RTC Hth,
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w

- FEMERRER MR, KEIeR L EMIR, ARRKEMAEERHE T,

C) MEEBERFRENH BRY, IEER AR, BAMRENS, BIIERBEESREF. Bt
FESSARIINS BT ER MBI E,

4. MEHEREEI IR AN E R A it

O. HEHTHISRRPH T ABEIMSIR,

6. 12 RTC HMAIRIE, AERREMARIAFETHE, FEBABMEF,

/. BUKREEM, BRESTERETEMETR, FHFERMEER.

£ 4T ENREEHFRRAKEER RTC Bit/5HIAYE / BEA

ERIEHIRRRPRVAMN G, BONERFVETERRZEGSRER, EREE LHNENRM, 2RRH
Eo

1. MNRERXEENE HIEHSRERER, BFEXF,
2. B ERARIRSNAEPOFONTT, AERBEHBRIREBRENRAN—F
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BDRBIERISSRRTEEANFER, FRIERSET X,
3. IRIEFRBEMNRAHITH L.
MREBE TN EFRIRES (QSFP & SFP) , EIRBEERNENERZEEN.

4 MREHRTERIR, BEMBALR, AEREMTERRLEER.
O. SERIEHIBIERNERLE:

a. EMIBFATIAUENERT, BIENTHISEER, BEEIESPRATEMA, ARFLIEIEF
A LEBEME.

PRI RS EOIET EORARST.
() #EsIsERmANAER, EIRAEA, UGRITEES.

a. NRHAEMRELLESILE, BERLEZLE.
b. ERWIRFERLHERRLEIEILS,
C. BERAEIMEZIBRMER, ARHTHREURRNEE,
d. 7 LOADER IR E=iEH2E.
6. EEHHI LM EIFABHE:
a. fiff show date MLKEBITIRTRIFAVES2S LK HEAFET &,
b. 7 BirizH28 LAY LOADER 27R7T4h, HZEREF BE,
C. NBME, EER set date MM/dd/yyyy B 1ER B HR.
d. yNEHE, &M set time hh | mm : ss BT GMT HIGERE,
e. FaI\ B AnizH2s _EHY B EAFN BT,
7. 7£ LOADER 274, M bye MEMIAK PCle RAMEMAM, HitizhlREMBD.

8. RIXITHISRHIFEE, FHEHMEIERIEIT: storage failover giveback -ofnode
impaired node name

9. MNRERHBMRIE, BEMBHE. storage failover modify -node local -auto-giveback
true

% 54 YIEINT 5 MetroCluster ECEFHRE
I ERXRER =TI = MetroCluster L&

-
1. IEFFAT RSB T enabled K& MetroCluster node show
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cluster B::> metrocluster node show

DR
Group Cluster Node

Configuration
State

1 cluster A
controller A 1 configured
completed
cluster B
controller B 1 configured
switchback recovery
2 entries were displayed.

DR
Mirroring Mode

enabled heal roots

enabled waiting for

2. BIFFRB SVM LHEFHRIP BB E5EM . MetroCluster SVM show
3. WIHMEERFEERITHEMRBE LIF TS EMIN5ER: MetroCluster check 1if show

4. 155

WRYEFE Eﬁkﬁ@?%%
show SR IOEIETERH

BITIEENEEPNERIT = E{FAH MetroCluster switchback #F<
S. WFYICliR{ER

EBE5ER: MetroCluster show

cluster B::> metrocluster show

LHITYIEL

LHEBWTF waiting for-switchback IRESH, YIEHRENDEIRTT:

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

HEBT normal IKEBY, HIEHRIESEM.

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

TTHELZIIRTS,

6. EFHEILEA SnapMirror B SnapVault E2E.

104

, EOJLAfER MetroCluster config-replication

resync-status



% 6 . KHFEIHR[E] NetApp
REBEMHHME RMA RS HSESHIRE] NetApp o "SHEEIFIFIREXIFMAEE. BB INAH,
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HRINFRE © 2026 NetApp, Inc.o (REFFENRF, REEIR, REMRFABESLBEITFA, ANAEPZIMRIR
PRERSOARUEATRSEIERFER (B BFIMAN, SERH. 5. REAFHEERFL
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