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LETZIER

MR RGEM T —5AutoSupport (ASUP)EE. $5HIEEIRMEFIERERN. NN RERIZIER,
HF

NS R B R 1 SR 4B ¢ (14035 38/CPU B T, BB JEANI/O) M IERM 58

ios

ISR, EHAMRGAR. TR EIIREhSH STIIONTAPIAE,

DCPM

DCPM (BtrizHI28EBIRIER) 2 ENVRAM 11 B,

DIMM

IRFEARFALEE DIMM ZEHFE, NAHER DIMM (I EHHEAFERR) o

M3

U3 T2 2Nz Hll2R,

/0 1R

I/ORIR(AANABHIRIR)B—MEHAM. TSRS TESERSKEIENSMRERNR S ZEIRIE T,
LED USB

LED USB &R ANEZ EIEHI & s DM R GRS,

NVRAM

NVRAMIRIR(IE 5 K IEFENFENF iR ) R 1HIE RIS R BB BRI AR R EH B o HAE R B 2R,
R
BRI TR SRR PR TR IR,
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SCRYET$ A
SCRY BT $ Rt A] FE BT BB BY R B8 A 4t B AR BT IEIE B0

X91148A &R
XOM48AIRIRZE—N/ORIR, FTHITHIBERESITHIBR T IIENSMSE R RS 2B HE)EF,

BEhiT
B RS A —FAS9000

BN RFERRBMIMERNERAX MBI RS (BihRE) . FAS9000R%:
NEZFFoIRHNNTRRERERF. FFEMRINRRE,

BN REERAGERMEMERN—AEXHEMN—RRAXH (BohRE) . RIBENNSEES, EoURTE
ch Ul EY kT S

You must have a USB flash drive, formatted to FAT32, with the appropriate amount of storage to hold the
image xxx.tgz.

RN image xxx.tgz XHFEHIE] USB IN7FIREHeE, LAMHHEEIRESEPFER.

* EREE TRV BT T 75 A EERIEEIR var XHFRSE:

© BMITERETER, HANAREERIINEEARER var XHRF. —MIEFH HAREE—1A
#8 e0S iEHE, ATFHEEZEIZH var config

© BHITHETER, ERFEMZERINATLER var XHFRSE, BREIIEZFEEEHEEMAR.
* BRI ESIEA IR MR EE L IREIRE FRU A,
* BSUEERNT R ERAU TS REPRGS:

© BT REEEEEPRITENNT o

c BITRARFHTR _ @FRTIRE HA BB TR,

MEMBRASIFRS

NBREFEERENEIERZ S, BEEWIFRN R LEMNNZZIAZIFERINRES. KEE
FIONTAPHRZAS @B 2 5NetAppBINE (NVE), HIEXAIZHISBZ N ERPEIERED
T EIRES. FASOO00R AN ZIFFIRINRIRERERF. AXIFEIRINRIRE,

FE1: HE NVE 25 THIEFRRONTAPIUE
HEEHIONTAPIRAS BB 2 iNetAppEINZE (NVE), LUEER] LI TEH IEMEVONTAPBRG SRR BRI/ R,

p
1. KB ERONTAPRRAE S ST INE

version -v
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SNR I 45 10no-DARE, MERIEELARARZFFNVE,

2. FHNE NVE ZIFHIONTAPE
° INREIF NVE: TEHFEENetAppEINZEBIONTAPHE
° NIRRT NVE: TEH AT NetAppEMNZHIONTAPRR G

@ MNetAppZ 1FM i FEHONTAPRREREIEEY HTTP o FTP RSB A M 4F3£, TEFEHR
BRI RESR, SIEEE UG,

S 2: BIIFPHEBEERSHENES

EXRAMPEEGIZEZE, FRIIFAEEREEHSEOLERSS.

p
1. BEEHNARS LERAT W ZIREIES:

ONTAP hfigzs BT
ONTAP 9. 14. 15 EFZhrZs security key-manager keystore show

* IRBATEKM. "EKM &R <HiE 5 H,
* MRBATOKM. "OKM NIE7Esp L ATIH,

* MNRKRERAZHAEIES. No key manager keystores configured'
N=tEs<hmEPIH,

ONTAP 9.13.1 S{EE R Az security key-manager show-key-store

* MNRBATEKM. ‘external M&7Es<HEHTH,
* MNRBATOKM. ‘onboard M&TEer< S H,
* NRKRBHEZHEESE. No key managers configured M S TED

LHILEFIL,
2. IRIBRFHEREEE T HAEIRE, RITUTRIEZ—:
NRKRECEZRAEIESS:
TR R M XA IEIEEIEE, HASHITRIIER
NRECE T EAEIESE (EKM 5 OKM)
a. WALUTERHS, ERBHEERPINEIERAIRE:
security key-manager key query

b. EFERBLERHIOETHPRIE, Restored HF, WIIETEIAEER (EKM 5 OKM) MISHIIEER
HARBEMINME,.
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3. BREENEAEER LA THEN RS E.
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HNEREZEAETESS (EKM )
RIESESTH UL T, "Restored I F,

NRFAERBEHER true EBIRE !
BRI R X HASRIEEGIEE, HASHITIIIER,
NREFARETHERRE true’ T“BIRE"FIH:
a. BN EIRAERIAME D EHPHFE TR
security key-manager external restore
INRABSHITERY, TBEXRENetAppZ s,
b. HIAFRE S IIEZBHEMES
security key-manager key query
Haik "Restored SRR “true & A FFIE S HRIEER.
C. MNRPIERAMEME, WrJUAREMKFAHEITHIEFHUSEHITRNIZR,

IREZEAEIEE (OKM )
RIESESTH U TS E, Restored I+,

NRFIERBEER true T BIRE"FIH:
a. &1 OKM 58
L PRSI S RAPRIER :
set -priv advanced
BNy SRR ERRT,
. BRBAEEEMER:
security key-manager onboard show-backup
ii. &5 B8 HIEI R IRA S B E XX,
MREEHRIRPEEFHNE OKM, EEBELENHES.
il. 13 [O]EIE ST
set -priv admin
b. R UL LMK IEITEIEE, HYLERITRIIER

NREFIRERRERZE true T EME"7H:

21



a. EFIRFEREES:
security key-manager onboard sync
HIRREY, BN 32 MFEENFERFAHSHNBRREERT,.

C) XEEERVEE EHZRAE RSN ENEESTERBEE, NRELEIERD
5B, BB RENetAppziF,

b. IBEHINFIE B IIEERHEME
security key-manager key query

ik Restored B8R true WFIEESMWIEZIAN Key Manager HEE

*onboards
c. &7 OKM 5 8.:
. R B SR PRAET -
set -priv advanced
BN Ty BB,
. BTREAEEEMER:
security key-manager onboard show-backup
ii. Y& BB RIRAS 3R B E S,
MRAEFHIRPBEEFoINE OKM, BREEELEHER.
iil. JREIEIRGIE
set -priv admin

d. eI T et XAHMEIETEE, HBRERITXIER.

KHAZ T HIZE- FAS9000

ERESEEENENIZR XA SR EREITHIZR. FAS9000 RSN FFF B EINT Bk
ERF, AEFEBRMNTRIIE.,

HI 1 . REEARS
5E NVE 3¢ NSE 1£55/5, BHREXHARHITHIES.

PIE
1. B2 HI28 2~ LOADER 127R%F:
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NRZHEHIBETR ... BA ...

LOADER 12T 3£ ZE "Remove controller module" o
EEEFEFRE . ¥ Ctrl-C , AREHIERNEE v,

AR EERRTT AR METEBNEHSRRENEERRAITEEE. storage failover

FHEET) takeover -ofnode impaired node name

L2IRITHI2E £ Waiting for giveback... Y, &% Ctr-C , ABEIE v

2. £ LOADER 127~ , HWIN printenv UIRFAIEREFET 2, BHHEREDBEXXHT,

() nEESRERTRTEERET, WikhSTaTRIER.

IR 2 : 1THIZR{iIT MetroCluster

After completing the NVE or NSE tasks, you need to complete the shutdown of the impaired node ;& : 1R
EHARSRANT = MetroCluster Bt B, 57 BILRIES B,

BXRAZPITH R, BOTHEERISRAINS, AECENRERE R, UESITESNEHIZRSRS MRS
EafF g HE (IR,

* If you have a cluster with more than two nodes, it must be in quorum.ﬁD%%ﬁiEii?Uﬂﬂiﬁ_ﬁi__ﬁJﬁ?REﬁ?
RIS ERRIE TR A E E T alse. MSMEXRAZHITH R ZAIE ERFER ; BN "HHR5
EBRED"

* NREFERBZE MetroCluster FitE, MATIAEECE MetroCluster ILEIRZE, HEATRATFERHEAILE
BHVRE (MetroCluster node show) o
F$IE
1. MNEREAT AutoSupport , M@ EA AutoSupport JHEZ1IEBTNBIEZES]: ssystem node

AutoSupport invoke -node * -type all -message MAINT=number of hours downh

AT AutoSupport JHEZ IEBoIEIEREREGIF /Y. clusterl : * > system node AutoSupport
invoke -node * -type all -message MAINT=2h

2. NIBTTIERRITHIZEMIEHI B2 BEMASE: storage failover modify - node local -auto
-giveback false

3. B¥ZMITHIZE TR LOADER $&RfF:

NRZIHRITHEEE. ... B4 ...
LOADER 127~ #F BET—%,
[EEERFRE & Ctrl-C , ARTEHIERNEZE v,
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NRZHEHIBETR ... B4 ...
AT RERRTT AR MESTEBRNEHSREENHERMVEHE. storage failover

S AE)) takeover -ofnode impaired node name

L2IRITHI2E £ 7R Waiting for giveback... BY, % Ctr-C , ABEIZ v

o

Option 3: Controller is in a two-node MetroCluster

526% NVE 5 NSE fE5/5, SREXABRT A,
()  REHRARFNS S MetroCluster BE, W/NEMILBIES B,

BRAZHFITH R, BUTHEERISARTS, AELEMREIRHR, UESTESNITHIZRSES MRS
SR iEIR (AR,

* If you have a cluster with more than two nodes, it must be in quorum. IR EERIAZPEFZITIRREL
AR E ARSI TR S EE R alse. MBMEXRAZHITH SR ZAIE ERFHER ; 55 "FTR5
KEED"

* NREFERBIZE MetroCluster BtE, NATHIAEEE MetroCluster ILEIRE, HETRATEREAILE
7%"5’947(,%?\ (Metrocluster node show) °
SIE
1. ANERBAT AutoSupport , NiETAA AutoSupport EEE1FBRIBIEZER: ssystem node

AutoSupport invoke -node * -type all -message MAINT=number of hours downh

AT AutoSupport ;HEZIE BB RGIF/NES: clusterl : * > system node AutoSupport
invoke -node * -type all -message MAINT=2h

2. NETIEBIEHIZEH 8 R A 85I : storage failover modify - node local -auto
-giveback false

3. ¥ZRIEHI2E 2N LOADER 127457 :

MREZIEHIBET ... M4 ..
LOADER &7 #F BRET—%,
EEERRE ¥ Ctrl-C , AREHIRTHEE v,

AR HERRTN WAR MSTEBNEHSREENEERMNERE. storage failover

S RN)) takeover -ofnode impaired node name

Y2 RIEHI 28 B Waiting for giveback... BY, 3% Ctrl-C , RAEEE v
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p
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4. e ORIEF, GEHE2RENME, AERITHISEREHE.
ReiEh SRR LAFERT, IBHRESHHEH SRR IRBVERER.

O BHTHISFRRNERFLMETROFEL, HTEREENECKE, BERBEIEHSEERNER, AR
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BEBFE

BB

. REARINS EEERT, BEBNFMEINTRY, AR BRI,
()  wmemsnREER RS, BT ERRHEESESHN R,

2. BERBINRNLSS Bah T BIEEXTT, ARRBHERENGE.
3 WERMNER, WERETEEETHEIET.
MELE, BRHBMNTRHREERENEE,

4. mT™MERN RLUES BN BMNT LR BIE R,

O. B EEHIBIEIRE, HIARRITHIZSRRIRE VRIS TIRFER LAVEEXTT, AEKEHSEIRER
NEIMIL,

E 3. BRIRGEREIBHNR

TR LUEREREMERR USB NEFREIZHFAGMELEIBNBEIN . B2, EXIEIIRFES RIEE
R var XHF RS

* B EBE— BRI 32 uRY USB iAFIKENEE, HEBREZ/DAN 4GB,
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* 5RITHIZRIEITHY ONTAP BEGARAHEFEIAVEIZS, A LAM NetApp 2#fihm Y "Downloads” #3593 T4
MERZAIAR

* YIRBAT NVE , BRI THIRAFRIET, £H NetApp HMNE TFHRE,
° JIRKEA NVE , BRI THIRATRIET, EAMER NetApp SMERIER T FHIRE.
* MRENRARIRILALG, WAFEMLERE, BELR var XHRSH, GOIHRITIINIERBE.

p

1 BRI RIRARIE SRR OXNTT, AERKTHISRIRERENRGN—F
2. IRIEREENITHI SR ERH T,

3. & USB NFIRENZR BN IEHBRIEIR ERY USB g,

HfREE USB MFIRNSR REEIRE USB g MiEEH, MARE USB iEHainOH,

4. RITHSBERTLENRSER, BEROLIEFEF USB NFIRENEE, AT UUFEIEHISRIRTE
2, ARROBEFHREXAMUE.

— BT REETRIVAER, EMSHIBRE.

5. 1% Ctrl-C /=S chid 2, HEMBRERRTFTAMEL, MREREFEBEIEEE, 75 Ctrl-C Lk ...
MRRERIHES, EZ Cirl-C , EFETMLUBEhEIEIFRR, RAEEEDRUBHEINERER.

6. 72 LOADER R T ig B MR IEELEL

° NRBAIE DHCP : ifconfig ela -auto

@ TEENBRKOREERMBEERT var XERFKERRE, AT5ETRIRT
T RPRRTRETEENERRO. EHaILUELs<LPER eOM ik,

c MREREFohEE:. ifconfig ela —addr=filer addr -mask=netmask -gw=gateway
—-dns=dns_addr-domain=dns_ domain

* filer_addr RFERSZR IP Hidit,

* netmask BIEZE] HA EoXt T RV E IR ML,
* gateway ZMLERIMI XK,

* dns_addr @M LR RARS28HY IP ik,

* dns_domain BIHZ RS (DNS) H#E.

NRFEALENESE, NWEFEMEBEIRSEE URL PEATEREER. BRFERSBHEN

o

() copnTesEsnesy, SXFMES, TUEEHRRFLEA help ifcontig,

7. SNSRI HIB (N FIER R s LA IEIZER) MetroCluster 1, NIAIAIR FC iEHCERARE

a. FEpFEIHEIPER: boot ontap maint
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b. ¥& MetroCluster i [1I& B NBEIFER: ucadmin modify -m fc -t initiator adapter name

C. halt iIR[EIFIET: halt
XL B OB 7E R 45 B BhBY SEf

B E & —FAS9000

MImEBREBHZHRT RN T REUR T REE S LT mMetroClusterfic &
Fo FASQ000RLNZIFFHNBEIN M ERRTF. AZIFEMBEHNRME.

BT MEGEENZHRT SR ELS BEUR T RAAR S RAWT = MetroCluster FtE.
B TARSHAGHBIIRERE

M USB IREhER/S 50 ONTAP BRE, RENXGRASGHBIEBFMRT S,

IHREP BE AT R RHEARKANT = MetroCluster AL &

pA
1. M LOADER &=, M USB iNEFEREHERBEIREMER: boot recovery

IEBRERE M USB IN7ZEREDER T &o

2. HIEREY, ERARGEIESTBRE LIESHAERHRIAME,
3. IBR var XHH&E%:

NRIEVRY ... Ba ...
L8 % a. SRSIRTERRENEREN, &y,

b. FEITRARFMT RIRENSEINREF: set -privilege

advanced

C. J&1T restore backup #8%. ssystem node restore-backup

-node local -target-address
impaired node ip address

d BTamENEERLF: set -privilege admin

e. SRSRTEEAEERNEEN, &y,
f ZERFRTEFRDTRE, Eyvo

TEMLEEE a. YRAGIRTERRENEKEN, & no
b. RFRTIENBNRS

C. NETHIRSEFIERE * NEMECEENNE * (APAE) &I,

NRARGHRTEREER, B vo
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MRENRL ... B4 ...

TMLEERE, KA MetroCluster IP a. HRAFZIRREEFRFHERER, ¥ no
b. RGN ENBIR S
C. 15 iISCS| FEEEIEET M.

=y

ERTEB B TN B AR

date-and-time [node-
name:iscsi.session.stateChanged:notice]:
iSCSI session state is changed to Connected
for the target iSCSI-target (type:

dr auxiliary, address: ip-address).
date-and-time [node-
name:iscsi.session.stateChanged:notice]:
iSCSI session state is changed to Connected
for the target iSCSI-target (type:

dr partner, address: ip-address).
date-and-time [node-
name:iscsi.session.stateChanged:notice]:
1SCSI session state is changed to Connected
for the target iSCSI-target (type:

dr auxiliary, address: ip-address).
date-and-time [node-
name:iscsi.session.stateChanged:notice]:
iSCSI session state is changed to Connected
for the target iSCSI-target (type:

dr partner, address: ip-address).

d. MERERBERER * NEMEREEMAE * (APIRE) &R

MNRAFIRTESREEH, B vo

4. R EERTVRIRE

30

a. B A 2T LOADER 121

b. £/ printenv YR EFELTEIRE,

C. MNRMIETERIZTNEAIRE, 15FH setenv environment-variable- -name___ changed-

value BB LXMW EHITEL,

d. fF savenv L RFFIMIAIEL,
—PMERTENARREKE:
* NRENRSKEE T IR Z AL,
* MRENRSERECERHEZAEESS,

NSE 3¢ NVE , 5% ZE RIEFEEE OKM , NSE # NVE
NSE 3% NVE , B5ElATT RS E,



6.

~

(o]

[<e]

10.
1.

7£ LOADER #&27RfFF&L, HiN boot ontap #8<

*INREEF ... Ala ..*
BRIETR BET—F,
[EEFEFRE a. FREFCHTI A
b. i storage failover show SR¥LHIABINT REERFHT
ik

Rzl B 5 ZE R BEC T =
fEF8 storage failover giveback -fromnode local ER¥AIETI Mo
EEBHR TR, #H net int -is-home false SR EIZEEO,

MRAEFHZOTNR "false” , B net int revert SR XLEROEEEIHE FiH,

Rizh aREBEBENT R, ARIETT version -v B3 UEE ONTAP hRZ,

fEF storage failover modify -node local -auto-giveback true BpSZHBNRIEE
REZER,

JEIR 2 . 72 TT & MetroCluster B2 & B shil S M

1SR USB IRah2R /S5 ONTAP BRIGFHIVIEFM R T &,

IR ET BERIH S AR EANT = MetroCluster Bt &,

p

1.

Z3

M LOADER #7734k, M USB ATFIREHERBEIMEMIR: boot recovery
LEBREIE K USB IAI7ZIRThEE T #o

HIRTRE, BRARGZMEERFR LESAERIIRGAR S,
LERGE, BaERIRE:

a. RS TERRENEREN, & no

b. URFIRTEENRN, R v FFAERARRENIMT.

AR T, SRESTFPEEINTE.

ERZEEoEY, T&E Press Ctrl-C for Boot Menu BEGE ctri-c, H1EET Boot Menu
BRI 6 o

BIFFIR T E B ERTEIIEE,

a. FTH S SR LOADER 1R,

b. fff printenv ML ENBELEIRE,

C. MNRIFIBTERIZTNHEAIRE, 1AM setenv environment-variable-name changed-

>, A

i pvis
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d. £ savenv RS REFEFIMAIEL,
e. EfEIT Mo

TEWF S MetroClusterBi B (FAS9000) F BB 4

SERBHNTERERE, HiTMetroClustert/J#iEF, FAS9000 R A F 5 F BRI TR
ERF. AEFEBRMNHRIIE.,

I ESRXPRER =N T = MetroCluster BL &

T
1. B BT 22 BT enabled IRA: MetroCluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. I9FFRE SVM LM EFRP BT ESM: MetroCluster SVM show
3. BHEEIRFIEEHITHEMES) LIF TREESBEMINEM, . MetroCluster check 1if show
4. EETIEEMEEPINEAT = E{FEH MetroCluster switchback sa¥HiTHIEL

S. WIFYIEREREEFEM: MetroCluster show

HERATF waiting for-switchback K&, YIEHRIENEETT:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

HERLT normal K&, YIEHEIETER. -
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cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

NRYIEIEZEER KNG A 8E5TR, ERILUFERA MetroCluster config-replication resync-status
show IR IREIEEHITHELIIKS,

6. EFEIL{F SnapMirror ¢ SnapVault BB &,

IR NN% - FAS9000

E BB LRINE. FAS000RFNZFF BN RMERREF. FZIFEME
TR E.

RIEENZIAEIRSEXEE, TAENNTRUMERSNE. NRETHAELCNRAERM N EAEIER, 1710
BEERDN RERIEF BRI E,
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IREZAEIEEE (OKM )
MONTAP S Eh3R SR R AR 32 tAE 1288 (OKM)EC &L

FaZ Al

BRAREEESEFUTER:
* ERANEECENEEEIEN "EREREAEE"
* "IREEAEIESENFNER"

* EAUTARRIEHERSRE ERMEEIEM & iiE:

RIEIE 2

P

X T SRITHI2S:

1. BRI A S BRI H 28 L

2. MONTAPEEhFEH, EFMENAYEDT:

ONTAP hRrZs priz 21 gvll
ONTAP 9.8 SR EShRZS IR0,
BB ERA

"SNAIIIEAR E A SR E IR R () AL EEEERY

Please choose one of the following:

all disks.

1) Normal Boot.

2) Boot without /etc/rc.

3) Change password.

4) Clean configuration and initialize

5) Maintenance mode boot.

(

(6) Update flash from backup config.
(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive
Partitioning.

(10) Set Onboard Key Manager recovery

secrets.

(11) Configure node for external key

management.

Selection (1-11)2? 10
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ONTAP (R i1yl
ONTAP 9 7R ERhRZA EFRPRIAIN recover onboard keymanager

7/

BB ERA

Please choose one of the following:

(1) Normal Boot.

(2) Boot without /etc/rc.

(3) Change password.

(4) Clean configuration and initialize
all disks.

5) Maintenance mode boot.

(

(6) Update flash from backup config.
(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive
Partitioning.

Selection (1-19)7?
recover onboard keymanager

3. WIS, EHINERSEMREMELIZ:
BRRHRTRET

This option must be used only in disaster recovery procedures. Are you
sure? (y or n):

4. MNEESCENERZIEM X,
MNEEEY, EHafRREMEBARS.
BRI
Enter the passphrase for onboard key management:

Enter the passphrase again to confirm:

o BHANEMEER:

a. ¥E5M5M BEGIN BACKUP 17ZI END BACKUP 1THIFRERS, SIERITS,
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BRI

Enter the backup data:

—————————————————————————— BEGIN

BACKUP————————————— -
01234567890123456789012345678901234567890123456789012345678901
23

12345678901234567890123456789012345678901234567890123456789012
34
23456789012345678901234567890123456789012345678901234567890123
45
34567890123456789012345678901234567890123456789012345678901234
56
45678901234567890123456789012345678901234567890123456789012345
67
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA



AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA

AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARARA
AA
01234567890123456789012345678901234567890123456789012345678901
23
12345678901234567890123456789012345678901234567890123456789012
34
23456789012345678901234567890123456789012345678901234567890123
45
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAARAAAAAARAAAAAAAAAAAAAAAAAAAAAAAAAAANAAAAANAAAAANAA
AA

——————————————————————————— END
BACKUP--————————— = —————

b. M ANRBLERE, BRREER,
mELETN, FETUTHES:

Successfully recovered keymanager secrets.



BRI

Trying to recover keymanager secrets....

Setting recovery material for the onboard key manager
Recovery secrets set successfully

Trying to delete any existing km onboard.wkeydb file.

Successfully recovered keymanager secrets.

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b db g
khkkkkhkhkkhk ki hrkkhkkhkkkkkhx

* Select option " (1) Normal Boot." to complete recovery process.
*

* Run the "security key-manager onboard sync" command to
synchronize the key database after the node reboots.

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b i b b b b b b b b b b Y

R b b b b b b b b b b b b b b b b o d

@ MRETHHHERAEUTARS, B7N#HEEIE{E. Successfully recovered
keymanager secrets . H{THPEHIFRULEEIR,

6. 3R 1" MBI B4R R ThiH NONTAP,



10.

BRI

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b g

R IR I e I b dh db I b I b db b Ib b 4

* Select option " (1) Normal Boot." to complete the recovery

process.
*

R R i e S i b I b b b b 2h b b dh b Sb b 2 dh b b S b dh b b S b dh b b dh b db b db db b b b b 2h b b dh b db b b db b b Sb i db b 4

R b b b b b b b b b b b b b b b b b

(1) Normal Boot.

(2) Boot without /etc/rc.

(3) Change password.

(4) Clean configuration and initialize all disks.
(5) Maintenance mode boot.

(6) Update flash from backup config.

(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive Partitioning.

(10) Set Onboard Key Manager recovery secrets.
(11) Configure node for external key management.

Selection (1-11)2 1

A Hlgg TR e EmUTMER:

Waiting for giveback..(Press Ctrl-C to abort wait)

KT ERINFIERIZSE

AR HIEE -

storage failover giveback -fromnode local -only-cfo-aggregates true
KT RIIEHIRE:

{XfER CFO BERMfE, AP EAEESE:

security key-manager onboard sync

HIGRREY, WMAERSCERRSEAEIESRTEE.

39



40

1.

12.

13.

14.

BRI

Enter the cluster-wide passphrase for the Onboard Key Manager:

All offline encrypted volumes will be brought online and the
corresponding volume encryption keys (VEKs) will be restored
automatically within 10 minutes. If any offline encrypted
volumes are not brought online automatically, they can be
brought online manually using the "volume online -vserver

<vserver> -volume <volume name>" command.

(D NRED AT, MREISEHETRT, FESHEMES. MRRAPKY, NTEREISEE
R ZAIETHEIRERS. B7HERE, HEHRGEILERRPRIIALE,

HIAFREZRYIERY .

security key-manager key query -restored false

ZE R AMNREERER, MREMERER, BFEERTHS, BEIRBEERELENLL,
KT AR HIZE:

IR 8R

storage failover giveback -fromnode local

NRFERT Bk, WERE:

storage failover modify -node local -auto-giveback true

SR B AT AutoSupport. MR ER B &hIEEZRA]:

system node autosupport invoke -node * -type all -message MAINT=END

SNEBZIAETERS (EKM)
MONTAPE o B R RN R IAEIRSACLE,

Friaz a0
MB—PEET REEDPREUTXHE:

p

*Icfcard/kmip/servers.cfg X4 a3, KMIP AR5 28tk Alim O
*/cfcard/kmip/certs/client.crt' XX (& FiIiE+H)
*/cfcard/kmip/certs/client.key X4 (Z P IHZEH)
*/cfcard/kmip/certs/CA.pem X (KMIP 5528 CA IE$)

&



KT R HlE

1. A E IR R R ST HI28 L
2. JEFREIR 11" MONTAPB SIS &,

EREhRERA

3. HIMERAY, FHRIAEEWRERIFRER:

Normal Boot.

Boot without /etc/rc.

Change password.

Clean configuration and initialize all disks.

Maintenance mode boot.

Install new software first.

Reboot node.

Configure Advanced Drive Partitioning.

) Set Onboard Key Manager recovery secrets.

(1)
(2)
(3)
(4)
(5)
(6) Update flash from backup config.
(7)
(8)
(9)
(10
(1

1) Configure node for external key management.
Selection (1-11)2 11

BRI

4. HIRREY, FRATFPRNRSSRES:

o

e o

®

Do you have a copy
{y/n}
Do you have a copy
{y/n}
Do you have a copy
Do you have a copy

of the

of the

of the
of the

/cfcard/kmip/certs/client.crt file?

/cfcard/kmip/certs/client.key file?

/cfcard/kmip/certs/CA.pem file? {y/n}
/cfcard/kmip/servers.cfg file? {y/n}

WMAEPIRIER (clientert) XHHIAZR, 81E BEGIN 1751 END 17,

- BAEFmZE (clientkey) XHHIRNZE, B#E BEGIN #1 END 17

N KMIP BR5588 CA(s) (CA.pem) XHRZA, BFE BEGIN 1 END 17,

BHAKMIPARSS 28 Pt

- HIN KMIP fRSZ88im 0 (3% Enter $2{ERERIAIRO 5696) o
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Bl

Enter the client certificate (client.crt) file contents:

Enter the client key (client.key) file contents:

Enter the KMIP server CA(s) (CA.pem) file contents:

Enter the IP address for the KMIP server: 10.10.10.10
Enter the port for the KMIP server [5696]:

System is ready to utilize external key manager(s).
Trying to recover keys from key servers....

kmip init: configuring ports

Running command '/sbin/ifconfig e0M'

kmip init: cmd: ReleaseExtraBSDPort eOM

WmEPIETTR, HERUTHR:
Successfully recovered keymanager secrets.
Er vt
System is ready to utilize external key manager(s).
Trying to recover keys from key servers....

Performing initialization of OpenSSL
Successfully recovered keymanager secrets.

O. JEFRETN 1" MIBBISR B ER R Th i NONTAP,



BRI

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b g

kAhkKkkkhkhkkk kKX kK

* Select option " (1) Normal Boot." to complete the recovery

process.
*

R R i e S i b I b b b b 2h b b dh b Sb b 2 dh b b S b dh b b S b dh b b dh b db b db db b b b b 2h b b dh b db b b db b b Sb i db b 4

Xk kkkkkkk kK

(1) Normal Boot.

(2) Boot without /etc/rc.

(3) Change password.

(4) Clean configuration and initialize all disks.
(5) Maintenance mode boot.

(6) Update flash from backup config.

(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive Partitioning.

(10) Set Onboard Key Manager recovery secrets.
(11) Configure node for external key management.

Selection (1-11)2 1

6. INREZATBIRiE. MWFEREE:
storage failover modify -node local -auto-giveback true
7. WIRB AT AutoSupport. NER BEhtIEZRA):

system node autosupport invoke -node * -type all -message MAINT=END

G HRPE SRR [E]45NetApp - FAS9000

BRIBEAHENE RMA RBARRER, FEEEHRELNetApp, S0 "5HHREIF1E
" BZERIFSNIIH. FASO00RGNZFFRBoINTRnERRRF. F2FFBEREE
TRIMmE,

BB FIRIRBAN N B HRAZC L EIRIR- FAS9000

MR ARG T —% AutoSupport (ASUP ) HE., IsHITHISSIERE, NAIIEHR
HEFER;, TN=SEEE TR, WNERKBH AutoSupport , &0] LHBE SR IEEAYER
fZ LED 3R RIMPEEFIER, SRR LURINLER 1 TB X9170A #Z0EEEIER, NRER
AFF A700 A3 NS224 IRGH2E%E, MIZEE SR,
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ez Al

* BRI FRAA 4 R MR A R ULEIBNE R FRU A,

* BXRMEREFRROGA, BEL PUGEHREFIER

* EMIBR, EMERMNEFSIOLMERIRE, BART R EERIMEER R,

* AFF A700 3Z8F 1 TB OB EIRIR X9170A , WIREZRN NS224 IKnh8sR, NIFBREAIRR,
* FOFEIRIRA] AR TEHEIE 6-1 A 6-2 o BINHRIESLEERRRLZEITIEE 6-1 o

* X9170A DL AEIRIR AN A ko

B1F XAZRITHIZE
RIEFERASGREGEENRRE, ErIUERATRNIIZXFSIEEZIRATITHIE.
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TN . KREHELE

BRAZHEHEE, COMRELHRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NS MENEZRITHIZSSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BEI 2 ¢ $EHIZR I F W T = MetroCluster H1
BXAZHITHIZE, BHIRERHIZSRES, FEVERYIRITHEIZS, UESITIEENITHSSSREMNT
BT HI2sE B IR AR,
XFIbESE
s BAEIIRES B REFRIFERELTITARS, UENEITIEENITHIZS A,

BB
1. ¥€7 MetroCluster RS UBE ST HI2S R C B EIZTIEEAVITHIZE:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.



controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates Y BERES,

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MNREBEWT R, ERILIER -override-vetoes S EH AH MetroCluster heal 885, WR{ER
rIiESE, MARSEEZSTAELLEEIRIERIRT IR,

7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. ERMITHERIR L, WiFFEIR.

B 25 BRERINIEFRIR

NVMe SSD Flash Cachef#iR(Flash CacheEFIEIR) B EILAIIEIR, They are located in the front of the
NVRAM module.To replace or add a caching module, locate it on the rear of the system on slot 6, and then
follow the specific sequence of steps to replace it.

FHaZ a0
EHNEFERAROIRRFERMS, BEIURTENBER:
* EXTARSERENEFIRRINVANRER Y,
* BRI EEFRE.
* EARMNREREFRRZ AT, BIRT R T LOADER #RRFF4k.
* BRHNEFRRONS RESENEFRRAGHEBNEE, ErUREBEMRFNHNE.
* FERARPHFIEHMARSITIERETT, S, SHREKRRARH.
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p

1. R RN, BIEREM,

2. BERFEREAMIRIAGER LED , TEHfE 6 PIREIMIEEFRIR,
3. MIBREFFIEIR:

() NRBARGFNS—EEER, BIRIESERRET— 5,

280200090

o
26

]
(o)

M=

o EERBIRE.
9 ZEFRROICIEF,

a. BT EFERRIEEEBREIIZH,

@ BIERATRSNFEN /0 MEHBERBEFRR, FRSMFER /0 ORFBA#
HEED NVRAM10 1R, TIAREFIRIR,

b. et N HEF, BREFERFIRBH NVRAM10 1R,
C. BOMCIEFRERENMAE, UM NVRAM10 EIRFEITFEEFRIR,

M NVRAM10 RIRAABIFFREFIRIRES, BSBNELRHF.

4. REEFRIR
a. REFERNINES NVRAM10 EIRABF O T

48



b. BEFRRBERIENFTR, BEORIBFMS L.
C. hedk it F, HEIEBIERML

% 3 RINEER X9170A fZEAERLR

=2

1 TB 17 1Z04%fE X9170A XFTF AFF A700 B5R. ToEPMBIRIZOIZIEIRIR, ZOEERRBEE LT RS
EiEFE 6-1 7 NVRAM RERIVIEE. EFERIFMIZOERGEEIR, HHXEIEE 6-1 , RAERBRESEINER
NS B HIZAE IR,
Froaz Al

© BRIMZOFEERR, BINRAXLTUEIT ONTAP 9.8 ESIRAS,

* X9170A #Z O EIEIR AR ] HUE IR

* RN ERADEEERZ 7T, BIRT 245180 F LOADER #/RAT 4,

* ERABIREIFE D X9170 0 ERGEIER,; S MEHIZE—1.

* ERAAPHFREEMAG R RERIET, T, EBABEREARATF.
SR

1. NRE KM, B IERE,

2. NREFMEEBEIZOFEERIR, FHREIHBIRE:

2802080900

0.0
a0

=

RERBZ .
D FAEIRIR LA HE T



a. EIEIRIEERVIRIAEER LED R EIMERIR,
b. RO FEAERIR [EE RIS BB UR.

(D BNERFRSNFER /0 MICFBEE R ORMERIR, HRSHFEEY /0 LELHM
I NVRAM10 1R3R, A BIZOELERR,

C. HERR IR, HIWZOERMEIERSEH NVRAM10 &R,
d. BORIEFRERA, BZOEERIRM NVRAM10 EIRPEI R HBRE—Z,
M NVRAM10 #&ERAEI T O EIEIREY, BN AEREE R,
3. BEMZOEREIEIR:
a. MNREBLREMIIZOIEHEIRIR, BMIEE 6-1 PEITTIRIR,
b. Bz OEMEIRIRIVIA%S NVRAM10 ERPF O,
C. Bz OB NS, BEINBRIEFMEALE,
d. pEshinFE, BERIEBIEEL,
% 4. Tt FRU GEHRBEHITHIZE
Fift FRU 5, AAEFHBITHIZSIER,
7z
1. EMNNBREFRTATLEE) ONTAP , BRI bye o
% 5 % Y)EIINTT = MetroCluster B & FHIE
I EZXRIER RN T = MetroCluster L&

P$IE
1. BB T 22 BT enabled IRA: MetroCluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.
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¥IEPRE SVM EHNEFMEF EEEFEM: MetroCluster SVM show
FEIHESRFIEERITIEMRI B LIF T2 2 SEMINTEM: MetroCluster check 1if show
BT ESENERTPIEMT A LfFH MetroCluster switchback SLHITHIEL
IFYIEHEREESEM: MetroCluster show

a &> N

LHEEATF waiting for-switchback KSR, YIEHRENEIETT:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

LHEEWTF normal RS, YIEHRIETTR.

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

NRYEIZEER KA 8E5TR, ERILUFER MetroCluster config-replication resync-status
show IR INEIEEHITHELIIKS,

6. EFEEII1E SnapMirror B SnapVault BZE,

% 6% KRR E] NetApp

RIREMFBEMBEY RMA MBS IEERHRE] NetApp o "EMFIEEIMER" EXIFMAES. BSILITH,

PR EFIRIR—FAS9000

NVMe SSD Flash Cachet&iR(Flash CacheBi4&#F 15 IR )X il FFAS9000 & Fe &6
FINVRAM10#ERATHIER, Beginning with ONTAP 9.4, you can hot-swap the caching
module of the same capacity from the same or different supported vendor.
FraZ fi
TNEFERFEVIABIESMY, EERBRTENER:

* EMTAESERENEFERI N AIRIER S,

* BRI EERE.

* BRNEFRRUINS R EHENEFERAGHERNSE, BrLCREHEMZ M,

* FRAKPHAEEMAGURERET, T, BBABRAEARZR.
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p

1. NRE W RIEH, BIEMEM,

2. BERFEREAMIRIAGER LED , TEHfE 6 PIREIMIEEFRIR,
3 BRUT S BESEE RN EFIEIRIEE:

a. 3F ONTAP 9.7 B RhRs:

L i TFEMMT R EMNEFEIRESE, PEHSHEFIS:. ssystem node run local sysconfig
-av 6

ii. ZAERGNREFF, EEEBREBEIR NVMe HlE, TRARTEEHEMOIE v ssystem
controller slot module replace -node node name -slot slot number UTa<s

% nodel LAVIHIE 6-2 #HITEMR, HET—FHEE, BHAIMUREER:

::> system controller slot module replace -node nodel -slot 6-2

Warning: NVMe module in slot 6-2 of the node nodel will be powered
off for replacement.

Do you want to continue? (yln): "y’

The module has been successfully powered off. It can now be
safely replaced.

After the replacement module is inserted, use the "system

controller slot module insert" command to place the module into
service.

iii. 458 system controller slot module show &% 2 RIEERZS,
NVMe i RE T FEEIRNEFIRRFERR E A 27~ Waiting for-replacement .

b. 3F ONTAP 9.8 ZE=ARAN:

LB FERT R ENEFERRAE, SBHSMFEYS: ssystem node run local sysconfig
-av 6

i. FEENRRST, EZERPRIIESR NVMe 1518, HERFRIRTEEHREIEIE v : ssystem
controller slot module remove -node node name -slot slot number LX—Fﬁ%\'zéf

A nodel EHYIEME 6-2 LU#ITINRR, HER—KHEE, BHANRSMHR:

::> system controller slot module remove -node nodel -slot 6-2
Warning: SSD module in slot 6-2 of the node nodel will be powered
off for removal.

Do you want to continue? (y|n): "y

The module has been successfully removed from service and powered
off. It can now be safely removed.
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ii. 5 ssystem controller slot module show #p<RRIHEERS,

MNTHREERIEFRR, NVMe HERSZERRHEPETR powed-off o

©

4. RFREFIRIR:

o

D "&n < FAAT1" for your version of ONTAP for more details.

0808c80en0

00
()2t}

=

ERBRE.

FZEFRROICIEF,

a. W ERFRRIEEEEREREH,

@ BNERTRSHMEEZH /0 M HPERHEFIER, FRSHMEFH 1/0 MiSHBirE
HENS NVRAM10 1R3R, AR BEFIER,

b. fiEd%t M HEF, HEIEFERFIRELH NVRAM10 1R,
C. ROBRBFRERRAME, LM NVRAM10 EIRPEITEEFRIR,
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M NVRAM10 #RAPIFREFEIRET, FSHAHRHER,
S. TRETFIRIR:
a. BEEFERNIN%S NVRAM10 BERPF O T,
b. BEFIRREREHEAIESE, BEIORIEFME L,
C. hEREORIEF, BIHEHMEIL
6. £/ ssystem controller slot module insert MFFBEREFERETFHIRE, WTFAR:

AT as2 = node1 LRYHME 6-2 U FAIUESR, HER—FHES, BHEITFER:

::> system controller slot module insert -node nodel -slot 6-2

Warning: NVMe module in slot 6-2 of the node localhost will be powered
on and initialized.

Do you want to continue? (y|n): "y

The module has been successfully powered on, initialized and placed into
service.

7. £MA ssystem controller slot module show i L IIIEEIE RS
HafRan <t RHEE 6-1 3K 6-2 BPIRSIRE N power-on HIFIRIEES,

8. WIABREFRIREBKNHEIRG, AEEMHINFIHEER LED RIS ssysconfig -av

slot number

@ NRRBEFRRB IR N HMMEN SRENEFRR, WHNHNERMEERES <R

9. FRIRE(HHENIAY RMA S BBFIFEEDHEE NetApp » "ZMHEEIFIE MR BXHMES. ESANTHE.
k]

HFaE AR —FAS9000
AFRFMEEMAFLIIERETT; BN, SBRERRTZARZR .

* BRI IR ED RS RAIFHIFTE ONTAP IRAE SR,
* IREPBREMA ST MTFNTRER, STREFERETEIRSPERFERD i,

Kz HIZ8- FAS9000

BERNAE, IR ATEH2o
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il B Skl

SR ERFEENTSRENARS., EXTEEIPEMNEEXANIFAEE, BN "EEXATEEER
G R = —NetApp RN E",

ez el

—_

A D

HRRIEEEHERNRRFERE:
° ONTAP WA E IR 5 F1E.
° FMEHIZHIBMCRI A4,
MR EIREHITERFIRN TAMIZE,
TERRAZ RN RERER. BR:
° PATEM "AAETRRIEE",
° JSONTAP AR EI R ARV I AR ZS,
° fRRAEAAIRLER "Active 1Q ZERIZEEFINFG . B T RRHRINVERIKIE. HISIRFA G ERILED,

BT SSHE REIERE. HECAAHITH SHLMEICRBMATH & MNEFPHEATRER,

ZFIEFREE P im/ENIENetApp R4 _E ISR
HEINEB&E G 1ELL,
WRBA T AutoSupport. MZIEBSIEZEG. HIERRATNITHRNZKETE]:

system node autosupport invoke -node * -type all -message "MAINT=2h Replace
chassis"

HEFRB 8T mBYSPEYBMCHEL

system service-processor show -node * -fields address

IRHEEEEShell:
exit
- FHR E—F APy HAE AT S IP#IbEIT SSHE R RSP BMCLUSIE # E,

NREERNZRER a/EICABRK. BEAERNEEFEERERERIIE S,
HERBAEFRNR TR

system node halt -node <nodel>,<node2> -skip-lif-migration-before-shutdown
true -ignore-quorum-warnings true -inhibit-takeover true

3t FE B TEStrictSynciR =, FifTRIEI 2 SnapMirrorfY&E8%. system node halt -node

(:) <nodel>, <node2> -skip-lif-migration-before-shutdown true -ignore
—quorum-warnings true -inhibit-takeover true -ignore-strict-sync
-warnings true
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0. MNRHMUTER, BAEEPNEMTH BB Y
Warning: Are you sure you want to halt node <node name>? {y|n}:

10. ER/GNMEHREE. ARETMBEEFRTN.

YEIR 2 1 XEFNT & MetroCluster ECERMT &S

BRAZHITH R, BOTHEERISRAAS, AECENIHUEE RS, UESITESIEHIZRSES MRS
EafF g HE (IR,

XFIES
* BAMEIIRES B REFRSFRBEL T RS, UERNEITIESEWITH 2SR,
HIE
1. ¥ MetroCluster RS LUAEZHITHIZZ B E B Bt EIETIERRITHIZS: MetroCluster show
2. RIBERTRET B, BB TRASIS(E:

NRITHIZZ T2 A4 ...

2 5ol PYEMITF—Fo

=kt MIBTTIE B RVITHISEHMITITRIAIIRIEIE: MetroCluster
switchover

FETHIE, E=AER BEEDTREL, NROTEE, BERRRAFERAER, WNRITEMRRBE
MetroCluster switchover &5 RO, BEXAR AL
LHITUIR, HEUHMEHRTIR

3. EBITIEEREEPIBIT MetroCluster heal -phase aggregates e, UEMRSHIERS,

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MNRBEWE IR, ERILIER ° override-vetoes” 2 E#H A H MetroCluster heal 8%, WREALLA]
TS, WRSKEESEMEILEBEIRIENIREIR,

4. {§F3 MetroCluster operation show &8 < IS ER T B 5o

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -
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S. fFH storage aggregate show LR ERSIRE.

controller A 1::> storage aggregate show

Aggregate Size Available Used$% State #Vols Nodes RAID
Status
aggr b2 227 .1GB 227.1GB % online 0 mccl-az2

raid dp, mirrored, normal...

6. {f MetroCluster heal -phase root-aggregates #p mSBERES,

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

yﬂ%fﬁg?ﬁ 5)R, e LAER -override-vetoes B3 EF & MetroCluster heal T3, WIREALLA]
B8, WRAEESEMAMEILEERIENIE R,

7. EBEtr&EEf L MetroCluster operation show SRS IIHEEIRIERTETMK:

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. EZHITHISEIR |, BRFFEIR,
% oh 3 EIREE{4- FAS9000

RZEANEFRNGE, EREIXEESEMITH SSEIRIARRIE EMINE, AERKZHREMIL
FHRBRFHER BN S EE SHERFE,
15 HTHER
Bt
BHYER, BHTER, FEXHARIR, BAER, AEMBYEPEHTEIR.
1. ﬂﬂ%ul"]*ﬁiﬁ% -lﬁ.l-.EEﬁ]:%iﬁ‘!o
2. XARBIRH T ERIRL .
a. XHARIR_ ENEIRAX,
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b. {THEIRLEERS, AEMEBIRR T EIR,
C. MEEIRIR TR,
S REEERFMLEREE, ARKERMIAERIIE,

(D oTwE, BRARRFIREER,
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4. WHRAEBRES LARDE,

£2%: HTXBE
BEFRNANE TXBEER, ERIRIT—R25IEENTES,

p
1 MERE, BEAMIFEERE—MNAD, ARFENAE, BEERMFEER DAIBKAZRE LA
> MITIEN R,

2. FNBER LR EETE, BRBEREERHIE, BRASHNERFREE.

C) MERIRIGE, BIRERENERNFIRENBRRAKES, UERERAMIEFIREFHER
BHIABEE,.
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3. W RBIERRE—F.

4 HEKFARBERES BASE,

% 3% HITITHIER

BEHE, EUTMIENGERE TE5ISER,

p
1. NEZHITHISBEIRIR T4, HIRESLRIEZUE,
2. mEMOREF ENERRE, BREBHILE
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3. IERRIRIETF, EHTEMENE, ARBIEHSRRE HE,
R SRR LAFERT , IBHARESHHE R SR IRBVERER.
4. BEHSERBELZSHUE, MRVETFEAEMITHISRER, BEE LRPE,

$ 4% HT IO KR
TE

To remove |/O modules from the old chassis, including the NVRAM modules, follow the specific sequence of
steps. TEfFFlash CachetZiR#E E AR, BT MNVRAMIZIRAE] T IZIEIR,

1. TS5 B4 /0 IR KEXHIFIE ko

60



TERRAXEL LN EIRE, WEERIEXLHLRB ML,
2. MAFEHRENT B4R /0 18R
a. WTIHFENESNOREH,
ORI B FAE,
b. A TR LIRS, EFIEAFKEUE,
/0 BRMMAEHRDE, HM /O HEEHZBE AL 1/2 &t
C. izh /0 RRMEBALF , R /0 RIRMAFEFEI T o
HRIRERER 1/O 1RIRFRTERVIEE.

o /0 i HIAE FENRS

e /0 v R BiTe 2 iR

3. 3% 110 BRIRMAIE—3
4. JIEMAEFRER /0 BREE FRSE,

555 HTERAITH R ERRIR
p
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BB IBAAEPE] T RERITHISR BBIRIRIR, LU REE RN EHT £,
1 BT ERIBF LR aSiERT, AR DCPM EIRB HAFE,

] L TR L L L L] . JOCCO00000000

W %Goﬂo%ﬂc%%%%%%%
m%%

I | coCoDoooDo00E

x
‘] mYay nnau

Bigiciickiinien
| i .
. L_ocm cooaod ‘
o DCPM 1&E348 & 8l E ¥

2. ¥ DCPM BRIRHKIER M E, AEIHR DCPM HEREE ISR,

5% 6 MRENIZRERFHEPERFE

p
BT MRENZER RSN VERE TIENAE, ARTEEREERE.

1. MHAEZREE R T4B4T.
() WRFGHTFRANUETR, WTEREN TEHREZE.

2. EFR=TAREDT, BIENEBHAFHEFRINRSNIRENRPH L R, AERKERE—S.
3. WNREH R, BIEMEM,

- BREI=ZAER, BEIEERNES I SERFVEFRIWRSMBIRENZRFN L TR, FERIEREE]
RENRERFENAER,

BT e B NREVRI RS IER,

fEF MIBHAEFEN T RVERSTRANAE A ER B E Zig &R R SAIE,

Rt EEBEE g &R R AANIE,

NREERHNRRLEESR, FREMNBYFEFRET, ARBEREEERIAE L.

N

N o O
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. WIRMARLEMIR, BLEHIR.

% 7. ¥ USB LED &R EMFE

p
R =EINSREANET/E, L0 USB LED RIRMIBAFER EHH1AE.

1. $REIEMFIER, BIRFESEIE T USB LED iR,

2. BTERANNEEHERA, SERMNBETRRER, AERKEBHBENHE.

3. BEBNS S EIRNAERI T AR USB LED 3523457, AEER—ERRBHEAIE, BEIHEENEIL
8% TEEMIFER RIS E IR

SR

BERNBAREIVNERRANETE, EUTERRIETIEERIEREHRRERHS,

1. 3% DCPM BBRIVKIHSHAEF OXTF, RAEFHERBANE, BEIEFANIIL

@ RRMIEERARIT AN B7RITHRRIEAFT L. MRBRAZIEN, BEHXTTIEIR
FHIFEBAE.

2. 3HR DCPM RIRES LT E,

£ 9P BRBLEEINEF
g
BAEFRANERRZENBRR, ST —RINFERNES,

1. BEANBRRLESHAEFNAONTT, AEREBANE, BEEERAIIL
RRBIRREIMENNEE, IRINEBER LED RANRE R,

2. WHRNBRIREE FIRPE,

3. BHRS MBI, AEBHERERENKIEE L,

$10%: RE 0 RR

p

EREI/ORR(BIEIBNFERAIFC/Flash NVRAMIRIR). 1B ERIFEN L BIRFHITIR1E,
BRAMRENFE, LUER /0 RIRLEEFFEFRIBERIEE R,

1. BEMNELZEZVRIANEFG, B /0 HERIZEBNERE, 1 /0 BRLEE E R FEPEN A E
B, BEEmFENESH /0 ORRFHBFRME L. ARG, 1§ 1/0 DiEFBTeR L, LUIRERIE
2L,

2. {RIEFEEII /0 ERHITH LK.

3. WEREFER /0 RREE LRT R,
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() RENEAETE 10 EiR, HILAHGESE SRS,

ENP: REBR

p
EERAN AR RE B KR IR B B A8 LU E B B R,

1. ANFHERFUSEHRBESRZGNETROAOXNTT, ARFEREEEAIE, BEREBERL.
HIRERRITINEE, RERERRE.
C) RHEIFBARSN, B7A1IK. ErRIgESHITERS.
2. EiNEEBIRY, FEARRAUENGREEER BEIR.
C) (R B IREIEERIRIR, LEE7RBIRAEEDBIR,
3. WHARFIERREE LR R,

$12%: REEHR

p
Rz hIZ R E R E A G L ZEFEE. B,

1. BB RROKRIGSHAEPRNFOXNTT, AEBEHSRREREARAN—F
C) BRI RRTEBNNFED, FRIERGHET IS,

2. BIEHl e EMERITRIRER, AREMEREERD.
3. BREREZIFTANEIR, ARTHRER.

4 EOREFATIIAUENERT, FIZHSRRRENEHRIENTRIZIER, BEES5PIRERHT
R, ARELORETF, BREFAIBEME,

() #EsIsEsR IEs, BRAEA, SNTERRREES.

EHlERRR— B2 BIE AN MR, MIFIBED.

S. BE PSR, BEZ MR RINAER.
6. BT RBHEAIFRR:

a. EEPMTEFAFBENN, NREEZIEE Press Ctrl-C for Boot Menu , 1B¥E ctrl-c LURERE
i g,

C) NREARBEIIRT, HEEHISRIREENE ONTAP , IEHIAN halt , ARE
LOADER 2RI boot_ontap , HEHIMERINE ctri-c, ARESRTRE,

b. MEEhRES, HEEREFEINIEI,
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STRE R EH#II FE—FAS9000

B IR R E (I BIRMAR BRI IEAN S (Y HAR S H R EE SR HR [ 45 NetAppo

%1% WIEFHRENEN HA RS
A EENFERY HARTS, HESENEMILASULEZHARASREE,

p
1. EEPET, ME—ITHISRIR B R AT IS IR MFEN HAKZ . ha-config show

PRB MR HA KSEBRAB R
2. MRANEETHRFRESESENRAREFLAL:

a. BN HAJKE: ha-config modify chassis ha-state
ha-state EAURMUTNMEZ—!

* ha
" mcc
* mcc-2n
* mCCIP
* non-ha
b. #IANSEBEEER: ha-config show
3. NRHEKRMITIIRIE, BEFMMNRANHE R D HITHRE,
4. REAFEIN. halt

IS 27~ LOADER 12734

#2545 EWT EMetroClusterfc E FYILIE S

SN IRIERIH ST = MetroCluster EE &,

PIE
1. WIFFrET RSN T enabled IR MetroCluster node show
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cluster B::> metrocluster node show
DR Configuration

Group Cluster Node State

1 cluster A
controller A 1 configured
completed
cluster B
controller B 1 configured
switchback recovery
2 entries were displayed.

DR
Mirroring Mode

enabled heal roots

enabled waiting for

2. BIFFRB SVM LHEFHRIP BB E5EM . MetroCluster SVM show
3. WIHMEERFEERITHEMRBE LIF TS EMIN5ER: MetroCluster check 1if show

4. 155

WRYEFE Eﬁkﬁ@?%%
show SR IOEIETERH

BITIEENEEPNERIT = E{FAH MetroCluster switchback #F<
S. WFYICliR{ER

EBE5ER: MetroCluster show

cluster B::> metrocluster show

LHITYIEL

LHEBWTF waiting for-switchback IRESH, YIEHRENDEIRTT:

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

HEBT normal IKEBY, HIEHRIESEM.

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

TTHELZIIRTS,

6. EFHEILEA SnapMirror B SnapVault E2E.
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55 3% FHRIEEFIRE] NetApp

REBEMFEM RMA JBRRHIEEHIREl NetApp o "BEMHREIFER"EXFMER. BESNITH,

T S ISR E A —FAS9000

B NERBHIRFT BIVAIRFM, FRIEE ONTAP IRERGRRAEZF IEMATRIIZ R
o

* P IREh IR EBE B T 1o

* MREHRSEEV_StorageAttach ¥ FIIE. MAERITISRZ A, BRSEHMBBS R,
 MREHRRMT HATH, MIETRRRFOTRUTHEBEEEBIROTSR (EHRES BRI 8

* NRERRYKA MetroCluster BLE, MHSHEE—1 "EEERNMERESIE" UBES TN EMALTER
EP R

MRXZENERANRESR, 15EE, ETRE/\T R MetroCluster BB T3 mpVIZHI BB URETERS
HA X FRRVIZERIZSEE N H8F. TFNIT MetroCluster TR E, RAKFERIRTF HAX, BJLUEREMELIE
Bz T BRI SL I T ENETT,

* BRI SRIRA G B MR R R IREIBYE FRU At

* BT RI SRR EROVARE S RERIERISRIR, ER R EHIEH SRR AR RS

* BB UIRF D BB UE MK sh 23 B R EhER 5,

s FUHRESEH, BINSEBMNSIRTSIEE replacement T, LUE replacement T 1t 5 |RIEHI 28 &R
+EERRZAEY ONTAP F/E5,

* BEUEERNRE LA UTERPRGS:

 ZRTREEFENT M.
° replacement 1 RS IETE B Z IR T R AVFT T =,

° health T REIERIZITHT R

* BUTIRLRRET RAEH & L IR B A S .
IR ER N SR HIRED BANIER, UEER LN BRI 2 A BB EI B E e U TR HEERo

Shut down the impaired controller

EAERATENRERNREDTE XFIRE IR,
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TN . KRERARS

BRAZHEHEE, COMRELHRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NS MENEZRITHIZSSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BEI 2 ¢ $EHIZR I F W T = MetroCluster H1
BXAZHITHIZE, BHIRERHIZSRES, FEVERYIRITHEIZS, UESITIEENITHSSSREMNT
BT HI2sE B IR AR,
XFIbESE
s BAEIIRES B REFRIFERELTITARS, UENEITIEENITHIZS A,

BB
1. ¥€7 MetroCluster RS UBE ST HI2S R C B EIZTIEEAVITHIZE:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.
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controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates Y BERES,

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MNREBEWT R, ERILIER -override-vetoes S EH AH MetroCluster heal 885, WR{ER
rIiESE, MARSEEZSTAELLEEIRIERIRT IR,

7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. ERMITHERIR L, WiFFEIR.

EHIEHIZE IR IRIE (- FAS9000

RERITFSRRET, SONETRHRTR, F FRU AFBEFRANESER, &
AP REFIRANEFIERR, RAERRABRIIELEFIR,

15 HTEHSERR

EihEHEHISNINAL, EUTREMRARETRGISIER, AEBE TRHISIER EHZR.

p

1. IR RN, BIERREM,

2. NZHUTHIZERIR T 404k, HIRERSENERUE,
3. MTEMOIBF EMNEERE, BREMEBLL,
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0 O IEFRBIRH

9 ORIEF

1 e O BF, EHE2HENGE, ARRKEHSRERE LA,
R SRR LAFERT , IBHARESHHE R SR IRBVERER.

2. BIERIRERNERALREFRHNTEL, RTERENVEGIZE, BREREEEHBERNEE, AR
[ LB ERF R EMITRISFRRPIE L,
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" SRR R S BE IR H

$2%: BEBMNR
B BN BT B R IR PR E M B 88 FREX H H R Bl Nz dl2s o

g
1. B SRRREENRCENE, AREARUTTEENEH SRR LN FRU REEHREIRINR:
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o BEBFE

9 BB

2. RN BN LNEEEE, BEHNRMEINSRRN, AEREE B A AN FREE.
() EmsEmNREER AR, RAXETESRNEIRENNF.
3. BEMNESEREHSER, SENNFENDESEMINENT, AEHEBRENGE,
4 WEBHNF, BRETSEEHER,
ERE, BIL BN G ERIENEE,
5. [ TR R UE S B AN LB,
5% 3% Brh&RY% DIMM
B DIMM , BT DIMM FEEMIBEHISBESRITHE, ATRREESBINFHTERE,

p

1. IR RN, BIERREM,

2. $REPTHIZEIR LRI DIMM 6

3. I THEMEH DIMM 897518, LUER] LURIERRIZS MG DIMM 1 N\ SEHR A RO 83 1R A,

4. ZZ18#5) DIMM AMIBIA DIMM 3HRE, R DIMM MIGIEF S, AR DIMM /& HiEE,

(D) VDB DIMM #0382, LUBHEST DIMM EBESIR RO BRI,
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" DIMM 828R &

9 DIMM

HEE L& DIMM BYHERE,
HafRERZSE LY DIMM SEHBRELRTITAUE, AFRK DIMM EERENERE,

DIMM REEE/EEMR, ERRSSEN. WREH, %% DIMM SiEBEHXFHEFIEN
()  Emmes DMV, BEARISNFHELENEE,

1 DIMM EE i\,
DIMM ZREEEHEIEF, BENREZEN. WRLH, 5% DIMM SHEEEFHRMTHEREN.

(D) EukEDIMM, BARIOTFHESENGE.

INOTTRREIMIERD DIMM B9 Eibsk, BEIREHESRERAIM, EAZMF DIMM MimHIERO £,
WHEHAR DIMM EE RS E,



B 4T REITHIZ
RAMREEITFRIZSRRIRG, ERIUFERIZR R LR R RGN FEH BRI F RS

MNFER—HEREERMEHISRIRG HA X, REITHBEROINFLNEE, AA—BERET2ENE
, EMaRIRNERBE.

RSB ER RS, BPILITR, RS BEREORRHLE, CEET
() ERsRRNMENRNEDOR. B2, MERGERDNERT AR, UAASHER
RSB RS,

p

1. MR EAREM, BIEMREM,

2. NREHRBHRITH SRR LRSS, FHITER,

3. BEHBEIRNRIH SR ONTT, ARFEHBEREREARAN—F,

(D) wosEsmmREEANES, RIERGHIETERER.
4 RHEEBRMEHAROHSE, UBETAERAUNTI TS B RNES,
()  CRmR s BaRE S LRGSR TSI AR,

o. SERHT RIS RIRAVE R LA

a. REREMZEALERIRE, BEMRTRXIKE.
b. RrizHIBEREFEFNNE, HECSPIREEH T2,

EHISERE RS, BEIHE L.
() #EsIsERBRINAES, BRAEA, UGHRTEES.

EHEEIR— B 2B EENAET, maFaEs. ESHREEE,

a. [ e BiERB, FEMR, ERBIEH, AEBERERIBEMLE,
b. I} Press Ctrl-C for Boot Menu B ctrl-c LUHRTE TR,
C. MERMHERIZFEREHIFIET YR,

ERFAIIER S ECE —FAS9000

SR ERH B ELIFRIG, G ERITHSRRE RARE, HIRES
EEMIERRIRE,

$1T . REARIERSE
TN IR HA IR TR REFRYIEHI SRR 50 17 AL & P m] SE RVBT (8] Ak 55 2810 B B A RVl SRR LRI 8]

@D?El,ﬁﬂo SNIRASE)FN BEAARILED, N AT EHITHISFRIR LEEXLE(E, UMIEE P iR R EERMH
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KFIAES
BEUEEBNRR ENAS BRSS!

* replacement T1 R IIRIEL BHEMZIHRT /BT R0

* health T5 22 replacement T mH) HA EExd T 5=,

T
1. 91 replacement TI s AR7E LOADER 1R, B RAE=E] LOADER 12/RRF b,

2. 7£_Healthy node . ¥MERSATE]: cluster date show
A EAFIEY B E FREER AN X,

3. £ LOADER &4, #7 replacement 15 s FHIBHAFIATIE]: show date
HERFIBSE]LA GMT R0

4 MEMNE, BEERTR LU GMT EIIRERER: set date MM/dd/yyy
SO. MNBMNE, BEEBMRT S LIEE GMT BYj8]: set time hh : mm . ss
6. EMNHERE T, #ik_reender T EBIBHEAFIESE]: show date

HERFNEYIEILL GMT R7Ro

$28 . WIFFHRBEEHERNHAKRS
AT H B EIREY Ha KT, HELENERIRKSULRENRASREKE.
p

1. EEPET, MIREHISERIIEPTEAG S 2R/ 1A K& ha-config show

ha-state BI{ERI AR TFEZ—:

° ha

° mcc

° mcc-2n
°mCCIP
° non-ha

i. NS BBEER: ha-config show

BN ARAHITEREHEH D ACHEE—FAS9000
B B AFEREHBIAGE BN D IR SRS BRI ET B,

F1L. EMNRAHITHE
AU T AERIETHISSRIRAVFEN NS ERE . "Active 1Q Config Advisor” o
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https://mysupport.netapp.com/site/tools/tool-eula/activeiq-configadvisor

T
1. FEFH L Config Advisor o
2. ANBIRRANGER, REBEHREHIE,

3. BEMLATR, ARKEHL. WRETFEMERBMBHMENEREREYP, UBELRINHERS
£n)E,

4. BHEBENAEE, SABHE Config Advisor B, LB HMAEL,

$£2%: ENHKHE
TEANREFIUAT BRI T RECE,
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I 1: HA Xt
=== ISF HA &% MRS ID BN

MRFHEAFMT HA XN, WERESBRELZERICH, FITHSIERNAS ID 2 B0 ECAHE,
BT B replacement TTRBIFHIAR S ID Bk, AGHIAEREE BELht.

IR EF BOUERTE HA MFRIETT ONTAP MRS,

1. 9N replacement T R FEIFIER (B3R * > 12757 , BRHEEFEXHEIINEREFIRTR:
halt

2. 1% replacement T = _EH) LOADER fR7RF74k, BEITimR, MRAFZEARS ID FLEMRREEBER
%2 ID, BN vy o boot ontap

3. 1BFFF Waiting for giveback... JHEE/RTE replacement TRIFHIE L, AEMNEBEITRERFHNT
REFIFREE BN ECHIEC RS 1D | “storage failover show

EadhHtd, SNEI—FKEE, BESHTEINERS ID BEEXR, HEREMRMIA IDFEFH D,
ELULTRAIR, node2 B#ITEMR, FAES ID A 151759706 ,

nodel> “storage failover show’

Takeover
Node Partner Possible State Description
nodel node2 false System ID changed
on partner (0Old:
151759755, New:
151759706), In takeover
node?2 nodel = Waiting for

giveback (HA mailboxes)

4. NBETRRAREFNTRF, WIEREBREFEAZOFEE:
a. BN ERINELT]: set -privilege advanced

AFRNEREFENSRELN, ETUEE v, EERSRERIERT (*>) o
b. RIFERIZOEERE: ssystem node run -node local-node-name partner savecore
C. F4F savecore ¥ e, REBAHRIE,

AT LU N LU R e < 3R 1547 savecore s B E . ssystem node run -node local-node-
name partner savecore -s

d. IREIFEENERF: set -privilege admin

o MREMEFMAREKE 7 FHIEMNE. WATIRECERNZRBTAEELZIINIZAEE. B
AT Ei2z —EREFESENEINRE:



a. MEBEITEBNTRF, REEFIRTTRIFEME: storage failover giveback -ofnode
replacement node name

replacement_ T1 SRR EIEFEH RS T.
MBHFZES ID ALEMEREBEZRS D, NN vo

() nRxEWTR, CANERERUTAR,
"EHOE AT AR ONTAP 9 i AsHy (Sel A4 ECEsR)
a. RXR5ERfE, HIN HAWBITIRERFEAIMIEE: storage failover show
storage failover show SRHRIHANEE System ID changed on partner JH 2.
7. WIFR BB IEMOECHIE: storage disk show -ownership

BT replacement T RBVHAER N B2 RFAVRL ID o ELATRAIF, nodel IHEMEEIMEE RHHNR
%% ID 1873775277

nodel> ‘storage disk show -ownership’

Disk Aggregate Home Owner DR Home Home ID Owner ID DR Home
ID Reserver Pool

1.0.0 aggr0 1 nodel nodel - 1873775277 1873775277 -
1873775277 Pool0
1.0.1 aggr0_ 1 nodel nodel 1873775277 1873775277 -

1873775277 Pool0

8. MR ALK MetroCluster BRE , BRITETTRAPIRE: MetroCluster node show

EE*&E’ MetrOCIUSter @Eﬁ'ﬁgﬂ.ﬁ%*jAbW—E IIEI%’I*/L,\, .lJ:tHTJ; /'g:/l\-'ﬁ :l ETE@EE%ID\,
HEHE DR H&HERIEFEN . MetroCluster node show -fields node-SystemID Bn<Hi
HEERIBRS ID, HE MetroCluster EEE RS IE EIRS 1L,

9. NRTE XA MetroCluster ELE, MIFRIE MetroCluster IS, MRRBFABEEERELS FMT S,
BWIE DR * ID FERE S B rMENRIGFIEE.
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SNREISHE TR, MBFHRITICRIE:

° MetroCluster Bt &2 FHIHRE,
° replacement T SR ML= _FHEARRIHFIFIEE,

"TEOT s MetroCluster EEER, HEEFIBINESTE HA 125 H MetroCluster tJ#EHAB] &R S E k"

10. WNREHRFAFXA MetroCluster BRE, BRIFEREEREES TR MetroCluster node show -
fields configuration-state

nodel siteA::> metrocluster node show -fields configuration-state

dr-group-id cluster node configuration-state
1 nodel siteA nodelmcc-001 configured
1 nodel siteA nodelmcc-002 configured
1 nodel siteB nodelmcc-003 configured
1 nodel siteB nodelmcc-004 configured

4 entries were displayed.

M. BB NS RS FEEMNS: vol show -node node-name

12, NREHEEFBINZAT BohiEE, BMNETEENTRBHEE: storage failover modify
-node replacement-node-name -onreboot true

JEIN 2 YW s MetroCluster
=== (E T mMetroClusterBd BN RS EFNEFHDEC RS ID

721517 ONTAP BRI =2 MetroCluster IREH, B MFohiSHE T LizHIBNARS ID, ARA
REERLME EBIETTRES.

EFUES
IR ES B{GE R F51T ONTAP BIXY T 52 MetroCluster R & FRIR S,

BRI RIAEEATE LIRS BRI s ST ERO TR L

* FRTAREETEEPRITHEIFT .
* replacement T REIIR(EL BHEIRZIRT B9 =
* health TI R @R T =M DR BEoxt T =,
p
1. tNREKREHFHBEN replacement TS, WA ctrl-c LUFRETEINSIE, AEMERHEEREZER
Fl LR IR T RYIEIN,

BFAR%S ID ALEL, RARTEBERY DB, ERHIBEAN Yo
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https://docs.netapp.com/us-en/ontap-metrocluster/manage/concept_understanding_mcc_data_protection_and_disaster_recovery.html#disk-ownership-changes-during-ha-takeover-and-metrocluster-switchover-in-a-four-node-metrocluster-configuration

2. MBEITRRRHFNTAEERIHRS ID © "MetroCluster node show -fields node-systemID
, dr-partner-system|D"

EUbR I, Node B_1 ZIATR, |[HARZE ID /3 118073209 :

dr-group-id cluster node node-systemid dr-
partner-systemid

1 Cluster A Node A 1 536872914
118073209

1 Cluster B Node B 1 118073209
536872914

2 entries were displayed.

3. RPN R LHNBIFENRTHREENRNASL ID | disk show

FELLRBIH, FERS ID /9 118065481 :

Local System ID: 118065481

4. {E/ Mdisk showsn SIRERH RAKIDE EEM D ECHAEFIEN (M FFASRY): disk reassign -s
old system ID

EERRAFIF, S H: disk reassign -s 118073209
AP IEUR BT, SRR v,
S WIFRBEIEMPYECH#E . disk show -a

IIEB T replacement T3 LR R R B replacement TR R S ID o 7ELLTRBIF, system-1
FrifE MR IIE R R RS ID 118065481 ©
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*> disk show -a
Local System ID: 118065481

DISK OWNER POOL SERIAL NUMBER HOME
disk name system-1 (118065481) Pool0 J8YOQTDZC system-1
(118065481)
disk name system-1 (118065481) PoolO J8YO9DXC system-1
(118065481)

6. NEBTTIWARFMTI RH, RIERBBRFEMZOFEME:

a. FHNEEMNERS: set -privilege advanced
%JL%E/ \/(_JR—*Q:L—' )\I_JQ&*ETBT; ILJRTLJ\@I:I Y o .IHZH—_H j___lél_ *%T*ET'f_f ( >) o

b. ¥ ER S BRF: ssystem node run -node local-node-name partner
savecore

NRer SIS savecore IETE#HTTH, 1BFF savecore 5Tfll, AEBALIE, ERJLUER

ssystem node run -node local-node—-name partner savecore -s s K5iF
savecore BUiHE, </info>

C. REIFIEEMNELRT: set -privilege admin

7. YN replacement T FHIFIER (B3R * > IR , B RHEIFERHERIINFIEFRTR/:
halt

8. |B&f replacement Tif: boot ontap
9. 7F replacement T R5EEBoNE, HITYIE]: MetroCluster switchback

10. Z&3F MetroCluster Bg& : MetroCluster node show - fields configuration-state

nodel siteA::> metrocluster node show -fields configuration-state

dr-group-id cluster node configuration-state
1 nodel siteA nodelmcc-001 configured
1 nodel siteA nodelmcc-002 configured
1 nodel siteB nodelmcc-003 configured
1 nodel siteB nodelmcc-004 configured

4 entries were displayed.



11. £ Data ONTAP FI&IE MetroCluster FRBEHETTIEM :
a. WEMNEH LEEFEERMEBEITIRAEIR: ssystem health alert show
b. #3IA MetroCluster EFfE B FIEEEN: MetroCluster show
C. $11T MetroCluster #2&: MetroCluster check run
d. 2R MetroCluster H0ZERIZER: MetroCluster check show

e. 51T Config Advisor . ¥4 ZINetApp ZiFihim ERIConfig AdvisorDlE. MiEA
"support.netapp.com/NOW/download/tools/config_advisor/"s

1517 Config Advisor /&, E&E % T AV HIRRHE L PR IR LIV,

12. IR IR E:
a. EEATRIERFTRL, BERASEMNRELS: set -privilege advanced

YRARTEBEHENSLIRAHETSRELXRTA (*>) B, EFEREA v #1TME

b. {E -simulate 2 ITYIEIE(E: MetroCluster switchover -simulate

C. ;JROIFIEIEMNPEKFI: set -privilege admin

FTEHNRSRE—FAS9000

B BRREPBHARRGERATEIERET, BUNEHEEEFE, &R NetApp
FREMNBEE (WRFE) HAHEZHRLEFIIE. SRRk —RIIES, ART
R ARREIR AT EIEEIBT.

%1% £ ONTAP HUn BT ARV AT

MRZHPTHRERERATENE (TRBIE) WFRIER ONTAP Thek, MIA replacement T3 R L 1FA]
iE, M FEBNETFRNERNIIEE, SEHPHNES M RENLES B CHITIREER.
a2 Al

MREHNRARVIEITHREONTAP 9. 10.1HEEARA, BEFERFPMRIERE "FiRERERE. BTE
HONTAPFE& LB, WMRIERHTE RFHIFIIAONTAPRRZS. 3525 " NetApp Hardware Universe" LA T fRE
ZEE.

KTFUAES

* BREFIIEERZE, FEMVETEIENIENAHEATRER. B2, IRRRTRERHTH—A
BILHEEFRNERN T R, WA RIFERULINRERECE,

UESh, FES AR EERIRE U AIMEERTAE R RN BN A, EIERRRIESRT S EREER
Y AN,
* YFEEESALARA 28 DR

* 88 90 RMZEREIRZEIFANER A, BRADE, FrAIBITFIIERRN. REBRIFAIEERE, &
FILATE 24 /NYRLEFAE R, HEIZERALR,

* IRTHREA MetroCluster BcE, HEILR EMFETRIIEEIR, WEYIRIZAE], ®TE replacement T3
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R EREFRHERR.

p

1. If you need new license keys, obtain replacement license keys on the "NetApp Z#Fuh 5" in the My Support
section under Software licenses.

@ A= BEpERFIENITANERSR, HRERXEIXHRBYBFERFiti, MNREREETE
30 RKAWE S ETFRHEZRANBFER, NMEKRRAZHR

2. REFGMFRLEZEA:  + system license add -license-code license-key , license-key...+
3. NRFE, MBRIBEFEIE:
a. WERMHAIFANE: license clean-up -unused -simulate

b. NRFIKXRERIEH, ERBRAKERIFENE: license clean-up -unused

$2:5 WIELIFFEMESIS

5% replacement T RIREMFEHAZHI, ENIIE LIF @EUTFETIROL, WNRBAT AutoSupport , NEAR
replacement T SHFFIS, HEEBIRE,

T

1. P EEORE FEAETIRESSMiFAORE . network interface show -is-home false

ﬁﬂ%&{jLUNﬁUﬁfalse\ EBEARBIEFIFKO: network interface revert -vserver * -1if

2. [\ NetApp ZHE0I TEMARLFTIS
° YNRFBAT AutoSupport , IE&IX AutoSupport JHELUEMFESIS
° WNERKEF AutoSupport , 1AM "NetApp =" FMFETIS,
3. RERHNBTIRR. EXFRES. BBR "NEEONTAP RERHAATEFETIRNE" MIREX

o

4. R B A AutoSupport#iFE . EFEALEERILE O system node autosupport invoke -node *
-type all -message MAINT=END TR

S MR BRHEMNRIE, BEHBAE: storage failover modify -node local -auto-giveback
true

3% ({XPRMetroCluster): 7EITisMetroCluster BLEFYIEIRE

SN RIE R IH ST = MetroCluster EEE,

TIE
1. BB T 225 T enabled IRA: MetroCluster node show
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cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. BIFFRB SVM LHEFHRIP BB E5EM . MetroCluster SVM show

3. WIHMEERFEERITHEMRBE LIF TS EMIN5ER: MetroCluster check 1if show
4 EETEENERPNEAT S EEH MetroCluster switchback fSHITHIEL
5

- IFYIEIRER B ESE . MetroCluster show

HEBAT waiting for-switchback IRKSH, YIEHE(EDIEETT:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

LEBLT normal KSR, YIEHEIESTR. -

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

MNRYICIEEBR KT IE A 8ETERL, SRR MetroCluster config-replication resync-status

show BR LB EEHITRIRELAVIAT,.

6. EFHEILEA SnapMirror B SnapVault E2E.
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9 DCPM 1R3R, FEMHERET, AREREERE DCPM 1Rk,
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0 DCPM RR & B PIE R H

O. ¥ DCPM HEREKRIGSHFEFAOXTT, AEKHERBANE, HEERANENIL

@ RRMIEER AR AN B7RITHRRIEATT O, MRRRAZIEN, IFEHFTIRIR
FIFEBAFE.

34 DCPM t#RIRFTT2EIE FINAEFEY, DCPM 1R LED =i,

£25. LHEB

IS TIARIE LA X BB E A EREAFN BBt MRETEERAERM, NHNRIRBESRME RMA
1 BRYE B thiR [E] NetApp o

https://library.netapp.com/ecm/ecm_download_file/ECMP12475945

563 & FHEEEMFIR[E] NetApp

RRBEHMHRE RMA BBRRHSIEEH4IRE NetApp o "EMHREFMER"BEXFMER. BEERNITH,

E#EDIMM - FAS9000

NREFEAZBEFIR(BIW. BFETRAREREERINCECC (AJEIEHIREIEAI)E
= ZEAAEIERECCHEIR). B% 2R T2 DIMMKIESEEFE RS T ABENONTAP
MSEAY. Wi E T %28 R BIDIMM,

RSEPRFAREEMAMHRIRIERRTT; SN, BB RKAZ .
WA ERFREERF BHA MR HE QIR EIRIER FRU At

F15. XAZHIEHE
RIEFERSERAERENTR, ErUERFRNEEXAZZRERRIVERE.
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TN . KREHELE

BRAZHEHEE, COMRELHRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NS MENEZRITHIZSSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BEI 2 ¢ $EHIZR I F W T = MetroCluster H1
BXAZHITHIZE, BHIRERHIZSRES, FEVERYIRITHEIZS, UESITIEENITHSSSREMNT
BT HI2sE B IR AR,
XFIbESE
s BAEIIRES B REFRIFERELTITARS, UENEITIEENITHIZS A,

BB
1. ¥€7 MetroCluster RS UBE ST HI2S R C B EIZTIEEAVITHIZE:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.
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controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates Y BERES,

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MNREBEWT R, ERILIER -override-vetoes S EH AH MetroCluster heal 885, WR{ER
rIiESE, MARSEEZSTAELLEEIRIERIRT IR,

7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. ERMITHERIR L, WiFFEIR.

528 EITERIZEER
BihEEHRRARANS, BTN RGRETMEH SRR, ARBEH MRS ER ERER.

p

1. INRE AR, FEFEM,

2. NZHUTHIZERIR T 404k, HIREGEENERUE,
3. MTEOLREF ENEERHE, BRIERSILLE,

90



T (@

Rl

O
20
20
o
5D
2o

)
2
L=}
o)
Lacts )
OEo

'.
" e e
A

k=)

|

| | [
O OO o
026208
0 A 0
o= ol ol
a2oRol
aral g

\

'i
v IR

\
=1 |
§
L]
e%%
<

| 0

[ ]
B
eyl

i [

0 O IEFRBIRH
9 ORIEF
4. e ORIEF, EHE2RENSE, AERITHISEREHE.

R SRR LAFERT , IBHARESHHE R SR IRBVERER.

O BHTHISFRRNERFALMAETROFEL, HTEREENECKE, BERBEEHHEERNERE, AR
[ LB ERF R EMITRISFRRPIE L,
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" SRR R S BE IR H

% 3 4. FiE DIMM
EF DIMM , BEIEHIESEPIREIEN], ARRKRBRES BINF#H1TIE(E,

p
1. INREEARESM, FEFREM,
2. $REPITHIZREIR LAY DIMM 6
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1314151

910 11 45

|_=I1D=D°° |

1. 4R 18¥#E5h DIMM FEMIEYF S DIMM 38 RE, 1 DIMM MIGEEFREE, AR DIMM B HiEE,

() /IVDIBE DIMM #0302, LUBHSE3T DIMM EBESIR RO BRI,



o DIMM H28£F

9 DIMM

2. MBrReRIiS R A DIMM , Z1F DIMM BiAfAFH R E SHEREX T,
DIMM #Hfi 2 [BIHYER 1Rz S +EHE RIS X 750
3. HAfRIEIE2E LR DIMM BB RELQRFIIHUE, ABK DIMM EEIENGEE,
DIMM ZEREEEHIET, ENREZEN. WREH, 5% DIMM SHEEEFHMTHEREN.

(D) Bz DMV, BEARIONFHRRIENEN,

4. OIS EIHES) DIMM B9 B304, BFHEERERNEMI, AT DIMM RikaERD £
5. & Ll g,

B 4T REIHIZE
RAMLREEITHRIZRIRG, ERIVFERIER R RS FEH B o F RS
M TFER—HEFAERMEHISFRIRN HA X, ZREEHBERNIMFLNEE, RA—BERET2ENSE
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, EMaRERBE.
p

1. INREERIEH, BIEREM,

2. NREH R BHRITHEBRRIR LROSNE, HHITER,

3. RHEHISFERM RIS HAERHIF O, ARBEHSEREEEARSN—F

(D) wosEssmRsE BT, RIERGIETERER.
4 RHEBRMEHAROHE, UEETUARRAURTI TEBRNES,
() CRERMESBRREEEREEEE ISR,

O. SERIEHIB BRI BT

a. R HKREMRELLEIRINE, BENLTRZILE.
b. RzHIBEIREFNNE, HICSPIREEH T2 L,

EHSERELMAE, BEHMR L
@ RHTHISELB AR, BZANEK, URHiFiEES.
IEHSER— B2 EEENEF, MEFRE,
a. [ EREREE IS, RN, LUBMMER, AEBERRIIMEMLSE.
%5 5 % YIEINTI S MetroCluster IEEFHRE

I ERNRERA RN T = MetroCluster ECE

FTE
1. B BT 2B T enabled IRA: MetroCluster node show
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cluster B::> metrocluster node show
DR Configuration

Group Cluster Node State

1 cluster A
controller A 1 configured
completed
cluster B
controller B 1 configured
switchback recovery
2 entries were displayed.

DR
Mirroring Mode

enabled heal roots

enabled waiting for

2. BIFFRB SVM LHEFHRIP BB E5EM . MetroCluster SVM show
3. WIHMEERFEERITHEMRBE LIF TS EMIN5ER: MetroCluster check 1if show

4. 155

WRYEFE Eﬁkﬁ@?%%
show SR IOEIETERH

BITIEENEEPNERIT = E{FAH MetroCluster switchback #F<
S. WFYICliR{ER

EBE5ER: MetroCluster show

cluster B::> metrocluster show

LHITYIEL

LHEBWTF waiting for-switchback IRESH, YIEHRENDEIRTT:

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

HEBT normal IKEBY, HIEHRIESEM.

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

TTHELZIIRTS,

6. EFHEILEA SnapMirror B SnapVault E2E.

96

, EOJLAfER MetroCluster config-replication

resync-status



%6 . KFHPESFHHIRE] NetApp

RIREMREME RMA RBIR SRR E] NetApp o "EIfHREIFIER " EXFMER. FERNNHE.

B X F3- FAS9000
BEARPEARSZSIIER FRIEXBIRR, BT —RIFERNES

@ BRAATER KB IRRMAFEREN N e 0 A BRI KUEBEIRIR, RASAHET, EHSFRRIIE
REMDHEXRA, LG

ps

1. NRE W RIEH, BIEREM.

2. MERE, BFRARIFMEERE—NNAD, AERKENRAE, BEIERMIFEESR ERIBKAZRE ENF
» MIEN TR,

3. BIKNEREHAHEIREEHEES T NBER ERER LED RME LN ERBINERIR,
4. BTNBER ENEEEE, RXBRREERILE, BERACHZERFREE,

@ RERIREGE, BIREBENTRNFRENBIRRAESS, URERAMIETIREFHER
BABHE.

abe
DR
SHOHT

]
0

r:'::-,.v ‘ ST ﬂv::m
|¢-::. d’d‘é’&'&’ __% gggg’&“

0 EaskEdivesaeiil
. BRBRRBAE—F

6. BEANBRROVESNAEFIAOXNTT, AEBEBNIE, EEEFAIL
R XBEREIHENNEG, IRIABER LED SANREX.
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7. BHERSHRBENTT, ARBERERENKTIEE L
8. IZIBREMFEMIEY RMA BBREHIESHRE] NetApp » "EMFREIFER"BEXFMAEE. BESNNH,

EEI/OfEIR- FAS9000
EE /0 1EIR, BRITHIT—RIBFENES,

* BRI IRED RS RAIFHIFIE ONTAP WA 5 £
* RGPRFE EMAHFRRIERRTT; SN, BB RRAZH.

$1F: XARHBITHIZE
RIBFERGREGEENRRE, ErIUERATRNEIZXFSIEEZIRATITHIE.
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TN . KREHELE

BRAZHEHEE, COMRELHRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NS MENEZRITHIZSSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BEI 2 ¢ $EHIZR I F W T = MetroCluster H1
BXAZHITHIZE, BHIRERHIZSRES, FEVERYIRITHEIZS, UESITIEENITHSSSREMNT
BT HI2sE B IR AR,
XFIbESE
s BAEIIRES B REFRIFERELTITARS, UENEITIEENITHIZS A,

BB
1. ¥€7 MetroCluster RS UBE ST HI2S R C B EIZTIEEAVITHIZE:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.
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controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates Y BERES,

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

WMREBEWT R, EEILUER -override-vetoes S EH &K MetroCluster heal ¥, WRFEH
IEENESE, WRSRESEAMELLEEIRENIRE R,
7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :
mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41

End Time: 7/29/2016 20:54:42
Errors: -

8. ERMITHERIR L, WiFFEIR.

2% FiR IO EIR
BEEM /O ER, BENAETIRENZRIR, AR ED RIRFHITIRF.

p
1 MNREEAREM, BIEMREM,
2. IR 5 B /0 #ERKEXMIFT B ko

BRERANXEG AN ERE, UEERIEXELSLR B Ak,
3. MALFERENTT BAF 1/0 1R
a. WTIHF MRS LR EH,
OREHBEFE.
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b. m Fhese i8S, BEIIHAFKFAE.,
/0 ERMMFERE, HM /O EEHPIBH KL 1/2 &t
C. izh /O BRRMEBALF , # 1/0 RIRMANFEFEI T o
HRIRERER 1/0 1RIRFRTEBVEE,

o /0 A FBEFBNES
9 /0 ke -] S 2 R

4. 5 /0 BRIBIE—55

S BER /0 BIRLEZNES, HERE /0 BREBRBNEE, BIFFENESH /0 LFBIHBS
/0 MECEEMNS, A /0 MR —E A L, ISERSIE 2L,
6. IRIBEZFJFIT 1/0 EHIHITH L,

533 B0 ERFEHBEITHIZE
EH /0 HIRfT, BAEHRBEH B ER,

()  MBFIOEBRSHEERLSTE. WAASGEEHREHBMC,

p
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- NRBARREIBERNESARE. BEHBEBMC:

a. FLOADERIR TR, BENNEEMNREIN: priv set advanced
b. EFEEBMC: sp reboot
MLOADERIZTRFTAL. EFEHITIA: bye

() BB ERMAKPCIe ENEMALE. HERBHHA,

MNREHASRECE TE 40 GbE NIC S FH im0 £ 10 GbE £ EIEMEIEEE, BEHIPRN NER
nicadmin convert B XLEIROFEHEN 10 GbE HFiZ,

() EsrasmsmERbERE,

FETRIMEIERIEIT: storage failover giveback -ofnode impaired node name

7

MREZHBENRE, BEMBAETE:. storage failover modify -node local -auto-giveback
true

()  WRENRARMAIE EMetroCluster BE. MATHREA T—HHFRAIDIES,

% 4 % YIENT &S MetroCluster BREFHRES

ILESRRER TS WNTI = MetroCluster BiE,

p

1.

2.
3.
4.

Z3

IFFIBE T REEATF enabled K& : MetroCluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

IOUEFRE SVM EHEMREP BT ESM:. MetroCluster SVM show
WIHMEERMEIEEHITMEM B LIF T2 2B EMINTEM . MetroCluster check 1if show
EEITIERERPIEMTI S L MetroCluster switchback Sn¥HITHIEL,
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S. IIFYIEiRER T B5E:. MetroCluster show

HEEIWTF waiting for-switchback KSR, YIEHRENEIETIT:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

HEBLT normal ASH, YIEHEIFSTR. :

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

NRYEIEER KNG A 8ETR, ERLUFERA MetroCluster config-replication resync-status
show IR EIEEHFHITHEZIRE.

6. ETEII{I1E SnapMirror 3 SnapVault B2&.

% 5% KHPESFHIRE] NetApp

REBEA R RMA $BRISSIEER4HRE] NetApp o "SHHREF B G XMIEE. ESNRHE,
EHELED USB1ER- FAS9000

e LAITE AR BTARSS AYIE R T 81k LED USB 1#3R,

1812 FAS9000 ¢ AFF A700 LED USB 1##3R, mlLUEZEIES|RmOFMRARE, BRIMERAREETE,

p
1. E°FIAAY LED USB #&3R:

l':::}:-?:'.

a. HIT#RGE, HREWIAELEEA /589 LED USB #IR,
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b. EEHFIE LSR5 38 HAEIR,
C. BEIRMITEE R hAIY, MBTAESHIRIERE, BB EEES,
2. LAY LED USB 181K

a. FRREFRMTT, EESRRAANROFELNE LRERFAS SRR IEERIRIRZEREIIE
Ho

b. RRRENIER, EEHSHFETEML,
NRIRRBBIE FHEZEI PR, WRIAEIRIES,

i PESR4IR[E] NetApp

REREMRHE RMA HEIRSIEERAHIEE NetApp o "HIHEREFEREXIFMAER. BESITH.

FEHHNVRAMIZEIREINVRAM DIMM - FAS9000

NVRAMIEIRENVRAM10FIDIMM U K2 B NNVRAMIEIR R % "NVMe SSDIAITFIRE
R (Flash CacheB{ETFIER)4ARY, You can replace a failed NVRAM module or the DIMMs
inside the NVRAM module.

BERRERIEHINVRAMIEIR, ERAFUEEMTFEFE T, MNVRAMIEIRFET T —1E % Flash Cachet®
R, BDIMMIZEHEIEMARIIRIR, B L E— 1 Z M Flash CachetZiR, AERKERABIINVRAMEIR L EE
HAET,

Because the system ID is derived from the NVRAM module, if replacing the module, disks belonging to the
system are reassigned to the new system ID.

FaZ Al
* FREHEIRER N IIES T1F.
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* IRERNRFAT HAXF, MEH T R EERERE S EF MR NVRAM EIRKEXATTI R
* IRESBRERLUITAE:

° RPN R EEEHEFRITEPEIT R

° health TI R BRI T RHY HA B3T3 =,

* WIRES BREIEB RN FohiSHE BRI S5 NVRAM BRXEXAVIZHISIRIRN SR, HiR(EPBPig
TNEEMORHEEN, BRNERSEXEERE, EREZATAEEERDE AR HIAERRARH,

* BRTRHRIRA MG IR MR ER L REIREA FRU At
* BB IR E S B E TR SRR

$1F: XARHRITHIZ
ERLI TR — XA SR E IR H2s.
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TN . KRERARS

BRAZHEHEE, COMRELHRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NS MENEZRITHIZSSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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WEI2: =528 F XN mMetroCluster Hf
EBXAZHITHIZE, BHIRERHIZSRES, FEXVERYIRITHEIZS, UESITIEENITHSSSRENT
BT HI2sE B IR AR,
XFIbES
* BAEIIRES B REFRIFERLTITARKS, UENEITIERENITHIZS A,

HIE
1. ¥€7 MetroCluster RS LUBE ST HI2S R C BT IEEAVITHI2E:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.
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controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates Y BERES,

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MNREBEWT R, ERILIER -override-vetoes S EH AH MetroCluster heal 885, WR{ER
rIiESE, MARSEEZSTAELLEEIRIERIRT IR,

7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. ERMITHERIR L, WiFFEIR.

25 Fift NVRAM &R
EEHR NVRAM 1E1R, IFTENFERVIERE 6 PIEIZIER, ARIRBE D BIRF#H1TR1F.

SIE
1. SNSRI ERIEM, B IEME,
2. ¥Flash Cachet& MIBHINVRAMIEIRFS EHTAINVRAMAE R |
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0808c80en0

00
()2t}

=

o B EBRHIE(ZFlash Cachel&ik E k&)
e Flash Cache™%t a4

a. #ZFlash Cachet®IR [EEME BRI,
(i) %Flash Cachefiish EavREREEA R 5,

b. mSMEF AT, HEIERFIBHIAR NVRAM &R,

C. HEAERNICIBF, KEIBE NVRAM &R, SAERKEENTT NVRAM &IRAVIEE,

d. §Flash CachetER—EHREREHANVRAMIEIR, AEHEHELIBFXF. BEEERERTE FIL,
3. MHFEHRMIERE R NVRAM 53R :

a. W HEFENHRESHOREE,
IR R FFALAE.
b. MmO HM, BERNELFAFEMUE,
NVRAM R MR D BEHZH LR T
C. fim NVRAM BSRMIERYHI R, K EMHFERE T
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o /0 LR FIMBEFEBNRS

e /O =) T AR

4. ¥ NVRAM ERE—MEENRE L, MTIRE NVRAM ER EMNEGEBERE, AREREFEGEREAN
EIAT, &M NVRAM 3R EigH,

1M



o ERPERH

9 DIMM #1 DIMM 85 £F

5. MIA NVRAM #EIRFAZENMEIT DIMM , AEREEZEDIERAR NVRAM EIRA,
6. &= 1R ERER.
7. REMRAN NVRAM RRZEFINFEH:

a. FRRSHEE 6 PHEF ORISR T

b. RIRREZBNIGE, BIHEFENRESH /0 MEPFAKRS /0 MIHEMS, AR 10 LRFHi—
HrR L#, DRRRBEEL,

% 3 4. Fi NVRAM DIMM
EER NVRAM EIRFAY NVRAM DIMM , EXAZTEITT NVRAM &R, FTFZER, SARERBFR DIMM .

PIE
1. NREERIEM, BIEHIE,
2. MNFETRIBRB AR NVRAM 1E3R:

a. T HFEMNRSHNICRE,
R EHBEFE.

b. m FHese N8, BEIIHAFKFAE,
NVRAM IR MR D BEHZHLE T
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C. }iIh NVRAM ERMIEBIRLF , BEMVFEFEIT,

o /0 RSB FBNES

9 /0 Hise 2 f#

3. & NVRAM #RIRBE—MIENREA L, M TRE NVRAM B3R EHNEEHIERE, ARTEREEGIREN
[EBY, FEM NVRAM &3R EigH,
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" ERPERH

9 DIMM #1 DIMM 85 £F

4. $F| NVRAM {RIRNFBEEIRAY DIMM , ASHET DIMM BiE-REFHIE DIMM MIEREPIR HRIGHEE T,
o RREMAW DIMM , 757423 DIMM SHBEXTT, AR DIMM BRHENIGE, BEEISE FEHEE!

il
6. & FiEH FRIER.
7. BEHAR NVRAM HEIREE TN
a. BFERS1ERE 6 PHFEF OB,

b. RIRREZIZBNIGE, BEHFHNESH /0 MIEHBAIRS /0 MILHEMS, AR 10 LEFHi—
Hm L, DORRREIE ZIL,

% 4% B FRU EEMBMITH S
B FRU 7, @MEMEEHISERR,
g
1. EMMBIEFRTIFLEE ONTAP , 15N bye o
£5%. EMOCHE

RIBEERARRE HA FEZRINT R MetroCluster BtE, S ARIER S ERMEENHDECAITHISRIR, 5
EFchEM D ECHAE

BRI HEEM DL iTHIZaNEA, BHERUT®RTZ—,
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P 1 : IEID (HARY)
Verify the system ID change on an HA system
&1L /B Bh replacement Ti RBTHIA RS ID Bk, ARHINENESE B XM,

(D carEsNRAVEREA BEEHSEHE. TIREMTNVRAM DIMMEL,

pg
1 MRBATRAFHAER (BT > &#757) , BREGFEXHEZIIMBEEFIRTS. halt

2. BT = LM LOADER 1T, BoiTm, MIRALKEARS ID FREMBETEBSZRA D, &
Eﬁ)\ Yo

boot ontap bye
NMRIGE T Bohias, Wh=REHBoh.

3. 15ZF Waiting for giveback... JHER/RTE replacement TREFEHIE L, AEMNEBTRREFHNT
R EFIFREE BN ECHEC RS 1D | “storage failover show

EadhHitd, SNEI—FEE, BESHTEENERS ID BEEXR, HEREMMIA IDFEFHID,
ELULTRAIR, node2 BFITER, #AES ID A 151759706 ,

nodel> “storage failover show’

Takeover
Node Partner Possible State Description
nodel node?2 false System ID changed
on partner (0Old:
151759755, New:
151759706), In takeover
node?2 nodel = Waiting for

giveback (HA mailboxes)

4. NBETRRARFNTRF, WIEREBREFEMAZOFEE:
a. BRABEMNRES: set -privilege advanced

AGHRREREHNSRIERET, ERAILEE v KBERSRERRTT (*>) o

b. RIEFE(AIIZC LA ssystem node run -node local-node-name partner savecore

C. &1F ‘savecore fp 5T, AEBALHIIE,

&R LN L T a2 3R 51T savecore BV E ssystem node run -node local-node-
name partner savecore -s

d. R[OF|EENRRF: set -privilege admin
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o RIETIR:

a. MIZTTIEENTRF, KEEEMTTRMEME. storage failover giveback -ofnode
replacement node name

replacement_ T3 R GBI ELFfEHFERL B Tlo
MRBFES ID FREMBREEEZREA D, WEHEANy .

() ummrwER, EANERERLTR

"EIGER TR ONTAP 9 hRAR (SrRIAMECERER) "
a. RXIR5EME, HIAHANETIRRRIFE R LIIEE . storage failover show
storage failover show YR ANEE Ssystem ID changed on partner HE.

6. WIFREEIEMDACHA: storage disk show -ownership

BT replacement T3 RBVHAER N 2RFTVRL ID o ELUATRAIF, nodel IHEMHEEIMEZS RHHNR

45 1D 1873775277 :

nodel> ‘storage disk show -ownership’

Disk Aggregate Home Owner DR Home Home ID Owner ID DR Home
ID Reserver Pool

1.0.0 aggr0 1 nodel nodel - 1873775277 1873775277 -
1873775277 Pool0
1.0.1 aggr0O_ 1 nodel nodel 1873775277 1873775277 -

1873775277 Pool0

7. MR ALHEA MetroCluster BRE, BRITTRAPIRE: MetroCluster node show

EEHE, MetroCluster CERE/ LA BEME R EERE, K, M TN EaBERERERS,

HEHE DR H&HEREFEN, MetroCluster node show -fields node-SystemID Bp<Hi

HIEERIBERS ID, HZE MetroCluster EBB M E IEEIRS A L,

8. AR T =X A MetroCluster BiE, NIFRHE MetroCluster JRZS, WMRRIGFIEE R AMILS FMT
BIE DR F ID FERR B B RHERMRIBFIES,

WNREBFHE AT RS, MATRITIIRE:
° MetroCluster B2 & b FHIHUIR S,
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° replacement 1 RERMEIL R FHEENHFIFIEE,
"TEMT = MetroCluster BEEER, HEFIBINESTE HA 125 MetroCluster tJiHAB] &K S E k"

9. MBRIEHARLEA MetroCluster Bt &, BRIIERTERES TR MetroCluster node show -
fields configuration-state

nodel siteA::> metrocluster node show -fields configuration-state

dr-group-id cluster node configuration-state
1 nodel siteA nodelmcc-001 configured
1 nodel siteA nodelmcc-002 configured
1 nodel siteB nodelmcc-003 configured
1 nodel siteB nodelmcc-004 configured

4 entries were displayed.

10. RIS M T REREFEEMEMSE:. vol show -node node-name

M. MREESEHEINZRAT BiEE, BMETEENTSABAE: storage failover modify
-node replacement-node-name -onreboot true

I 2 . BB ID ( MetroCluster EiE)
EN T EMetroCluster EEBEHEFHDBECRZID

1517 ONTAP BRI 2 MetroCluster EBER, S MFohiSHE B MO ELTizHIZBNARS ID , ARA
BEERRME EEBITIRS.

KFUES
It (e BUERE Fia1T ONTAP BIIXTS 52 MetroCluster ECE IR S,

(U RIS AR (5 Beny (0 F MR &

ZRT R EBEEHEPRITEPRIT R
* replacement T1 RZUMIRIELT BHEMZIHRT /BT R0
* health T8 R B4 T RHY DR EEX T,

p

1. R EKEFBE replacement T, N ctrl-c UHBIEENITE, ARMERHFEEFIEREEH
F PR R0IE L,

BT £S5 ID NLE, RGURTREEBERE ID K, ERBIHEAN Yo

2. NBITTREBFH T REESIHRSA ID : "MetroCluster node show -fields node-systemID
, dr-partner-systemID’
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Ut fBIH, Node B_1 ZIRT R, |[HZRZE ID /3 118073209 :

dr-group-id cluster node node-systemid dr-
partner-systemid

1 Cluster A Node A 1 536872914
118073209

1 Cluster B Node B 1 118073209
536872914

2 entries were displayed.

S ERMT R EMNAEIFERNRTHAEENNARA ID . disk show

UL RBIH, FARS ID A 118065481 ©

Local System ID: 118065481

4. {F/H Mdisk showsn SIRERHI RLAIDE EEM D ECHAERFIEN (M FFASRY): disk reassign -s
old system ID

EERRABIF, SH: disk reassign -s 118073209
RS REHEERY, el UEE v,
S WIFRBEIEMPYECHE . disk show -a

WIEET replacement T IR B E B replacement TR MIFh R4 ID o TELLTFRAIA, system-1
FrifEEEIE S RN RS ID 118065481 :

*> disk show -a
Local System ID: 118065481

DISK OWNER POOL SERIAL NUMBER HOME
disk name system-1 (118065481) PoolO J8YOTDZC system-1
(118065481)
disk name system-1 (118065481) PoolO J8YO9DXC system-1

(118065481)

118



6. NBEITTRARFN T mH, WIERS B REFEMIZOFEE:

a.

BEHHAEENELT): set -privilege advanced
RGIRTEHREH NSRRI, ERIUEZE v, RERSEENRTRE (*>) o

Wz EERE B RF: ssystem node run -node local-node-name partner
savecore

NRer SIS savecore IETE#HTTH, 1B F savecore 5eill, ARBALIE, ERJLUER

ssystem node run -node local-node-name partner savecore -s RIS 1&iF
savecore HJi#E, </info>

C. ;JROIZIEIENELFI: set -privilege admin

7. YN replacement T FHIFIER (B3R * > I85R) , B RHEFERHEINFIEFRTR/:
halt

8. [35h replacement Tim: boot ontap

9. 7£ replacement TTAE2RENGE, HiTYIEl: MetroCluster switchback

10. Z&3F MetroCluster Bg&: MetroCluster node show - fields configuration-state

nodel siteA::> metrocluster node show -fields configuration-state

dr-group-id cluster node configuration-state
1 nodel siteA nodelmcc-001 configured

1 nodel siteA nodelmcc-002 configured

1 nodel siteB nodelmcc-003 configured

1 nodel siteB nodelmcc-004 configured

4 entries were displayed.

11. 1 Data ONTAP HZ&3F MetroCluster ERERIE{TIE R :

a.

b.

KEMNEHE LREEEERMEITIRAEIR: ssystem health alert show
ffaik MetroCluster BEEEE B FIEEER: MetroCluster show

17 MetroCluster #2&: MetroCluster check run

271 MetroCluster t0EMILER: MetroCluster check show

51T Config Advisor » ¥EINetApp Sz ERYConfig AdvisorTlE. MiEA
"support.netapp.com/NOW/download/tools/config_advisor/"s

1&1T Config Advisor j&, E&E % T AV HIRRHE L P RIZ IR LIV,

12. SRR

a.

AT REERTL, BANSENERS]: set -privilege advanced
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https://mysupport.netapp.com/site/tools/tool-eula/activeiq-configadvisor/

HEGIRTESASHNSREAH ETSRRIETRRT (¥>) B, EFEER v #1TM,

b. £ -simulate S 1TYIEl#2{E: MetroCluster switchover -simulate

C. JROIZNEIENELFI: set -privilege admin

E 6. RKHEERHIRE] NetApp

RIREMHEMEY RMA RBRREEFEERHIRE] NetApp o "ERfHREIFIER " BEXFMER. FERNNHE.

HIHIREEIR - FAS9000
EiREREIEXA, MM TIHERURZE, EENITHAERANER,
REPHFIE EMEGNAESEET; BN, EURBERREARLE,

ETUREY, FHEAER. BRBXEITHIZERER PSU,
* RSP BAT—RER— 1 EIR,
@ RUFEMNERE TEREROHAERER, RAHAIEEE!T, B ONTAP ZRIEHIS
RIZBXEFRERES, BEIERERALL,

* REHMEBEHEEUATES,
* BIRER Ban# T EREIRE.

() AW ERREETEMETEREN PSU . BRAGKHER,

p
1. RIEEF S HIRESS0ET BIR LA LED MEZEERNBEIR.
2. MR AREEM, FBIERREEM,
3. XHRBIRH M REIRL:
a. XHEIREREIRFX.
b. THRERAEER, ARMEIRKTEIFRL,
C. MEEIRIR TR,
4. FERFRFHENEEIRE, AERBERMIFERHIL,

(D oTaRd, SReRRFaREEs.

120


https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma

N Y VAR

)00

o BUERH

o. WIRHTEIRNFXRLTF OFF (UE,
6. ANMFXERFNSHBESZFNEFHNAONTT, AEREBREREAIE, BREBE DL,

BRAAREME, REERRE.
()  HEEEARGE, WIRATA, CTESBTESES.

7. EFTERERBIRML:

a. FFERAEMIEREI IR EIR.
b. {E A FEIRLE R 2305 FEIRLL B E B FE IR,
ERMEMEBRE, K LED L AEE,

8. fIFHERIRAVERIR, AARWIERIRIESRN LED RIEITIE R,
Y PSU et AMFER, REBHEIR LED SR, MIRIREBE R LED RASAN, BILaMESER.
9. IZEREMFEMAY RMA BRI SR SRR E] NetApp o "EMFREIFEH"EXIFMMER. 1BESNIH,

SEHRSCAY A ER - AFF 9000

BEEERITFIBZEIRPAYSCETET#E ( Real-Time Clock , RTC) BB, LUBREEHERET
B][E & B R G AR S M N R TE R A AR E5ET T,

* BRI IR ED RS RAIFHIFIE ONTAP WAL 5 £
* RERHFTEREMARLIIERIRTT; BN, SRR RRA.
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B IUERLZIARIR RTC B,

$1F: XARBITHIZE
RIBFERSGREGEENRRE, ErIUERATRNEIZXFSEEZIRATITHIS.
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TN . KREHELE

BRAZHEHEE, COMRELHRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NS MENEZRITHIZSSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BEI 2 ¢ $EHIZR I F W T = MetroCluster H1
BXAZHITHIZE, BHIRERHIZSRES, FEVERYIRITHEIZS, UESITIEENITHSSSREMNT
BT HI2sE B IR AR,
XFIbESE
s BAEIIRES B REFRIFERELTITARS, UENEITIEENITHIZS A,

BB
1. ¥€7 MetroCluster RS UBE ST HI2S R C B EIZTIEEAVITHIZE:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.

124



controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates Y BERES,

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MNREBEWT R, ERILIER -override-vetoes S EH AH MetroCluster heal 885, WR{ER
rIiESE, MARSEEZSTAELLEEIRIERIRT IR,

7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. ERMITHERIR L, WiFFEIR.

528 EITERIZEER

BihEEHRRARANS, BTN RGRETMEH SRR, ARBEH MRS ER ERER.
p

1. INRE AR, FEFEM,

2. NZHUTHIZERIR T 404k, HIREGEENERUE,

3. MTEOLREF ENEERHE, BRIERSILLE,
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4. e ORIEF, EHE2RENSE, AERITHISEREHE.
R SRR LAFERT , IBHARESHHE R SR IRBVERER.

O BHTHISFRRNERFALMAETROFEL, HTEREENECKE, BERBEEHHEERNERE, AR
[ LB ERF R EMITRISFRRPIE L,
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o I SRR S PUE IR

3% EM|RTC HEith
BT RTC B, S ETRISSHRRPIEISRIREM, FEMIEFRY, AREXRRREEREM,

TR
1. INRE AR, FEFEM,
2. % RTC EBith,
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0 RTC Eih

9 RTC HithohE

3. R R AR, FHIER MBI, AEEMEMERPEH,

C) M%ﬁ%¢gﬁ%ﬂ@,ﬁﬁﬁﬂﬁmmﬁo%%WEM%,%ﬁEﬁH§E§%¢O%%
BSOS BT em Bt E,

MBrEs BB RN P B R A i,

PRI HI SRR By == ST 2R,

BT RTC BMBRTE, AR BRI E TH#E, FEmNBMERR,

BN ERM, BEREETE2REEBMERF, HERMER.

B REEHISRRIRIN S,

© N o g

£ 4T ENREERISRRAIGERNE / B
ERIEHISRRTANE, BONERFIEFERRRIZRSERR, EETGIE LNNEMEH, ARR

Eo

R
1. MRERXEERE HIEHIBRERER, FREK,
2. BRI RRHRIRS AP ONTT, ARBIEHSERREREARAN—F
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BRERSERTEBANETR, BRIFRFIETIEXE M.
3. IRERBEEMNARLAHITH L,
MREBE TN EFLHREE (QSFP & SFP) , FIEBAEERANENERLEE.

4. MREHRTEIR, BEMBANLRR, AREMREERLETER.
O. FERTHIBREIRAVEIR R
a. AOREBEFATTAUENERT, BHENTHIZSRERR, BRIESPIRATEMA, ARRKLRIEF
BLESEME.,

() #esIsEmmANAER, WIRAEA, UGHRITEES.

b. INREAREMLEMALERIGE, BENREZEE,
C. ERMIFHERALRET LA EIRIRE.,
d BERAEMEEIBFNER, ARTAERUBHEDEE,
€. 7f LOADER &R T E S 28,
6. EE=HIR LRI EIM B HR:
a. f£M show date BALMEEBITINRFHIT R LRI BHAIFIETEL
b. BT = L LOADER Rk, teZEatafl iR,
C. IBHME, BEEM set date MM/dd/yyyy BB,
d. WNBHE, 5 set time hh | mm : ss BLTE GMT HIGERTE,
e. A BT = LAY B HIFIETEl,
7. 7£ LOADER 27 ff4, BN bye UEHIAK PCle RAMEMAN, AEILT REMBE.

8. XTI HMESE, FPHRMEIESEIEIT: storage failover giveback -ofnode
impaired node name

9. MRBZABNRIE, BEMRBAT: storage failover modify -node local -auto-giveback
true

% 54 YIENT = MetroCluster B0 & FHIERE
SN RIEAIH ST = MetroCluster EE &,

P$IE
1. WIFFrET RSN T enabled IR MetroCluster node show
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cluster B::> metrocluster node show

DR
Group Cluster Node

Configuration
State

1 cluster A
controller A 1 configured
completed
cluster B
controller B 1 configured
switchback recovery
2 entries were displayed.

DR
Mirroring Mode

enabled heal roots

enabled waiting for

2. BIFFRB SVM LHEFHRIP BB E5EM . MetroCluster SVM show
3. WIHMEERFEERITHEMRBE LIF TS EMIN5ER: MetroCluster check 1if show

4. 155

WRYEFE Eﬁkﬁ@?%%
show SR IOEIETERH

BITIEENEEPNERIT = E{FAH MetroCluster switchback #F<
S. WFYICliR{ER

EBE5ER: MetroCluster show

cluster B::> metrocluster show

LHITYIEL

LHEBWTF waiting for-switchback IRESH, YIEHRENDEIRTT:

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

HEBT normal IKEBY, HIEHRIESEM.

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

TTHELZIIRTS,

6. EFHEILEA SnapMirror B SnapVault E2E.
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%6 . KFHPESFHHIRE] NetApp

1RIREMREME RMA 5B S IS SR E NetApp » "SHFEEIM S A X$MEE. B8 NHHE,
X91148A 1&iR

RN X91148A &R A— AFF A9000

EoILUBEEERSIEFZNRFAF R NIC HFMEIEACS TR NIC SiFEiEHcss, 3¢
BRI NIC NEEEEC RN B RFEF N THVIFEIHEEPRERFR 1/0 ER,
FrE2Z Bl

* 7 "NetApp Hardware Universe" H{RHT /0 2R S EIEEIZITIVR S ONTAP IRAEFES,

* WRBZ A REE, FEPRERBELLS "NetApp Hardware Universe” HEFRIER TR I/0 R H
(ESI=v8

© BILAHETHAN /0 =R, EpiixE BiniEles, HTEMMERPREETAENE TIE 10 &R, &
INFTBYEKEEHRRY /0 1RIR, PAIG3ZIE BARIEHIER.

* HRFAE HhAHIYEREIET.
EEEABRAEEN AL RNIIX91148A1E - FAS9000

TERTLURE X91148A #RIR1EJ 100GbE NIC 8¢ NS224 T2 EZRHF BRI R HH=
RIR ARG

* BHRFKXIUSIT ONTAP 9.8 REEhRE,

* BTN X91148A 3R, EATURE BiMTHIZE, M TBEMEEPRIEETSOER, FNZER,
PAIERIE BIRIEHIES.

* RE LB 1S A BB,
* IRBSEIREE. IFRIEFXO1148ABIRAVEIE L TR R R EIZIRIR "NetApp Hardware Universe”s
* NRBR X91148A BRI AFHERIR, WARLZERIRIBEE 3 M /T 76

* If you are adding the X91148A module as a 100GbE NIC, you can use any open slot.However, by default,
slots 3 and 7 are set as storage slots. JIREG X LEIFIERIENEIENE. HEARIRIMNS22404 222, s
TUBBUX LSRN, LUESEW storage port modify -node node name -port port name
;ﬁrflode network #88%: EEM "NetApp Hardware Universe" FIFX91148AEIR A] FH F MR IEIZH E thiF

* RERHFTEEMARLIIERRTT; BN, ERBFREXRRA.
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BEIN1: EX91148 AREIR NN AINICIE IR
EFHEE S TN RS X91148A RN NIC IR, SRR E S BIRE #1TiR1E,

PR

1. XEAEHIZE A
a. ZEBEmR storage failover modify -node local -auto-giveback false
b. IFEBMFTS: storage failover takeover -ofnode target node name

EHRERETR, BETME, TRFEHEN LOADER 2711F.

2. INREiE R, HIEREM,
3. HI FEIMEIETHE:
a. T HFENRESHNORIEE,
b. MTHeRMRAY, BERELTFKEAE,
C. IR FTHER.
4. % X91148A 1RIR:
a. 3§ X91148A IR SIAEENLEXT T
b. 3§ X91148A IRHBNIEE, HEFFEMNESH /0 MRBFABIFAS /10 LREME,
c. ¥ /0 MY m b, LUBERBIE 2L,
5. RS LIIEHERR FIBUR AT
6. MINBEFIRRTLEFRSIITHIZEEA: bye

() EEERBKPCe ERE A, HEREHTA,

7. MECH T RAIETI IR storage failover giveback -ofnode target node name

8. WMRBEEH, BBEBMRIL: storage failover modify -node local -auto-giveback

true

9. xtzHleE B EE RS R

WEIN2: FHIIX91148AEIRIE N IFAEIEIR
R X91148A BIRENEEIER AN EIEECTT AN RGP, EXIIRBISES BN #H1TIRE,

* HIREPBIRERENE 3 M /50 7 B

p
1. XEEHIZE A

a. ZRB#RE: storage failover modify -node local -auto-giveback false

b. IFEBmT R storage failover takeover -ofnode target node name

ERSERER, EETHE, TREEN LOADER 2711,
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2. R AR, 151,
3. I T EMMERTAE:
a. BT EFHENESHNORIRH,
b. mTFhe NS, BRELATFKEUE,
C. IR FEHER,
4. 38 X91148A IRIR L IEHE 3
a. & X91148A R 51BN 7T
b. 3§ X91148A IRHBNIGIE, HEFFEMESH 110 LEREBHABRS 110 I HEMES.
c. ¥ /0 MitFPiseem b, LUSERBIE 2L,
d. NRBLEE T X91148A BEHHITEME, 1EXIEIE 7 PIRRES LT &,
5. EFESHEHIZEA:
© INRERIERS | HERME SRR, EEMBEBMC:
i MINFRRFIRTRR. FRABENPRIER: set -privilege advanced
i. BFBEBMC: sp reboot
° NRBIEER S |HESAER. EMNBEFIRTTILEE: bye

() RESERILHPCIeRMEMAR. HERSHTS A,

6. MECH T R storage failover giveback -ofnode target node name

7. MREE2H, EBREBMRIE: storage failover modify -node local -auto-giveback
true

8. xt=Hl2s B EE RS R
9. REBFRFMA L ENS 224 B IRH N E L "R TIER

BB BRI R Z R R INX91148ATFiEE1R- FAS9000

CRAMEFRFRE— P HZ N IE NIC HEFEIRR, T HERF—TZ 1 X91148A 17{#
BRLZEKFETEETHRAH,

* ERRSYBTETT ONTAP 9.8 REFIRAS

* EXRUTHITRIN XO1148A R, EUFUEE BIREHIZE, FMKIER, ABEREEMEHIS,

* IRER X91148A BRFMAFEEEE, NATRIERLZLE/EIEE 3 /R 7 .

* If you are adding the X91148A module as a 100GbE NIC, you can use any open slot.However, by default,
slots 3 and 7 are set as storage slots. IR EIGXLEAFIE R IEMLIRIE. HEFRIMNS224BERL2. Wds
TUBLXLEEE. LUESELW storage port modify -node node name -port port name
1:;node network 8%, 1BEZM "NetApp Hardware Universe" FAFX91148AEIRE] T ML EZRE (thiE

Bo

* RERHFTERMARLIIERIRTT; BN, SRR RRAH.
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BEIN1: EX91148 AREIR NN AINICIE IR

BECRLEZNAAPRE—THZ N X91148ANIC 1#ER, ERTMRRAPHI—PRZIEE NIC
B TFAER IR
3
1. If you are adding an X91148A module into a slot that contains a NIC module with the same number of
ports as the X91148A module, the LIFs will automatically migrate when its controller module is shut
down.If the NIC module being replaced has more ports than the X91148A module, you must

permanently reassign the affected LIFs to a different home port.i&5& Il "i£#% LIF" for information
about using System Manager to permanently move the LIFs

2. XAEHIZE A
a. EHBRIRIE: storage failover modify -node local -auto-giveback false

b. IFEBIRTI M storage failover takeover -ofnode target node name
EHRIEZER, EETAGE, TRIEHEN LOADER =R,

3. IR AR, FIEMREM,
4. W B 110 R LB H L,
. MANFEFRENT B4R /0 1RIR

a. WTIHFENESOREH,
DR IEHBEFE.
b. A FHEEMIEFB, HEEIELATFKEUE,
/0 BRMMFERIE, HM /O EEHIBH KL 1/2 &t
C. fiImh I/0 ERMEBIHLA , /0O BIRMAAEFRET T,
HRRERER 1/0 #RIRFRTEBIIEE.
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10.
1.

12.

13.

0 /0 RSB FBNES

9 /0 ke - B Te 2 R

R X91148A 1RIRLEE| B MEIET !
a. Ff X91148A BIRSHBEIENG M 770
b. 3§ X91148A {RIRIBNIEE, HEFEFHMNESH /0 MEFPIFES /0 LREMS,
C. ¥ 110 R Em M, LUBRREIE R,

EERTIFEMZED BLERITH| S A FIEIER

TERS LT IEIRERR B IR 3o

MINHREF RO ENRBIIZHEIZEA: bye

() RESERILHPCIeRMEAL. HERSHTA,

MEEH T RRRETI A storage failover giveback -ofnode target node name

MRBERZH, 5EABMIRE: storage failover modify -node local -auto-giveback
true

SNRIEIEIENE 3 T 7 I X91148A FEERIRINA NIC 1E3R, MIXFMLEERE, XS MmOFER

storage port modify -node node name -port port name -mode network B

irhleE B E8 RS R
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WEIN2: HFNIX91148AIERIE N TZAEIRIR

BEAEETRERHNRATRE—TIHS T X91148A FHEEIR, ERIMIFRETH—PHZIE NIC
B FHEIEIR,

p
1.

136

IR (RS BRRE 1SR XO1148A BIRLRILEIHHIE 3 #1 / 8¢ 7 &,

B
Z3

If you are adding an X91148A module as a storage module in slots 3 and/or 7 into a slot that has an
existing NIC module in it, use System Manager to permanently migrate the LIFs to different home
ports, as described in "iF#% LIF",

KANEHISEA
a. ZERBmRE: storage failover modify -node local -auto-giveback false

b. IFEBIMTR: storage failover takeover -ofnode target node name
EREERER, EETHE, TRFEN LOADER 2711,

NREEARIER, BIEREM.
R TB1F 110 IRIR ERIFR B4,
MAFEREIT B4R 1/0 1RIR:

a. T HFEMNRSHINICRE,
O EHBE .
b. mFhese 8, BEFIHAFKFAE,
/0 BRMMFERE, HM /O EEHIBH KL 1/2 Tt
C. $izh /O WRMEBALF , # 1/0 RIRMANFEFEI T o
HRIRERER 1/0 HRIRFRTEBIEE.
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10.
1.

0 /0 RSB FBNES

9 /0 ke - B Te 2 R

1 X91148A IR LG 3

a. ¥ X91148A EIRSEIEIALE I 5o

b. & X91148A B NIENE, BHEIHFEMESH /0 MEHBIF®S /0 LS.

C. ¥ /0 MR FPEEm L, LUSEHRBIERIL,

d. NRBRES— XO1M48A IEBRHITEME, EXEE 7 FIRRESHITIREIMZES R,
MINBREFRTALERBITHIEA bye

(D) s ERBLPCe ERE A, HEFBITA,

MEEH T RRET R storage failover giveback -ofnode target node name

MREZH, BEBHABEMASE: storage failover modify -node local -auto-giveback
true

iEhes B E8 RS R
RIBRFTR RENS 224 A2 R H N E AL PRI TIER
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