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BIFIRIR
WMRARGFM T —55AutoSupport (ASUP)ER. 15HITHISSHEFEREMN. NS EHRIZIRIR,
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X91148A &R
X91148AIEHRE — /OB, 78 iEHI98 5 B E S| NIBIBM S ISR N RS 2 ERI ialik,

BEhiTRR

BEh T R E LA —FAS9000

BEhTRFERRBMERNERAX GBI RAEXHE (BihRE) . FAS9000R %
N[ FoIRHNRIRERERF. FFEMRINRRE,

BRI BEFERASERMNEAN—AEXAN_RRAXN (BERE) . REENMLEE, ERILRITE
FREfT AR E i,

You must have a USB flash drive, formatted to FAT32, with the appropriate amount of storage to hold the
image xxx.tgz.

BRI image xxx.tgz XHFEHIE] USB IN7FIREHeE, LAMHHGEEIRESEPFER,

* BB T REY PR EEERIEEIR var XIFRSE:

© BMITEREER, HANAREERIINEEARR var XHERF. —MIEFH HAREE—1A
#8 e0S iEHE, ATFEEZELH var config o

© BHITHETER, ERFEMLZERINATER var XHFRSE, BIIZFEEEHEEMAR.
* BRI ESIEA GBI MR R L UREIRE FRU At
* BESWEERNTR ENAU TS BRNGS:

° RPN REEEEEPRITEEFIIT R

c BITRARFHTR _ 8RBT R HA BB TR,

WEMBZASIFNRS

NBFREERANRIELZ S, BEERIIEHN R LENNEZIASZIFERIRS. KER
FIONTAPHRZAS B B X #FNetAppEINE (NVE), HIEXAITH B2 aileERAEIEEREDS
WFEDNIRES. FASQVO0 R AN ZIFFoIB N RMEREF. AZFEMBINRMTE,
$B 1. 1E NVE ZHH THIERBONTAPERR
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1. B EHONTAPRRAE S ST INE

version -v

SNRHH E4E 10no-DARE, MERIEBARARZFENVE,

2. FHFE NVE ZHEHIONTAPE&:
° YNERZHF NVE: TEHHENetAppEINZHIONTAPIE
° NRAZHE NVE: TEHATNetAppEINZEHIONTAP S

@ MNetApp3z MG T EHONTAPBRIREIIEH) HTTP 3¢ FTP ARSSssai At 32, 1EEEik
Boh RS, ERFEUIREG S,

$IE 2: WITRAEEIRESHESMERE

XA R 2 A, BIIEEAEEREEH SOV ERES.

p
1. MEEHNRGLER TN EHREES!

ONTAP higs BITIER <
ONTAP 9. 14. 15 EFZhR4s security key-manager keystore show

* NREBATEKM. EKM N&EsHRSHEmERTIH,
* NRBATOKM. "OKM MI&ERSHEPTIE,

* NRKREBHAZHEESE. No key manager keystores configured’
N=Es<hmEPyIL,

ONTAP 9.13.1 SR EE R kA security key-manager show-key-store

* MNBEATEKM. “external M&ESmSHHFTIH,
* MNRBEATOKM. ‘onboard M&1Ed< %I,
* NRKBAZIHEIER. No key managers configured NI &7E8p

LI,
2. RBAFHESHE T BAEIER, FITUTIREZ—!
NRKRECEZAEIESS:
TR R et R AR HIZE, HASEHMITXIIER.
NRECE 7T ZAEIER (EKM 5 OKM)
a. WMALUTERGS, EFEREERPEHEIEZRIIRE:



security key-manager key query

b. EEWMHLERHIOEHDMNE, Restored tF, ILFHETEREIREE (EKM 5 OKM) HSHIIEE
HESEMINME.,

3. IFIRIEEHNEZREER LB TMENAIREPE.



HNEREZEAETESS (EKM )
RIESESTH UL T, "Restored I F,

NRFAERBEHER true EBIRE !
BRI R X HASRIEEGIEE, HASHITIIIER,
NREFARETHERRE true’ T“BIRE"FIH:
a. BN EIRAERIAME D EHPHFE TR
security key-manager external restore
INRABSHITERY, TBEXRENetAppZ s,
b. HIAFRE S IIEZBHEMES
security key-manager key query
Haik "Restored SRR “true & A FFIE S HRIEER.
C. MNRPIERAMEME, WrJUAREMKFAHEITHIEFHUSEHITRNIZR,

IREZEAEIEE (OKM )
RIESESTH U TS E, "Restored I+,

NRFIERBEER true' 7E“BIRE"FIH:
a. &1 OKM 58
L PR EI S RAPRIER :
set -priv advanced
BNy SRR ERRT,
. BRBAEEEMER:
security key-manager onboard show-backup
ii. &5 B8 HIEI R IRA S B E XX,
MREEHRIRPEEFHNE OKM, EEBELENHES.
i, 13 [O]EIE ST
set -priv admin
b. R UL LMK IEITEIEE, HYLERITRIIER

NREFIRERRERZE true T EME"7H:



a. EFIRFEREES:
security key-manager onboard sync
HIRREY, BN 32 MFEENFERFAHSHNBRREERT,.

C) XEEERVEE EHZRAE RSN ENEESTERBEE, NRELEIERD
5B, BB RENetAppziF,

b. IBEHINFIE B IIEERHEME
security key-manager key query

ik Restored B8R true WFIEESMWIEZIAN Key Manager HEE

*onboards
c. &7 OKM 5 8.:
. R B SR PRAET -
set -priv advanced
BN Ty BB,
. BTREAEEEMER:
security key-manager onboard show-backup
ii. Y& BB RIRAS 3R B E S,
MRAEFHIRPBEEFoINE OKM, BREEELEHER.
iil. JREEIEGIET
set -priv admin

d. eI T et XAHMEIETEE, HBRERITXIER.
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FRESEEENENIEF XA SR E N EE 25, FAS9000R AN iFFoIBEIN Ei
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ER 1 T KSRERS

=pk NVE 5§ NSE 15/5, BEEXFTRITHR,

p
1. R=454E 28 29 LOADER 2R 1F:



NRZHEHIBETR ... BA ...

LOADER 12T 3£ ZE "Remove controller module" o
EEEFEFRE . ¥ Ctrl-C , AREHIERNEE v,

AR EERRTT AR METEBNEHSRRENEERRAITEEE. storage failover

FHEET) takeover -ofnode impaired node name

L2IRITHI2E £ Waiting for giveback... Y, &% Ctr-C , ABEIE v

2. £ LOADER 127~ , HWIN printenv UIRFAIEREFET 2, BHHEREDBEXXHT,

() nEESRERTRTEERET, WikhSTaTRIER.

YEIN 2 © 512U T MetroCluster A1

After completing the NVE or NSE tasks, you need to complete the shutdown of the impaired node ;& : 1R
EHARFGRANT = MetroCluster B2E&, iB57ERLHEESE,

BRAZHITH R, BOTHEERISAAS, AECEERERER, UESTESNIZHIZRSEMZIRES
et (IR,

* If you have a cluster with more than two nodes, it must be in quorum. IR EEKIXE |1':Fikj?,1:ﬁ4k?ﬁﬁﬁ
HiEHIZE R ITIRR A EE R false. NMAAEXAZTITHIZR 2B B IEREER ; BEL "H1a5
EERED,

* NRIBFERBIZ MetroCluster BtE, MAMHIAEECE MetroCluster ILEIRZE, HETRATFEBRBEAILE
%E’J’U(u (MetroCluster node show ) °
PIE
1. ANR BT AutoSupport , N3&E:Z A AutoSupport SEHBEZIFBTNBIEZRR]: ssystem node

AutoSupport invoke -node * -type all -message MAINT=number of hours downh

AR AutoSupport JHEZ BB ZERFIFR/NY: clusterl | * > system node AutoSupport
invoke -node * -type all -message MAINT=2h

2. NIBTTIE BB IS S 2 H ERI3E storage failover modify - node local -auto
-giveback false

3. BZmIEHI2E 2~ LOADER 127457 :

NRZIRITHEEET. ... A4 ...
LOADER 12 BET—%,
EEFFRE ¥ Ctrl-C , AREHIERNEIE v,
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NRZHEHIBETR ... BA ...
AR EERRTT AR METEBNEHSRRENEERRAITEEE. storage failover

RE) takeover -ofnode impaired node name

L2IRITHI2E £ 7R Waiting for giveback... BY, % Ctr-C , ABEIZ v

o

Option 3: Controller is in a two-node MetroCluster

52 NVE 5 NSE 575, BREXAZHTR.
()  REORARFAWTS A MetroCluster BEE, W/NEMILBIES B,

BRAZHITH R, EOTHEERISRARTS, AECEREIRHR, UESTESNIZHIZRSE MZIRES
e BT (IR,

* If you have a cluster with more than two nodes, it must be in quorum. I1REEFKXE |J1‘=Fﬁ§21§1ﬂkﬁ§§¥
BB E R TR A E E R false. MAMEXFAZHITHIZS ZAIF ERZER ; F80 "FHa5
EERED,

* NRIEFERBZ MetroCluster BEE, MATHHIAEEE MetroCluster BEERT, HFEATRATFEBHALE
EHPRAES (MetroCluster node show) o
PSIE
1. R BT AutoSupport , N3&E;Z A AutoSupport SEEZIFBTNBIEZRR]: ssystem node

AutoSupport invoke -node * -type all -message MAINT=number of hours_ downh

AR AutoSupport JHEZ IEB&HBIEBERFIF/ Y. clusterl | * > system node AutoSupport
invoke -node * -type all -message MAINT=2h

2. NIBTTIE BB HIZVITH| S 2 H ERI3E: storage failover modify - node local -auto
-giveback false

3. BZRIEHI2E 2N LOADER 127R4%F:

MRZHITHIZRETR ... B4 ...
LOADER 1&7RfT BET—%,
EEFFRE ¥ Ctrl-C , ZARELRIMERIEE v,

AFIRETHREBRERT AR METEENEHZZERGEEZHRNIEHEE: storage failover

S T)) takeover -ofnode impaired node name

LR HI2E B7R Waiting for giveback... BY, 3% Ctrl-C , ABEIE v

o
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BEEMBNE, SOE FTRANEHISFRR, REBNBN TG BHREERE] USB NFIREIER.
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BihEHEHRARNAENS, BTN RGRE TG EER, ARBEH MER S ER ERER.

p
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4. e ORIEF, GEHE2RENME, AERITHISEREHE.
ReiEh SRR LAFERT, IBHRESHHEH SRR IRBVERER.

O BHTHISFRRNERFLMETROFEL, HTEREENECKE, BERBEIEHSEERNER, AR
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BEBFE

BrhiT R

1. BRSNS EOEERE, BRHNFEMEINEREN, AEREEEREEH R,
()  EmsEsNREER AR, RAXETESRNEHRENF.

2. BFERBRINRBASS BN RIEENTT, ARRKEERENGE,
3 BRI, WRETEEETHER,
MBERE, BIHBHN RFAREEMENEE,

4. mT™ERIN RLUES BN RN ERBIE R,

O. EMTREITHIBRIERE, HEASRIEHRERE FAVEMS TRFER LAEENTT, AR EREE
NELo

£ 3% BERmRGEREIBIIN R

TR LUERBEREMER USB NEFREIZRFARRELEIBABIIN . B2, EUTIEIIRIED BT
R var XH RS

* B MEBE— BRI 32 (uRY USB AFIEEEE, HEBREZ/DN 4GB,

11



* 5RITHIZRIEITHY ONTAP BEGARAHEFEIAVEIZS, A LAM NetApp 2#fihm Y "Downloads” #3593 T4
MERZAIAR

* YIRBAT NVE , BRI THIRAFRIET, £H NetApp HMNE TFHRE,
° JIRKEA NVE , BRI THIRATRIET, EAMER NetApp SMERIER T FHIRE.
* MRENRARIRILALG, WAFEMLERE, BELR var XHRSH, GOIHRITIINIERBE.

p

1 BRI RIRARIE SRR OXNTT, AERKTHISRIRERENRGN—F
2. IRIEREENITHI SR ERH T,

3. & USB NFIRENZR BN IEHBRIEIR ERY USB g,

HfREE USB MFIRNSR REEIRE USB g MiEEH, MARE USB iEHainOH,

4. RITHIBERTLENRSETR, BEROBIEFEF USB NFIRENEE, AT UUFEIEHISRIRTE
2, ARROREFHREXAME.

— BT RREETRIVAER, EMSHIBRE.

5. 1% Ctrl-C /S chid 2, HEMBRERRTFTAMEL, MREREFBEIEEE, 75 Ctrl-C Lk ...
MRRERIHES, EZ Cirl-C , EFETMLUBEhEIEIFER, AEEEDRUBHEINERER,

6. 72 LOADER 2T ig B MR IEELEL .

° NRBAIE DHCP . ifconfig ela -auto

@ TEENBRKOREERMBEERT var XERFKERRE, AT5ETRIRT
T RPRRTRETEENERRO. EHaILUELs<LPER eOM ik,

c MREREFohEE:. ifconfig ela —addr=filer addr -mask=netmask -gw=gateway
—-dns=dns_addr-domain=dns_ domain

* filer_addr RFERSZR IP Hidit,

* netmask BIEZE] HA EoXt T RV E IR ML,
* gateway ZMLERIMI XK,

* dns_addr @M LR RARS25HY IP ik,

* dns_domain BB RS (DNS) H#E.

NRFEALENESE, NEFEMNEBERSEE URL PEATEREER. BRFERSBHEN

o

() copnTesEsnesy, SXFMES, TUEEHRRFLEA help ifcontig,

7. SNSRI HIB (N FIER R s LA IEIZER) MetroCluster 1, NIAIAIR FC iEHCERARE

a. FEpFEIHEIPER: boot ontap maint

12



b. ¥& MetroCluster i [1I& B NBEIFER: ucadmin modify -m fc -t initiator adapter name
C. halt R[EI41FIET: halt
XLEFERRFERS B oHBI L,

Bh S B &R—FAS9000

MImREBREBHZHRT RTREUR T R RS T mMetroClusterfit &
o FASQ000RGNHFFEIBTINT M ERF. FAZFEIBRMNMTEIE.

BFMREMEEEHZIRT SIRES BEURF AL T XANT = MetroCluster AR &,
EI: EAZHAFKERBNINERE

IRATM USB IRGHEE 25N ONTAP BUE, iREXHRAEHIGIFIMET S,

IRES BERAGRRAEAFXANT = MetroCluster &,

p
1. M LOADER #2774, M USB IRfFIRRNRBoIREMA: boot recovery

HEBRERE M USB II7F3REDER T &io

2. BIRREY, EMAMRGERIEZRE LIESNERHBIAME,
3. IBF var XHH&ES:

MRENRS ... A4 ...
WLEEE a. HRSGIETNERREENREN, Ky,
b. BT RRFN T RIGENSENERS: set -privilege
advanced

C. J&1T restore backup #8¥: ssystem node restore-backup
-node local -target-address
impaired node ip address

d ETaMmERNEEALKT: set -privilege admin
e. HASIRTNEEREELRRENEEN, &y,
f ERARTENBITRE, Kyo

TEMEEERZ a. HRSIRTERRENDEREN, #n,
b. RFRTINENBIRES
c. MERBREFERE * NEREEEHANE * (BPRNF) EI

NRAGHRTEREER, B vo

13



MRENRL ... B4 ...

TMLEERE, KA MetroCluster IP a. HRAFZIRREEFRFHERER, ¥ no
b. RGN ENBIR S
C. 15 iISCS| FEEEIEET M.

=y

ERTEB B TN B AR

date-and-time [node-
name:iscsi.session.stateChanged:notice]:
iSCSI session state is changed to Connected
for the target iSCSI-target (type:

dr auxiliary, address: ip-address).
date-and-time [node-
name:iscsi.session.stateChanged:notice]:
iSCSI session state is changed to Connected
for the target iSCSI-target (type:

dr partner, address: ip-address).
date-and-time [node-
name:iscsi.session.stateChanged:notice]:
1SCSI session state is changed to Connected
for the target iSCSI-target (type:

dr auxiliary, address: ip-address).
date-and-time [node-
name:iscsi.session.stateChanged:notice]:
iSCSI session state is changed to Connected
for the target iSCSI-target (type:

dr partner, address: ip-address).

d. MERERBERER * NEMEREEMAE * (APIRE) &R

MNRAFIRTESREEH, B vo

4. R EERTVRIRE

14

a. B A 2T LOADER 121

b. £/ printenv YR EFELTEIRE,

C. MNRMIETERIZTNEAIRE, 15FH setenv environment-variable- -name___ changed-

value BB LXMW EHITEL,

d. fF savenv L RFFIMIAIEL,
—PMERTENARREKE:
* NRENRSKEE T IR Z AL,
* MRENRSERECERHEZAEESS,

NSE 3¢ NVE , 5% ZE RIEFEEE OKM , NSE # NVE
NSE 3% NVE , B5ElATT RS E,



6. 7£ LOADER 24, ¥ boot ontap %%

*INREEF ... Ala ..*
BRIETR BET—F,
[EEFEFRE a. FREFCHTI A
b. i storage failover show SR¥LHIABINT REERFHT
ik

~

- RER a5 4EE R ECN T R
. {#H storage failover giveback -fromnode local BF<3IETI &,

. EERHRTRTA, FH net int -is-home false ApSEIZIEIE,

o o

MRAEFHZOTNR "false” , B net int revert SR XLEROEEEIHE FiH,

10. BIEHEGLBERENTR, ARIETT version —v BLLUEE ONTAP RS,

M. {8 storage failover modify -node local -auto-giveback true SPSREABNREE, A
BERR,

IR 2 © 7EXWTI = MetroCluster FR & /B 5hikE &
IRATM USB IRTH2E 25 ONTAP UG HISIFIF IR £,
IIRES FERGR R AEXANT = MetroCluster ELE

TE
1. M LOADER #@/RfT4t, M USB INEIR=IZRENMEME: boot recovery

HEBRERE M USB II7Z3REDER T &io

2. HIMRTEY, IFWARGRITIERFE LESRETHIRARS.
3. REMRE, BihtFRIEIE:

a. HRAGRTEERRENEEN, & no

b. URFIRTEENBNN, R v FFARERRRENIRMT.

RN, BREEFPIREMEE,

4. ERSGBEoHEY, 183 Press Ctrl-C for Boot Menu HEGF ctrl-c, HEET Boot Menu Bfi%E
BRIk 6

S INFET SR RIRTEIRE,
a. #1527 LOADER R,
b. 5 printenv YW EMELELE,

C. MNRIMMBETERIZTNEAIRE, 15 setenv environment-variable-name changed-

15



d. M savenv WL HREMMEIEN
e. EfTBoIT o
7EX T3 = MetroClusterfit E(FAS9000)FHIEIR &

SERBNTRRERE, HiTMetroClustertI#iig(E, FAS9000 RGN ZFFF BB Bt
BiERF. TXFEMBETRIRE,

SN RIE A7 ST = MetroCluster Bi &,

T
1. BB T 2B T enabled IRA: MetroCluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. I9FFRE SVM LM EFREP 2T BT MetroCluster SVM show
3. WIMEEREEERITHERBS) LIF IR 2T EMINTEM: MetroCluster check 1if show
4. EIETEENEEPHEMT S E#H MetroCluster switchback SaSHITHIEL,

S. IIFYIElRER T E5E: MetroCluster show

LEBT waiting for-switchback RSH, HIEHRIENIEIEIT:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

HEET normal KEBY, YIEHRIETEM. -

16



cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
normal

Remote: cluster A configured

BEST &R LAfEF MetroCluster config-replication resync-status

NRYIEFBR KB A BETERL, &
LB IEEHITHELIRS.

show BTV E

6. EFEIL{F SnapMirror ¢ SnapVault BB &,

ENNZR- FAS9000

IE BB LRIINE. FAS000RFNZFFHNRBEINRMERRTF. FZIFEME

TS
RIBERRAEIESRRE, STRAENNTRUMERRME. WRERH
BEEERN BB I IR RIS E,

EENRIERN  TAERE, Hi

150

17



IREZAEIEEE (OKM )
MONTAP S Eh3R BE R AR 32 sAE 1288 (OKM) R &L

FaZ Al

BRAREEESEFUTER:
* ERANEECENEEEIEN "EREREAEE"
* "IREEAEIESENFNER"

* EAUTARRIEHERSRE ERMEEIEM & iiE:

RIEIE 2

P

X T SRITHI2S:

1. BRI A S BRI H 28 L

2. MONTAPEEhFEH, EFMENAYEDT:

ONTAP hRrZs priz 21 gvll
ONTAP 9.8 SR EShRZS IR0,
BB ERA

"SNAIIIEAR E A SR E IR R () AL EEEERY

Please choose one of the following:

all disks.

1) Normal Boot.

2) Boot without /etc/rc.

3) Change password.

4) Clean configuration and initialize

5) Maintenance mode boot.

(

(6) Update flash from backup config.
(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive
Partitioning.

(10) Set Onboard Key Manager recovery

secrets.

(11) Configure node for external key

management.

Selection (1-11)2? 10

18
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ONTAP (R i1yl
ONTAP 9 7R ERhRZA EFRPRIAIN recover onboard keymanager

7/

BB ERA

Please choose one of the following:

(1) Normal Boot.

(2) Boot without /etc/rc.

(3) Change password.

(4) Clean configuration and initialize
all disks.

5) Maintenance mode boot.

(

(6) Update flash from backup config.
(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive
Partitioning.

Selection (1-19)7?
recover onboard keymanager

3. WIS, EHINERSEMREMELIZ:
BRRHRTRET

This option must be used only in disaster recovery procedures. Are you
sure? (y or n):

4. MNEESCENERZIEM X,
MNEEEY, EHafRREMEBARS.
BRI
Enter the passphrase for onboard key management:

Enter the passphrase again to confirm:

o BHANEMEER:

a. ¥E5M5M BEGIN BACKUP 17ZI END BACKUP 1THIFRERS, SIERITS,
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BRI

Enter the backup data:

—————————————————————————— BEGIN

BACKUP————————————— -
01234567890123456789012345678901234567890123456789012345678901
23

12345678901234567890123456789012345678901234567890123456789012
34
23456789012345678901234567890123456789012345678901234567890123
45
34567890123456789012345678901234567890123456789012345678901234
56
45678901234567890123456789012345678901234567890123456789012345
67
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA



AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA

AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARARA
AA
01234567890123456789012345678901234567890123456789012345678901
23
12345678901234567890123456789012345678901234567890123456789012
34
23456789012345678901234567890123456789012345678901234567890123
45
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAARAAAAAARAAAAAAAAAAAAAAAAAAAAAAAAAAANAAAAANAAAAANAA
AA

——————————————————————————— END
BACKUP--————————— = —————

b. M ANRBLERE, BRREER,
mELETN, FETUTHES:

Successfully recovered keymanager secrets.



BRI

Trying to recover keymanager secrets....

Setting recovery material for the onboard key manager
Recovery secrets set successfully

Trying to delete any existing km onboard.wkeydb file.

Successfully recovered keymanager secrets.

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b db g
khkkkkhkhkkhk ki hrkkhkkhkkkkkhx

* Select option " (1) Normal Boot." to complete recovery process.
*

* Run the "security key-manager onboard sync" command to
synchronize the key database after the node reboots.

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b i b b b b b b b b b b Y

R b b b b b b b b b b b b b b b b o d

@ MRETHHHERAEUTARS, B7N#HEEIE{E. Successfully recovered
keymanager secrets . H{THPEHIFRULEEIR,

6. 3R 1" MBI B4R R ThiH NONTAP,



10.

BRI

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b g

R IR I e I b dh db I b I b db b Ib b 4

* Select option " (1) Normal Boot." to complete the recovery

process.
*

R R i e S i b I b b b b 2h b b dh b Sb b 2 dh b b S b dh b b S b dh b b dh b db b db db b b b b 2h b b dh b db b b db b b Sb i db b 4

R b b b b b b b b b b b b b b b b b

(1) Normal Boot.

(2) Boot without /etc/rc.

(3) Change password.

(4) Clean configuration and initialize all disks.
(5) Maintenance mode boot.

(6) Update flash from backup config.

(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive Partitioning.

(10) Set Onboard Key Manager recovery secrets.
(11) Configure node for external key management.

Selection (1-11)2 1

A Hlgg TR e EmUTMER:

Waiting for giveback..(Press Ctrl-C to abort wait)

KT ERINFIERIZSE

AR HIEE -

storage failover giveback -fromnode local -only-cfo-aggregates true
KT RIIEHIRE:

{XfER CFO BERMfE, AP EAEESE:

security key-manager onboard sync

HIGRREY, WMAERSCERRSEAEIESRTEE.

23
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1.

12.

13.

14.

BRI

Enter the cluster-wide passphrase for the Onboard Key Manager:

All offline encrypted volumes will be brought online and the
corresponding volume encryption keys (VEKs) will be restored
automatically within 10 minutes. If any offline encrypted
volumes are not brought online automatically, they can be
brought online manually using the "volume online -vserver

<vserver> -volume <volume name>" command.

(D NRED AT, MREISEHETRT, FESHEMES. MRRAPKY, NTEREISEE
R ZAIETHEIRERS. B7HERE, HEHRGEILERRPRIIALE,

HIAFREZRYIERY .

security key-manager key query -restored false

ZE R AMNREERER, MREMERER, BFEERTHS, BEIRBEERELENLL,
KT AR HIZE:

IR 8R

storage failover giveback -fromnode local

NRFERT Bk, WERE:

storage failover modify -node local -auto-giveback true

SR B AT AutoSupport. MR ER B &hIEEZRA]:

system node autosupport invoke -node * -type all -message MAINT=END

SNEBZIAETERS (EKM)
MONTAPE o ER RN R IAEIRSALE,

Friazal
MB—PEET REEDPREUTXHE:

p

*Icfcard/kmip/servers.cfg X {43, KMIP AR5 28tk Alim O
*/cfcard/kmip/certs/client.crt' XX (& FiIiE+H)
*/cfcard/kmip/certs/client.key X4 (ZFIHZEH)
/cfcard/kmip/certs/CA.pem X (KMIP 5528 CA IEH)

&



KT R HlE

1. A E IR R R ST HI28 L
2. JEIREIR 11" MONTAPB SIS &,

ERBhRERA

3. HIMERAY, FHRIAEEWRERIFRER:

Normal Boot.

Boot without /etc/rc.

Change password.

Clean configuration and initialize all disks.

Maintenance mode boot.

Install new software first.

Reboot node.

Configure Advanced Drive Partitioning.

) Set Onboard Key Manager recovery secrets.

(1)
(2)
(3)
(4)
(5)
(6) Update flash from backup config.
(7)
(8)
(9)
(10
(1

1) Configure node for external key management.
Selection (1-11)2 11

BRI

4. HIRREY, FRATFPRNRSSRES:

o

e o

®

Do you have a copy
{y/n}
Do you have a copy
{y/n}
Do you have a copy
Do you have a copy

of the

of the

of the
of the

/cfcard/kmip/certs/client.crt file?

/cfcard/kmip/certs/client.key file?

/cfcard/kmip/certs/CA.pem file? {y/n}
/cfcard/kmip/servers.cfg file? {y/n}

WMAEPIRIER (clientert) XHHIAZR, 81E BEGIN 1751 END 17,

- BAEFmZE (clientkey) XHHIRNZE, B#E BEGIN #1 END 17

N KMIP BR5588 CA(s) (CA.pem) XHRZA, BFE BEGIN 1 END 17,

BHAKMIPARSS 28 Pt

- HIN KMIP fRSZ88im 0 (3% Enter $2{ERERIAIRO 5696) o

25
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Bl

Enter the client certificate (client.crt) file contents:

Enter the client key (client.key) file contents:

Enter the KMIP server CA(s) (CA.pem) file contents:

Enter the IP address for the KMIP server: 10.10.10.10
Enter the port for the KMIP server [5696]:

System is ready to utilize external key manager(s).
Trying to recover keys from key servers....

kmip init: configuring ports

Running command '/sbin/ifconfig e0M'

kmip init: cmd: ReleaseExtraBSDPort eOM

WmEPIETTR, HERUTHR:
Successfully recovered keymanager secrets.
Er vt
System is ready to utilize external key manager(s).
Trying to recover keys from key servers....

Performing initialization of OpenSSL
Successfully recovered keymanager secrets.

O. JEFRETN 1" MIBBISR B ER R Th i NONTAP,



BRI

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b g

kAhkKkkkhkhkkk kKX kK

* Select option " (1) Normal Boot." to complete the recovery

process.
*

R R i e S i b I b b b b 2h b b dh b Sb b 2 dh b b S b dh b b S b dh b b dh b db b db db b b b b 2h b b dh b db b b db b b Sb i db b 4
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Normal Boot.

Boot without /etc/rc.

Change password.

Clean configuration and initialize all disks.
Maintenance mode boot.

Install new software first.
Reboot node.
Configure Advanced Drive Partitioning.

(1)

(2)

(3)

(4)

(5)

(6) Update flash from backup config.

(7)

(8)

(9)

(10) Set Onboard Key Manager recovery secrets.
(1

1) Configure node for external key management.
Selection (1-11)2 1

6. INREZATBIRiE. MWFEREE:
storage failover modify -node local -auto-giveback true

7. SNR B AT AutoSupport. MR BhelEZ=A:

system node autosupport invoke -node * -type all -message MAINT=END

B EER 4R [E]24 NetApp - FAS9000

1@&,.\\5#[‘5@[‘115’] RMAlFEEHEF'E’Hml_, R PR ER R E2aNetApp, S "B IR [EIF] &
" BZERIFSNIH. FASO00RGNZFF BT RinERRRF. F2FFBEREE
TRE.

B F IR RN E R AZ O R EIR IR - FAS9000

WNRALGEM T —5% AutoSupport (ASUP ) JEHE, ISHITHIZSEIREMNL, NAEHR
IEFER, BNASHIEEE TR, MRHEA AutoSupport , 1EE] LUBT IR IEEK
fZ LED ) EIMEEFIRIR, EXn]LURINISER 1 TB X9170A #Z0V AR EIRIR, (IRETE
AFF A700 R %t NS224 IRGh2828, NMIFEE SR,
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ezl
* BT HRIRA G R MR R R REIREA FRU At
* BXRMMEREFRROGA, BEL PUGEHREFIER
* EMIRR, EMEURMNEFSIORMERIRE, BART R EERIMEER .
* AFF A700 378F 1 TB fOREAEIRIR X9170A , WIREFRN NS224 IXnhsiR, NIFEBREALRR,
* FOFEEIRIRA] AR TEHEIE 6-1 A 6-2 o BINHR(ESLEERRRLZEITIEE 6-1 o
* X9170A i DAEAEIRIR AN A ko

%

13 XAR BT 28

RIBFERSGRRAEENRRE, ErIUERATREIZXFSEEZIRATTHIE.
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TN . KREHELE

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BEI 2 ¢ $EHIZR I F W T = MetroCluster H1
EBXAZHITHIZ, BHIRERHIZSRES, FEXVERYIRITHEIZS, UESITIEENITHSSSRENT
BT HI2sE B IR AR,
XFIbESE
s BAEIIRES B REFRIFERELTITARS, UENEITIEENITHIZS A,

BB
1. ¥€7 MetroCluster RS UBE ST HI2S R C B EIZTIEEAVITHIZE:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.



controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates Y BERES,

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MNREBEWT R, ERILIER -override-vetoes S EH AH MetroCluster heal 885, WR{ER
rIiESE, MARSEEZSTAELLEEIRIERIRT IR,

7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42

Errors: -

8. ERMITHERIR L, WiFFEIR.

% 2T BREHFMNEFRIR

NVMe SSD Flash Cachef#iR(Flash CacheEFIEIR) B HILAIIEIR, They are located in the front of the
NVRAM module.To replace or add a caching module, locate it on the rear of the system on slot 6, and then
follow the specific sequence of steps to replace it.

FHaZ a8l
EHNEFERAROIRRIEERMS, BREIRTENBER:
* EXARSERRNEFIRRISNVANRER Y,
UM FFERERE.
* EARMNREREFRRZ AT, BIRT R T LOADER #RRFT4k.
* BRPEFRRONS K EHENEFERAGHERNSE, EALREE MR FHFRMNE.
* FERARPHFEHMAFSIIERETT, B, SOMERRARR.
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p

1. R RN, BIEREM,

2. BERFEREAMIRIAGER LED , TEHfE 6 PIREIMIEEFRIR,
3. MIBREFFIEIR:

() NRBARGFNS—EEER, BIRIESERRET— 5,

280200090

o
26

]
(o)

M=

o EERBIRE.
9 ZEFRROICIEF,

a. BT EFERRIEEEBREIIZH,

@ BIERATRSNFEN /0 MEHBERBEFRR, FRSMFER /0 ORFBA#
HEED NVRAM10 1R, TIAREFIRIR,

b. et N HEF, BREFERFIRBH NVRAM10 1R,
C. BOCIBFRERENMAE, UM NVRAM10 EIRFEITFEEFRIR,

M NVRAM10 RIRAABIFFREFIRIRES, BSBNERHF.

4. REEFRIR
a. REFERNINES NVRAM10 EIRFABF O T
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b. BEFRRBERIENFTR, BEORIBFMS L.

C. hedk it F, HEIEBIERML

£ 3 & ARINEER X9170A %O EIRIR

1 TB EFIZOER(E X9170A NATF AFF A700 R4, TT/ERERIZIOERMEIRIR, OB EERBEEUTR

dbe
LSy

HEE 6-1 7 NVRAM #RIRBYIEH, BEMIGRIZOILMERIR, BREIEE 6-1 , ARRBREBESRINTF R

INEEHRIZARIR
FIaZ Al

* BRIZOEAERIR, ERRFLIUETT ONTAP 9.8 HE SN,

* X9170A B EEABIRIRA B Uik,

* EARMNSERABDLAERIRZ AT, BARTRe T LOADER fRRTFFAL,
* BRBEEIF A X9170 FOEAERIR ;. S MEHlEE—T,
* FHEASTRFAEAEMAGURERIRTT; S, ERBIERARARZS.

p
1. INRE AR, FERREM,

2. MREEME EWERL O ERIR, BHREFHRERE:

AT ey eieeail
RIDELAERRIR AT,

of0Ca0

o
Caolol

]
(o)

M=
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a. EIEIRIEERVIRIAEER LED R EIMERIR,
b. PO FLAERIR [EE RIS BB UR.

(D BNERTRSNFE /0 MALHIBERHZ OFRAERIR, HRSMFER /0 LEFB
I NVRAM10 1R3R, A BIZOELERR,

C. FERR IR, BRI OEREIRIRAEEEH NVRAM10 18R,
d. BORIEFRERA, BZOEERIRM NVRAM10 EIRPEI R HBRE—Z,
M NVRAM10 #RIRFPENTFIZ O R ERIRAY, B2 MNEHIRH T,
3. BEMZOEREIEIR:
a. MREBRERIZOIREER, BMNIEE 6-1 PEITTIRR,
b. N AEIERAYIN% 5 NVRAM10 #EERFPIFF R 5F.
C. Bz OB NS, BEINBRIEFMEALE,
d. fedkMmicinFE, BEEBIEINL
% 4 . B FRU GEMEoHEHI2s
Bt FRU 5, HMEHBIEHIZSIEIR,
TIE
1. EMNNBREFRTALEE) ONTAP , BRI bye o
% 54 YIEINT 5 MetroCluster ECEF RS
I ERXPRER =N T = MetroCluster BL &

-
1. WIEFFET RS T enabled JAE: MetroCluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.
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a &> N

¥IEPRE SVM EHNEFMEF EEEFEM: MetroCluster SVM show
FEIHESRFIEERITIEMRI B LIF T2 2 SEMINTEM: MetroCluster check 1if show
BT ESENERTPIEMT A LfFH MetroCluster switchback SLHITHIEL
IFYIEHEREESEM: MetroCluster show

LHEEATF waiting for-switchback KSR, YIEHRENEIETT:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

LHEEWTF normal RS, YIEHRIETTR.

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

NRYEIZEER KA 8E5TR, ERILUFER MetroCluster config-replication resync-status
show IR INEIEEHITHELIIKS,

EEFE I E SnapMirror 2 SnapVault Bt &,

64 RKHPEIHIR[E] NetApp

RIREMHEMEY RMA IRBREEFEERHIRE] NetApp o "HIfHREIFIER " EXFAER. FERNNHE.

FHIR B FIRIR—FAS9000

NVMe SSD Flash Cachet&iR(Flash CacheZ{ZE1Z 1R X i1 FFAS9000 R 451 1E6
FINVRAM10#&ERYEITER, Beginning with ONTAP 9.4, you can hot-swap the caching
module of the same capacity from the same or different supported vendor.

FaZ Al
EHNEFERAZOIRCHEERN, BEIURATENE

EOMEE S ERRNEFIRR MR IFR Y

* EUFTERERE.
* BMNEFRRONS R ERENEFRRAGHEFNSE, ErURBEMRFNHNE.
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* FHEZASTRFAEEMAGURERIRTT; S, ERIERARARZS.

p

1 MNREEAREM, BIEREM,

2. BERFEREEMNIRIAGRER LED , X8 6 PIREIMIEEFIEIR,
3 RRUTHBESE B RN EFIERIGE:

a. 3tF ONTAP 9.7 RERARA:

L B TFEMTRENEERRBE, BHESMEFHIS: ssystem node run local sysconfig
-av 6

ii. FEERNREFP, EESREMEBEIT NVMe 18, ERARTECHEIEE v ssysten
controller slot module replace -node node name -slot slot number UTaes

A nodel1 EAYIEME 6-2 THEIR, HET—FKHEE, BHIUREBH:

::> system controller slot module replace -node nodel -slot 6-2

Warning: NVMe module in slot 6-2 of the node nodel will be powered
off for replacement.
Do you want to continue? (y|n): "y

The module has been successfully powered off. It can now be
safely replaced.

After the replacement module is inserted, use the "system

controller slot module insert" command to place the module into
service.

iii. f5F8 system controller slot module show #< & RIEIERS,
NVMe {EEREXE T EFRNEFIERNFERER H S 2/~ Waiting for-replacement .

b. 33F ONTAP 9.8 RE S AR

L IE FERTRENEFERSE, BHSTFEYIS: ssystem node run local sysconfig
-av 6

i. FEESIRRSID, HEZERPRIESR NVMe 1518, HERFRIRTESTHEMNEIE v ssystem
controller slot module remove -node node name -slot slot number U TF&H<TH

HEE nodel EAYIEME 6-2 LU#ITINER, HER—KHEE, BHANRSMHRR:

36



::> system controller slot module remove -node nodel -slot 6-2

Warning: SSD module in slot 6-2 of the node nodel will be powered

off for removal.
Do you want to continue? (yln): "y’

The module has been successfully removed from service and powered

off. It can now be safely removed.
ii. £ ssystem controller slot module show B3% RRIEEIRE,
FWFREEMIEFIRR, NVMe iHERSERERHEPER powed-off o

(D BFEBM "s5<F M for your version of ONTAP for more details.

4. RFREFIRIR:

L]
5280808080000

=

Nzt Ediveiseail
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FEEFRROCIEF,

a. WTERFRRIEEEEEREH,

@ BNERFRSNFER /0O MIEFIEEEFRR, THRSNFERY /0 MILHPiAI#
HED NVRAM10 18IR, MAREFIER,

b. HEikMEIEF, HEIEFIERFAEE NVRAMI0 R,
C. BB FRERIZFNMAE, UM NVRAM10 EIRFBEITEFIRER,
M NVRAM10 #RIREPBIBREBIFIEIRET, IESHAERETIF,

- BEFRIRNINSS NVRAM10 #ERAAEFF O
- BEFRREBENER, BEEOREBFHS AL,
C. hefeitiBF, BEEIHBIERML

6. &/ ssystem controller slot module insert BB REFERETHANRS, WTFIR:

. REEFIEIR:
a
b

AT es 2= nodel LRYIEGHE 6-2 U FAIUESR, HETR—FHES, IBHEITFER:

::> system controller slot module insert -node nodel -slot 6-2

Warning: NVMe module in slot 6-2 of the node localhost will be powered
on and initialized.

Do you want to continue? (y|n): "y

The module has been successfully powered on, initialized and placed into
service.

7. £MA ssystem controller slot module show i L IIIEEIE RS
HafRan <M RHEE 6-1 3K 6-2 BPIRSIRE N power-on HRIFIRIEES,

8. HWIABREFRIREBNHEIRG, AEEMHINRIHEER LED R=JHS: ssysconfig -av

slot number

@ INRRBEFRRBIR N HMMEN SRENEFRR, WHNHNERIEERES LR

o

9. IZIBEMFEMA RMA BBREHIEE4RE] NetApp . "EMFREIFER"BEXFMAEE. BESNNH,

]
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HFa B LA —FAS9000
RAEHPFEEMAGFNIEREEIT, &N, BARBEARARSZHF,

* BRI IRED RS RAIFHIFTE ONTAP IRAE SR,
* IREPBREM ARG T WTFNTRER, STREBERETERSPERFERD R,

X AT HI25- FAS9000
EENFE, DIIKATHES.

IR 1 KRR

EEERTAENTREENRS. BEXEHNFEHNERXANFARGESE, BS

SRR T RI5F—NetApp iR E",

Faz Al
* RREEE L ERNNRMZE:

° ONTAP MYz B 1R 51 1R,
o FMEHIZEAIBMCHIIA A4,

* BREAAEHTERPIFNIAMILS,
* (EARHAZAIRERLRE. B

° PUITHEM "RAEETTIRRNE
° JEONTAP AR EI RS HVZ AR A,
° R RN "Active 1Q ERIEEEMNI" B FRADMBEMSKIE. HIANRSAM ERILED,

p

> w0 D

BESSHEREIER. HECARMITH S RLMECABMAIZH A MERFNTATRER

{FLEFRE & F iR/ £ 1517 NetApp £ 4t L BIELHE.
IR E DR,
YNRE AT AutoSupport. MZAIEBIEZEA. FHERASETITENZ KATE:

system node autosupport invoke -node * -type all -message "MAINT=2h Replace
chassis"

MEFTB £ T A SPZBMCHIL:

system service-processor show -node * -fields address

IBHEEE#Shell:
exit
- FEA E—F By HAEET S IPHHEIT SSHE R BISPEBMCLUSIE# E,

W ERXANBEFER
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R EERNZRET a/EICABRK. BEAERNEEFEERRREERIIE S,
8. HEZHWAEPHIA N TR

system node halt -node <nodel>,<node2> -skip-lif-migration-before-shutdown
true -ignore-quorum-warnings true -inhibit-takeover true

3+ FE B TEStrictSynctR =, FizfTRIE 2 SnapMirrorfy&E8%. system node halt -node

(D <nodel>,<node2> -skip-lif-migration-before-shutdown true -ignore
—quorum-warnings true -inhibit-takeover true -ignore-strict-sync
-warnings true

0. MNRHMUTER, BHEEPHNEG MEHISRMN Y
Warning: Are you sure you want to halt node <node name>? {y|n}:
10. FREEMTHIREE. ARRTNBEFRETR.

EIN 2 1 EHINTS = MetroCluster BB R T =

BRAZHITH R, BOTHEERISRAAS, HAECENIHUTERE, UESITESNITHIZRHE8 MZIRES
ERfFfiEHE (IR,

KFILAES
* BUTEIIRED R RERFBEFREATHIRS, UEANBITESIZH AR,

TIE
1. }2Z MetroCluster RS UBE R HITHI2S B E B EZTIEFEAVITHIZE:. MetroCluster show

2. IRIERBRET BENR, R TRESIRE:

WMRITHZFZH ... B4 ...

B Btk PEFEMITTI—D,

EN=EIE MIBTTIEB BT HIZSHITITRIAIRIEIE:. MetroCluster
switchover

KB, EEAEH EEGRER, NRATEE, BRRREEAHEIR, MR EERAR
MetroCluster switchover Bp HIRRE, BEREARAZH,
SHITUIR, HEUMERT R

3. EIBITIEERERFPIZEIT MetroCluster heal -phase aggregates Bi%, UEHMRTIHIRESG,

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MNRBEWE IR, ERILIER ° override-vetoes” 2 E#H A MetroCluster heal 3%, WREALLA]
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ESE, WARBESTMELEERIERNIER,

4. f§/ MetroCluster operation show < IR 1ERE B 5o

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

5. ffM storage aggregate show LKW ERESIIRE.

controller A 1::> storage aggregate show

Aggregate Size Available Used$% State #Vols Nodes RAID
Status
aggr b2 227 .1GB 227 .1GB % online 0 mccl-a2

raid dp, mirrored, normal...

6. £ MetroCluster heal -phase root-aggregates BERES

o

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

NRBERER, ERJLUEER -override-vetoes ZEEHT A MetroCluster heal 83 %, YRFEMLLA]
EEE, WASBESTMELEERIERNIRER,

7. B REEF L{FH MetroCluster operation show SRS WIHEEIRIERTETMK:

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42

Errors: -

8. ERMTHEREIR L, WiFFEIR.
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1% ohH EIREEH- FAS9000

REEANEPHING, BERCISEMITFIZRRIEREETE, ARFRBIIEMNL
ENIZRRRAGAHVER BN SZ HAFEE SR B,

F1H: HTERR
g
FHNFER, BETEIR, FEXABR, BHER, ARMKIBNEFETER.
1. IR KL, BIERREM,
2. XA IRFET IR
a. XHBIR EREIRF X
b. THHEIRAEER, AEMEIRKRTEIRL,
C. MEEIRIK T EEIREk
S BEBRFMLNEEIZE, ARFEBFEMIFERIIL,
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4. WEHRAEBRES LARDE,

£2%: MTXNE
EEFERIENE TRBIER, BHARIT—RINFENES.

p
1 MBELE, FRARIFMEERE—MNOAD, AEREAME, BEEERMIEESR ERKARE ERFF
» MIET TR,

2. WTFRBER LR EET, BRBEREERNHIE, BRACHNTSRFREE.

C) R RIREGE, BIBEBENTRNFRENBIRRAESS, URERAMIETIREFER
BASHE.

abe
DR
SHOHT

I%D%%? A? ‘ 3':'0':::.:' 3 —

|52 ﬁba gﬁ%%ﬁ? ' -g&c.‘:‘}‘ e G%Uﬂ:g

a%?? ,Pcrf-’.-?ﬂ ____? %ﬁi%?n‘oﬂa :.é
|

= Jzé,

(1) EasskEdivezaeiil

3. BRBERIE—,

4 WEKFERBERES LA,

%35 ETFEHISR

SERHE, CAAMIBHFEE TSR,
S

1. NZHITHISERIR T 44k, HIRRMLARNEZUE,
2. mTEMOREF ENERRE, BREBINLE,
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3. IERRIRIETF, EHTEMENE, ARBIEHSRRE HE,
R SRR LAFERT , IBHARESHHE R SR IRBVERER.
4. BEHSERBELZSHUE, MRVETFEAEMITHISRER, BEE LRPE,
4% HT VO RR
p
To remove I/0O modules from the old chassis, including the NVRAM modules, follow the specific sequence of

steps. TERFFlash CachetZiR#E EFAFERT. BT MNVRAMIZIR A E] T IZIEIR,

1. RS B4R /0 R KEXBIFTE 4o
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TERRAXEL LN EIRE, WEERIEXLHLRB ML,
2. MAFEHRENT B4R /0 18R
a. WTIHFENESNOREH,
ORI B TS,
b. A TFHEE LIRS, ERIEAFKEUE,
/0 EERMMAEHRIE, HM /O HEEHZBE KL 1/2 &t
C. izh /0 RRMEBALF , R /0 RIRMANFEFEI T o
HRIRERER 1/O 1RIRFRTERVIEE.

o /0 i HIAE FENRS

e /0 v R BiTe 2 iR

3. 3% 110 BRIRMAIE—3
4. JIEMAEFRER /0 BREE FRSE,
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55 5% EITRRRITHIZEREIRIEIR
p
A IBAAEPE] T RRRITHISR EBIRIRIR, LU REE R T £,

1 B FRRIEF LR EIERT, AR DCPM EIRE HHFE.

B || S b = }DGOGDEDODDQG

%ﬁﬁ@%&% EERRID

I tDGEDGDOOOGF}GF L

1alsletarane
e %&ﬁ%%
ielsielere %% ’ggm
S
il et

>
I ®
: & o0
LE)LDG coonod ‘
| —

i o
.
TALATeIaTeTeTaTa s nTnTaY

0 DCPM &R &8l E %

2. ¥ DCPM RIRBTELR 2 E, AEIHR DCPM HRESE DR,

56 T MIRENZRHARSAERERANE

p
B MR ENZREASAHVERE TIENAE, AEAEREZANME,

1. MR R R EI RS T,

() WRFGHTFRHHUES, NTEREN TEHREZE.

N

- ER=TAREBT, FIETEERERFEVERINRSNIOLENRPH L 2R, ARRKEBE—S,
- IR EAREM, BIEREM,

- BREI=ZADR, EDFERNES I SERAGVEFRWRSNBOKENZET L 23R, [FERIEREE
RENRARFHAETR,

- AT EBNKENRIRFIER,
- e MIBAFEREN TR AE R BE Bl E 2R E W SR AR S,

AW

(204
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7. BAFEEEEE EIREVIZRH R LA E,

8. MREEANBHLEERR, BREMBIMETET, ASBELEEERIME L,
9. MNRERREHIR, BREMIR.

58 7 2 % USB LED EREEHAAE

p
R REINRINERS, HI0F USB LED BIRMIBHIEIE EFHVIE.

1. %2 |BAMEIEE, BIRIESRIET /89 USB LED &R,

2. WMRREAEMBREYMERE, BERMEFER, ARFEELIBNME,

3. RRRins S5 BIRAAERT T 7789 USB LED FE2RXTF, AERERR—EREHEAE, BEIERANENL
55 8 . EEMAAER REFLITHIZFEIRIEIR

p
REANEZEEVRNAFIETG, EOIRREEH 2 ERIERENRREH A,

1. 3§ DCPM BRIRIIKIHSHAEF ONTF, RAEFHBERBANE, BEIHERANIIL

@ RRMBEER AT B7BRITHRRIEAT O, MRRRAZHEN, IFEHXTTIRIR
FIEEBAAE.

2. }HR DCPM {RIREE I TR,

F 9T FRNBREENFMHES

p
BEFRANERRZENBRR, SO T-RINFERNES,

1. BBANBERRASSNARNAOXNTT, ZAEREBEANE, BEEERAIL
RRBEREIMENNEG, IRIBBER LED RIANKIER,

2. WERNBERES FRSE,

3. BHR SIKAABAERNTT, AERBHEREEENIKA IR L,

£10 5. LE 0 ER

p

BLREI/ORR(BIEIBNMFAEPHIFC/Flash NVRAMIERR), 1E1REBIFEN S BIRFEH1 TR

WA MLRENFE, LUER /0 RIRLEEFFEFRIBRIEE .

1. BEMNEZEZVRIANEFGE, B /0 HERIZEBNERE, 1 /0 BRLEEE R FEPENAE
fEh, BEEHEFENRESH /0 ORAMAEMENLE. A5, 10 MieHBisTem b, LUREIREIE

2L,
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2.
3.

RIEREEIR /0 EHRHITHLL.
MHEHREMEH /0 BRES FRPE,

() RENEAETE 10 EiR, HIAHEEEE SRS,

F1M L REBR
p
TEEIRAAERY LR RS R B IR R B E AN U E R R R,

1.

2.

3.

BNFXERRAGHBES RENAETRFONTT, ZARKERERENIE, EEIEDERL
HREEREIE, RERRARE,

(D BERBARGH, WIBOTA. ETESIRFEES,
BHEERRL, FHERERANENIE L E RSB
() OBERLEEIeR. LEEIEERAHEIRR,

MNHRFAEHEREE LRTRE,

F12F . REEHIE

p
RiEh R RMEME A R EEFERE. BHE.

1.

48

REH S RRRIESHFAEFRFONTT, ARRKERNSERERENRSEI—F
@ BIRERSBRRT AT, BRIFRSIETIEXF R,

BEHI e BIEETISISRER, ATENEEEERO,
BRREEEIRENEE, ABTFER.
AECHBFR T GENERT, BEHSEIBNEEENENSHIBER, HE5RRIAER
L3, RESLOKIET, BHTEANHEMLE.

() #EsISERBaNES, BIRATA, BNTESRTEES.

EHBRIR—B R 2B EENAET, mIFBRRE,

BEELRPRE, BE MRS RERIHETR,
BEMTHRBEhELIFRN:

a. FENTEFHIEEmIEY, MNREBEFHE Press Ctrl-C for Boot Menu , a3 ctrl-c LIFERE
ohid g,



@ NREARBEIRT, HEEHISBRIREENE ONTAP , IEHIAN halt , ARE
LOADER #R/R TN boot_ontap , HEHIERIIR ctrl-c, AREERTE,

b. METHRES, EERLEFEINIEI,

SERE R E I IE—FAS9000
B IE R E A MY BIRMAI BRI IEN FEBIHAR S FH G S PR 2R 4R 2145 NetAppo

NN

% 1 5 9.[1]1#12%*}1?5’] HA )Iklu\
TR IRIENFERY HA KT, HELERNERIERSULRENRAERE.

p
1 EHPRIT, ME—EHISRIR B RAITHISSRIRAAFERY HA K. ha-config show

FRrBEAHER HA RSE N AEE.
2. NRANBEETHNERARSELEHNARARERILE:

a. KBV HAJRZ: ha-config modify chassis ha-state
ha-state ERAURUNMEZ—!

* ha
" mcc
* mcc-2n
* mCCIP
* non-ha
b. #IARBE®EN: ha-config show
3. MRMEKAITIIRIE, EEMNHRANERIID HITHL.
4. BRHAPER: halt

tEEHE £ LOADER 270

$2%: ENT EMetroClusterft B HHICIRE
I ERNRERA RN T = MetroCluster ELE

T
1. B BT 2B T enabled IRA: MetroCluster node show
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cluster B::> metrocluster node show
DR Configuration

Group Cluster Node State

1 cluster A
controller A 1 configured
completed
cluster B
controller B 1 configured
switchback recovery
2 entries were displayed.

DR
Mirroring Mode

enabled heal roots

enabled waiting for

2. BIFFRB SVM LHEFHRIP BB E5EM . MetroCluster SVM show
3. WIHMEERFEERITHEMRBE LIF TS EMIN5ER: MetroCluster check 1if show

4. 155

WRYEFE Eﬁkﬁ@?%%
show SR IOEIETERH

BITIEENEEPNERIT = E{FAH MetroCluster switchback #F<
S. WFYICliR{ER

EBE5ER: MetroCluster show

cluster B::> metrocluster show

LHITYIEL

LHEBWTF waiting for-switchback IRESH, YIEHRENDEIRTT:

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

HEBT normal IKEBY, HIEHRIESEM.

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

TTHELZIIRTS,

6. EFHEILEA SnapMirror B SnapVault E2E.

50

, EOJLAfER MetroCluster config-replication

resync-status



% 3P KHPESFHIRE] NetApp

REBEMRHE RMA HEIRSEERHHIEE NetApp o "HHEEFERBXIFAER. BESITH.

i
ISR ISR B A —FAS9000

B NnEEERET BIAIRSMY, H LR ONTAP 2ERF R4 IEF IEFRBIRITR R
%o

* FREIREhESZREB A INIE & TIE,

* NREHVARFEBV_StorageAttachiFrliE. MERITUHISIEZ FI. SIS EHMNRESE,

* MREMNRFMATF HAXF, WIETRARFNTNRSTRBEEZERNT R (EHREPERITN "%
BRR") o

* WRERRYERA MetroCluster BB, NBHNEF—T "EEEROMERESIER" UBRERTMNERLLE
EZ R

NRXZENERNRESRE, 15EE, ETWRE/\TR MetroCluster EBE T R pVizHIZRERIRES RS
HA Xt aiERI2g 2 ABE. TFENIT MetroCluster TP, RNHENRT HAXY, BILEREMERE
Bz S TE BRI SE M AP ENZIT.

* BRTRHRIRA G R MR ER LB EA FRU At

* BRI EHI SRR E R A EE R S KA NERISERR, SRR EHRITHIZEIRE AR RS

* SR BETEULIR D B E U MR Eh 2R S IX ThER 5,

s FUIRELBR, BiNSEBMNZIRT S E replacement T3, LUE replacement T 2115 |HITHIZSIEIR
HEERRZAAY ONTAP F/EEH,

* BEESMEIERNERSA ERNAUTSBHNGS:
© BT REEEMAT R
° replacement 11 R B IE IETE EHZ I T R AVHFTTY o
° health " R IEBIETTRIT Ro

* BRTRLRET RAYEH & L IR EI S A S .
LR PR N ERHRES BIIER, EER LN BRI 2 r] 88 2B E () U1 T ek FE H R

Shut down the impaired controller

EAERTENEERREDTE XFIERERHITHIER,
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TN . KRERARS

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BEI 2 ¢ $EHIZR I F W T = MetroCluster H1
EBXAZHITHIZ, BHIRERHIZSRES, FEXVERYIRITHEIZS, UESITIEENITHSSSRENT
BT HI2sE B IR AR,
XFIbESE
s BAEIIRES B REFRIFERELTITARS, UENEITIEENITHIZS A,

BB
1. ¥€7 MetroCluster RS UBE ST HI2S R C B EIZTIEEAVITHIZE:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.
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controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates Y BERES,

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MNREBEWT R, ERILIER -override-vetoes S EH AH MetroCluster heal 885, WR{ER
rIiESE, MARSEEZSTAELLEEIRIERIRT IR,

7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42

Errors: -

8. ERMITHERIR L, WiFFEIR.

BT SRR IRIE (- FAS9000

BERITHZRRET, SOMH TRRTR, ¥ FRUAHBEEERANERIZER,
AP LEBRARVITHERIR, ARBARARBHNELFIEN,

$£1%: HTEHEER

BT HISZABEAN, BTN RFRE MTHEIZRRIR, AGBH TEHRISER ERER.

p

1. R R, BIEREM,

2. NZHITHIZESIR T4k, HIREAENIERUE,
3. MTEMOIBF ENEERE, BREMASLE,
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0 O IEFRBIRH

9 ORIEF

1 e O BF, EHE2HENGE, ARRKEHSRERE LA,
R SRR LAFERT , IBHARESHHE R SR IRBVERER.

2. BIERIRERNERALREFRHNTEL, RTERENVEGIZE, BREREEEHBERNEE, AR
[ LB ERF R EMITRISFRRPIE L,
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" SRR R S BE IR H

$2F: BMBMNKR
BRI EI BT B R IR PR EL IR HI 88 FREX A IS EL R Nl 88 o

p
I BEEHSRREENREENE, ARERUTTIEEZEHZERIR EH FRU REEREIBHTR:
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o BEBFE

9 BB

2. RN BN LNEEEE, BEHNRMEINSRRN, AEREE B A AN FREE.
() EmsEmNREER AR, RAXETESRNEIRENNF.
3. BEMNESEREHSER, SENNFENDESEMINENT, AEHEBRENGE,
4 WERHNE, BRETSEEIHEER,
WEBE, B AN TS BN,
5. [ TR R UE S B AN LB,
%3 % BHRL DIMM
THaH DIMM , J5HE DIMM FEEMIBEHSBEBREHS, ABRBRESBINFHTRE,

p

1. IR RN, BIERREM,

2. $REPTHIZRIR LB DIMM 6

3. I THEMEH DIMM 897518, LUER] LURIEMRIZS MG DIMM H N\ SEHR A RO 8RR .,

4. % |8¥E5h DIMM FEIIEYF S DIMM 3HERE, 1 DIMM MIEEFREE, AR DIMM BB,

() /IVDIBE DIMM #0302, LUBHSE3T DIMM EBESIR L RO BRI,
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" DIMM 828R &

9 DIMM

HEE L& DIMM BYHERE,
HafRERZSE LY DIMM SEHBRELRTITAUE, AFRK DIMM EERENERE,

DIMM REEE/EEMR, ERRSSEN. WREH, %% DIMM SiEBEHXFHEFIEN
()  Emmes DMV, BEARISNFHELENEE,

1 DIMM EE i\,
DIMM ZREEEHEIEF, BENREZEN. WRLH, 5% DIMM SHEEEFHRMTHEREN.

(D) EukEDIMM, BARIOTFHESENGE.

INOTTRREIMIERD DIMM B9 Eibsk, BEIREHESRERAIM, EAZMF DIMM MimHIERO £,
WHEHAR DIMM EE RS E,



B 4T RETHIE
RAEHLERITRISFRRG, ERIFEH SRR RO RFNEH BERER T,

X TFER—HEFEERMEHISFRIRN HA X, ZREEHBERNIMFLNEE, RA—BERET2ENIAE
, EMaRRNERRE.

AL E RN EMRLKE . B/ LR, BEPBREXREGEHIRE, EEEA

(D) UERBRRNMENGRNEDOR, B2, NEAAESDNERT AAEME, UAASHER
SRR AR AT,

R

1. NREERIEH, BIERE.

2. MNREHARBHITHIBER LRSS, BHITER,

3. RHEHISERMRIF S VAR ONTE, ARBEHSREREEEARTN—F

(D EmsERSmREEAED, RIERAIERERER.
4 RAEEAISHIAHROAL, UBETLRRRELIT FEShIES.
() CRELRIESBPREEERE RSN,

O. FERITHIBREIRAVEIR R

a. MREAREMREALERIRE, BEMRTRXIKE.
b. R HBRIRFFHNNIE, HIESPRBEHTEMIL,

BHISERELRME, HEIME L.
() #EsISERBANES, BIRAEA, UGHRREES.
EHIS R — B RS EREHIER, MATHERD. BERIfEmITR,

a. [ EREE BB, FEMR, LERIIEH, AERBERERIBEMNE,
b. HI Press Ctrl-C for Boot Menu BY#® ctri-c LIFRBFETHTIE,

C. MERBYR BB ELLIPIRIENED,

R HIUF ARG A E—FAS9000

ST ERA B ELIFRIVE, G IIEBERITHSERRE RARE, HIRES
EEMEERRIRE,

15 BEFWERSE
(ERIXFR HA HERIETHOR BRAFROE IS BRI B o] SER0BY B8R 55 30108 TR ARSI 38 0k L e )
FEH. MBHTEA BRI, NHFVEBRISHIS R EBEXE, IR A R EE £ R

o
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KFIAES
BEUEEBNRR ENAS BRSS!

* replacement T REIIR(EL BHEIRZIHRT RBVHH =
* health T5 22 replacement T mH) HA EExd T 5=,

TE
1. 91 replacement TI s AR7E LOADER 1R, B RAE=E] LOADER 12/RRF b,

2. 7£_Healthy node . ¥MERSATE: cluster date show
A EAFIEY B E FREER AN X,

3. £ LOADER &4, #7 replacement 15 s FHIBHAFIATIE]: show date
HERFIBSE]LA GMT R0

4 MEMNE, BEERTR LU GMT EIIRERER: set date MM/dd/yyy
SO. MNBMNE, BEEBMRT S LIEE GMT BYj8]: set time hh : mm . ss
6. EMNHERE T, #ik_reender T EBIBHEAFIESE]: show date

HERFNEYIEILL GMT R7Ro

$27 . WIEHIREIRHIZRRHARS
T IRIEEH B EIRAY 1A KT, HELENERIRSULRENARREE.
p
1. EEPET, MIREHISERIIEPTE AN S 2R/ 1A A& ha-config show
ha-state FIERI AR U FEZ—:

° ha

° mcc

° mcc-2n
° mCCIP
° non-ha

i. FINEBEEE:. ha-config show

BN AGHI TR E HEFH D AChEZ—FAS9000
B B AFER AT RIAGERER DA RSE TR ET B,
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F15: EMNARRHITHRE
AT A ERIET I SRR EMERNEEEE . "Active 1Q Config Advisor” o

P
1. FHEFH L Config Advisor -
2. GANBRRFANGER, AEBEWEHIE,

3. BEHMLARI*, ARKERL. WRETHEMERBMEHENEREREY, UBELLINAERS
Zla]o

4. BHEENANERE, SABHE Config Advisor B, UM EH AL,

$25. ENHCHEE
EEANEFIUATENERIZETRECE,
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https://mysupport.netapp.com/site/tools/tool-eula/activeiq-configadvisor
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I 1: HA Xt
=== ISiF HA R% LM RS ID FX

MRFHEAFMT HA XN, WERESBRELZERICH, FITHSIERNAS ID 2 B0 ECAHE,
BT B replacement TTRBIFHIAR S ID Bk, AGHIAEREE BELht.

IR EF BOUERTE HA MFRIETT ONTAP MRS,

1. 9N replacement T R FEIFIER (B3R * > 12757 , BRHEEFEXHEIINEREFIRTR:
halt

2. 1% replacement T = _EH) LOADER fR7RF74k, BEITimR, MRAFZEARS ID FLEMRREEBER
%2 ID, BN vy o boot ontap

3. 1BFFF Waiting for giveback... JHEE/RTE replacement TRIFHIE L, AEMNEBEITRERFHNT
REFIFREE BN ECHIEC RS 1D | “storage failover show

EadhHtd, SNEI—FKEE, BESHTEINERS ID BEEXR, HEREMRMIA IDFEFH D,
ELULTRAIR, node2 B#ITEMR, FAES ID A 151759706 ,

nodel> “storage failover show’

Takeover
Node Partner Possible State Description
nodel node2 false System ID changed
on partner (0Old:
151759755, New:
151759706), In takeover
node?2 nodel = Waiting for

giveback (HA mailboxes)

4. NBETRRAREFNTRF, WIEREBREFEAZOFEE:
a. BN ERINELT]: set -privilege advanced

AFRNEREFENSRELN, ETUEE v, EERSRERIERT (*>) o
b. RIFERIZOEERE: ssystem node run -node local-node-name partner savecore
C. F4F savecore ¥ e, REBAHRIE,

AT LU N LU R e < 3R 1547 savecore s B E . ssystem node run -node local-node-
name partner savecore -s

d. IREIFEENERF: set -privilege admin

o MREMEFMAREKE 7 FHIEMNE. WATIRECERNZRBTAEELZIINIZAEE. B
AT Ei2z —EREFESENEINRE:



a. MBEITEBNTRP, RKEEFIRTTRIFEME: storage failover giveback -ofnode
replacement node name

replacement_ T1 SRR EIEFEH RS T.
MBHFZES ID ALEMEREBEZRS D, NN vo

() nRxEWTR, CANERERUTAR,
"EHOE AT AR ONTAP 9 i AsHy (Sel A4 ECEsR)
a. RXR5ERfE, HIN HAWBITIRERFEAIMIEE: storage failover show
storage failover show SRHRIHANEE System ID changed on partner JH 2.
7. WIFR BB IEMOECHIE: storage disk show -ownership

BT replacement T RBVHAER N B2 RFAVRL ID o ELATRAIF, nodel IHEMEEIMEE RHHNR
%% ID 1873775277

nodel> ‘storage disk show -ownership’

Disk Aggregate Home Owner DR Home Home ID Owner ID DR Home
ID Reserver Pool

1.0.0 aggr0 1 nodel nodel - 1873775277 1873775277 -
1873775277 Pool0
1.0.1 aggr0_ 1 nodel nodel 1873775277 1873775277 -

1873775277 Pool0

8. MR ALK MetroCluster BRE , BRITETTRAPIRE: MetroCluster node show

EE*&E’ MetrOCIUSter @Eﬁ'ﬁgﬂ.ﬁ%*jAbW—E IIEI%’I*/L,\, .lJ:tHTJ; /'g:/l\-'ﬁ :l ETE@EE%ID\,
HEHE DR H&HERIEFEN . MetroCluster node show -fields node-SystemID Bn<Hi
HEERIBRS ID, HE MetroCluster EEE RS IE EIRS 1L,

9. tNRTE XA MetroCluster ELE, MIFRIE MetroCluster IS, MRREFABEERRELS EMT S,
BWIE DR * ID FERE S B rMENRIGFIEE.
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SNREISHE TR, MBFHRITICRIE:

° MetroCluster g &2 FHIHRE,
° replacement T AR ML= _FHEARRHFIFIEE.

"TEOT s MetroCluster EEER, HEEFIBINESTE HA 125 H MetroCluster tJ#EHAB] &R S E k"

10. WNREHRFAFXA MetroCluster BRE, BRIFEREEREES TR MetroCluster node show -
fields configuration-state

nodel siteA::> metrocluster node show -fields configuration-state

dr-group-id cluster node configuration-state
1 nodel siteA nodelmcc-001 configured
1 nodel siteA nodelmcc-002 configured
1 nodel siteB nodelmcc-003 configured
1 nodel siteB nodelmcc-004 configured

4 entries were displayed.

M. BB NS RS FEEMNS: vol show -node node-name

12, NREHEEFBINZAT BohiEE, BMNETEENTRBHEE: storage failover modify
-node replacement-node-name -onreboot true

JEIN 2 YW s MetroCluster
=== (E T mMetroClusterBd BN RS EFNEFHDEC RS ID

721517 ONTAP BRI =2 MetroCluster IREH, B MFohiSHE T LizHIBNARS ID, ARA
REERLME EBIETTRES.

EFUES
IR ES B{GE R F51T ONTAP BIXY T 52 MetroCluster R & FRIR S,

BRI RIAEEATE LIRS BRI s ST ERO TR L

* FRTAREETEEPRITHEIFT .
* replacement T REIIR(EL BHEIRZIRT B9 =
* health TI R @R T =M DR BEoxt T =,
p
1. tNREKREHFHBEN replacement TS, WA ctrl-c LUFRETEINSIE, AEMERHEEREZER
Fl LR IR T RYIEIN,

BFAR%S ID ALEL, RARTEBERY DB, ERHIBEAN Yo
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2. MBEITRRRHFNTAEERIHRS ID © "MetroCluster node show -fields node-systemID
, dr-partner-system|D"

EUbR I, Node B_1 ZIATR, |[HARZE ID /3 118073209 :

dr-group-id cluster node node-systemid dr-
partner-systemid

1 Cluster A Node A 1 536872914
118073209

1 Cluster B Node B 1 118073209
536872914

2 entries were displayed.

3. RPN R LHNBIFENRTHREENRNASL ID | disk show

FELLRBIH, FERS ID /9 118065481 :

Local System ID: 118065481

4. {E/ Mdisk showsn SIRERH RAKIDE EEM D ECHAEFIEN (M FFASRY): disk reassign -s
old system ID

EERRAFIF, S H: disk reassign -s 118073209
AP IEUR BT, SRR v,
S WIFRBEIEMPYECH#E . disk show -a

IIEB T replacement T3 LR R R B replacement TR R S ID o 7ELLTRBIF, system-1
FrifE MR IIE R R RS ID 118065481 ©
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*> disk show -a
Local System ID: 118065481

DISK OWNER POOL SERIAL NUMBER HOME
disk name system-1 (118065481) Pool0 J8YOQTDZC system-1
(118065481)
disk name system-1 (118065481) PoolO J8YO9DXC system-1
(118065481)

6. NEBTTIWARFMTI RH, RIERBBRFEMZOFEME:

a. FHNEEMNERS: set -privilege advanced
%JL%E/ \/(_JR—*Q:L—' )\I_JQ&*ETBT; ILJRTLJ\@I:I Y o .IHZH—_H j___lél_ *%T*ET'f_f ( >) o

b. ¥ ER S BRF: ssystem node run -node local-node-name partner
savecore

NRer SIS savecore IETE#HTTH, 1BFF savecore 5Tfll, AEBALIE, ERJLUER

ssystem node run -node local-node—-name partner savecore -s s K5iF
savecore BUiHE, </info>

C. REIFIEEMNELRT: set -privilege admin

7. YN replacement T FHIFIER (B3R * > I#5R) , B RHEIFERHEIINFIEFRTR/:
halt

8. |B&f replacement Tif: boot ontap
9. 7F replacement T R5EEBoNE, HITYIE]: MetroCluster switchback

10. Z&3F MetroCluster Bg& : MetroCluster node show - fields configuration-state

nodel siteA::> metrocluster node show -fields configuration-state

dr-group-id cluster node configuration-state
1 nodel siteA nodelmcc-001 configured
1 nodel siteA nodelmcc-002 configured
1 nodel siteB nodelmcc-003 configured
1 nodel siteB nodelmcc-004 configured

4 entries were displayed.



11. £ Data ONTAP FI&IE MetroCluster FRBEHETTIEM :
a. WEMNEH LEEFEERMEBEITIRAEIR: ssystem health alert show
b. #3IA MetroCluster EFfE B FIEEEN: MetroCluster show
C. $11T MetroCluster #2&: MetroCluster check run
d. 2R MetroCluster H0ZERIZER: MetroCluster check show

e. 51T Config Advisor . ¥4 ZINetApp ZiFihim ERIConfig AdvisorDlE. MiEA
"support.netapp.com/NOW/download/tools/config_advisor/"s

1517 Config Advisor /&, E&E % T AV HIRRHE L PR IR LIV,

12. IR IR E:
a. EEATRIERFTRL, BERASEMNRELS: set -privilege advanced

YRARTEBEHENSLIRAHETSRELXRTA (*>) B, EFEREA v #1TME

b. {E -simulate 2 ITYIEIE(E: MetroCluster switchover -simulate

C. ;JROIFIEIEMNPEKFI: set -privilege admin

TENRSZRE—FAS9000

BB RRET BARRAERATEIERET, BUNENEREFE, &R NetApp
FENEERE (WREFE) HAHEHRLETHIE. BTl —RINES, ARA
R ARAREIRATEIEEEBT.

%1% 72 ONTAP R ABNT R L &EITAE

MRZEMTSEEERAFTEME (TRBUE) WRIIER ONTAP ThEg, WA replacement T3 m R IF ]
iE. W FEENETFRNERNIIE, SHFHNES T RENAS B CHIIEER.
ez al

NRIENARARVIEITEIRONTAP 9. 101 EShRas, BEAPRIERE "FiRERERIE. BTE
FIONTAPF & LRVFA", MNREFRHATE RFARIVIIBONTAPHRZS. 15EI% " NetApp Hardware Universe" LA T iR
ZE8.

XFIAES

* EREWAIEERZA, [EAVETFAHERNENAHERTRER. B2, NIRRT RAESHTHE—/
BILIREFRIHEN T R, WARIFERILINEERECE.,

te5h, ENR EERREFANINEFAEREERTEENTFIMY, EENRREERAT R ELZEER
PFRHEE Ao
* VFRNERAM IR A 28 NF AT

* 88 90 REZEREIRZEIFANER . BRAEE, FrAEIBITFIERRN. REBRIFAIEERE, &
FILATE 24 /NIRREFAE R, BHEIZERAER,

* NIRRT KA MetroCluster iEE, HHEILm ERFMETRIIBEIR, NEVIEIZA], #MIE replacement T3
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R EREFRHERR.

TR

1. If you need new license keys, obtain replacement license keys on the "NetApp Z#Fuh 5" in the My Support
section under Software licenses.

@ RAE=EERFIFRIIFENEZRSA, HREELERIX 4B FhbHtiit, WMRERET
30 KAWEIE S FRNEE AR FEBY, NMEXRBARZH.

2. REFGMFRLEZEA:  + system license add -license-code license-key , license-key...+

3. NRFE, MBRIBEFEIE:
a. WERMBHAMIFANE: license clean-up -unused -simulate

b. NRFIKXRERIEH, ERBRAKERIFENE: license clean-up -unused

F28 . WILLIFFIMFYS

7% replacement T RIREFERZHI, EBNEIE LIF 28U FEFRO L, MNRZBET AutoSupport , NIEAM
replacement TV RHIFSIS, HEEBHRIE.

P$IE
1. WP EEORT EEAEFRSEBMIFEORS . network interface show -is-home false

ﬂﬂ%ﬁcﬂLUN’i'Jjjfalse\ EBEARREFKO: network interface revert -vserver * —-1if

2. 1A NetApp ZHEB LEM ARG ESIS.
° INREAT AutoSupport , iE&I% AutoSupport JHELUEMFESIS
° WNERK/ZF AutoSupport , A "NetApp =" FMFTIS,
3. REEHNETRR. BXFMMERE. BB "WFETEONTAP RERMAHITEE S TIRNE" FHIREX

=
o

4. R B & AutoSupportiFE O, AFEALEERILE O system node autosupport invoke -node *
-type all -message MAINT=END me

S . MNRERAEMRE, BEMBETE: storage failover modify -node local -auto-giveback
true

834 ({XPEMetroCluster): 7E3XTi mMetroCluster FCEFYIEIRE
LS RIEAIZSE T = MetroCluster AR &,

T
1. B BT 2B T enabled IRA: MetroCluster node show
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cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. BIFFRB SVM LHEFHRIP BB E5EM . MetroCluster SVM show

3. WIHMEERFEERITHEMRBE LIF TS EMIN5ER: MetroCluster check 1if show
4 EETEENERPNEAT S EEH MetroCluster switchback fSHITHIEL
5

- IFYIEIRER B ESE . MetroCluster show

HEBAT waiting for-switchback IRKSH, YIEHE(EDIEETT:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

LEBLT normal KSR, YIEHEIESTR. -

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

MNRYICIEEBR KT IE A 8ETERL, SRR MetroCluster config-replication resync-status

show BR LB EEHITRIRELAVIAT,.

6. EFHEILEA SnapMirror B SnapVault E2E.
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0 DCPM RR & B PIE R H

O. ¥ DCPM HEREKRIGSHFEFAOXTT, AEKHERBANE, HEERANENIL

@ RRMIEER AR AN B7RITHRRIEATT O, MRRRAZIEN, IFEHFTIRIR
FIFEBAFE.

34 DCPM t#RIRFTT2EIE FINAEFEY, DCPM 1R LED =i,

F2%: RERH

TS TIRIE LA X BB E A ER AN B, MRETEERAERM, NN RIREBESRME RMA
1 ERYE BB [B] NetApp o

https://library.netapp.com/ecm/ecm_download_file/ECMP12475945

E 3P BEPEIHRE] NetApp
REBEHREHTAY RMA BRI HRFESR4EE] NetApp o "SRRI B EXIFMEE. BESNE.

E#DIMM - FAS9000

MREFEARFZEEFIRBIW. BFETRRnEasERICECC (AJEIERIREIEAEY)E
RIS A R EIERECCHEIR). BEEHTENMDIMMBIESHEFHEASKTLEZBTHONTAP
MSEAY. AN EE 47l 288 FBIDIMM,

RSGPRFE EMAMHRIERIRTT; S0, BRI RRARZ .
B ERREER B R MR RS QIR EIRIER FRU Ao

F£19: XAREGEE
RIBEERABAHRENTR, GaNERTRRERA N EZ RS
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TN . KREHELE

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BEI 2 ¢ $EHIZR I F W T = MetroCluster H1
EBXAZHITHIZ, BHIRERHIZSRES, FEXVERYIRITHEIZS, UESITIEENITHSSSRENT
BT HI2sE B IR AR,
XFIbESE
s BAEIIRES B REFRIFERELTITARS, UENEITIEENITHIZS A,

BB
1. ¥€7 MetroCluster RS UBE ST HI2S R C B EIZTIEEAVITHIZE:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.
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controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates Y BERES,

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MNREBEWT R, ERILIER -override-vetoes S EH AH MetroCluster heal 885, WR{ER
rIiESE, MARSEEZSTAELLEEIRIERIRT IR,

7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. ERMITHERIR L, WiFFEIR.

%28 HTEHEER
EihEHERISNENAL, EUTREMRARE TRGIBIER, AEBE TRHISER EHZR.

p

1. IR RN, BIEREM,

2. NZHUTHIZERIR T 404k, HIRRSENEREUE,
3. MTEMOIBF EMNEERE, BREMEBLL,
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4. e ORIEF, EHE2RENSE, AERITHISEREHE.

R SRR LAFERT , IBHARESHHE R SR IRBVERER.

O BHTHISFRRNERFALMAETROFEL, HTEREENECKE, BERBEEHHEERNERE, AR
[ LB ERF R EMITRISFRRPIE L,
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" SRR R S BE IR H

% 3 4. T DIMM
EEH DIMM , IBERHISRRHRITH], RABRBSES B TR,

p
1 MNREEAREM, BIEREM,
2. BT HIZREIR LAY DIMM 6
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1314151

910 11 45

|_=I1D=D°° |

1. 4R 18¥#E5h DIMM FEMIEYF S DIMM 38 RE, 1 DIMM MIGEEFREE, AR DIMM B HiEE,

() /IVDIBE DIMM #0302, LUBHSE3T DIMM EBESIR RO BRI,



4.
5.

£45:

o DIMM H28£F

9 DIMM

BB B RER AT DIMM , 45 DIMM B A HG EL ST,

DIMM $E12 81806 LI 5 HE AR SRR 7.

HRIEHEES EB DIMM SR ERTFATHE, A% DIMM BEENEE.

DIMM R REE/EEM, EBRARESEN. MR, B DIMM SIEMESXIFHEITEN
()  EmesE DMV, BEARIOTFHELRENGE,

NOTIAREMIHER) DIMM B9 L%k, BERESERERAENL, FAZMIT DIMM MRiRRIERO Lo
B HIEHISRIRINS

BT 2R

Wt

RAEHLRERITRISFRRG, ERIFE SRR RO RFNFEH BERER T,



M FER—HEPEER MIRIZRIRE HA R, REEFISERNIAFLAEE, RA—BEFHTE2EA

¥, EMsSHERBE.

I

1. SRR, JBERE,

2. MBI R E RGBSR FROINE, EHITER.

3. BRI ERAR S ST O, ARSEIRERERE AR —%,

(D) wosssmmREEANES, RIERGHIETERER.
4 RHEEBREHAROHSE, UBETAERAURTI TS S RNES,
()  CRmR s BrRE S LRGSR TSR ER,

o. SERIT RIS EIRAVE R LA

a. NRFEAREMRELLEIRNE, BFERLRZILE.
b. RrizHIBEIRFFENNGE, HECSPIREEH T2,

EHISERELRE, BEIME L.
() #EsISERBANES, BIRAEA, UGHRTEES.
ISR — B R BTN, MAFHERT,

a. [ Lhede i rsl, EEMF, LUBRIEH, ARRKERREIBEMNE,

% 5% YL = MetroCluster fii & PHERS
SN IRIERIH ST = MetroCluster B2 &,

P$IE
1. WIFFrET RSN T enabled IR MetroCluster node show
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cluster B::> metrocluster node show
DR Configuration

Group Cluster Node State

1 cluster A
controller A 1 configured
completed
cluster B
controller B 1 configured
switchback recovery
2 entries were displayed.

DR
Mirroring Mode

enabled heal roots

enabled waiting for

2. BIFFRB SVM LHEFHRIP BB E5EM . MetroCluster SVM show
3. WIHMEERFEERITHEMRBE LIF TS EMIN5ER: MetroCluster check 1if show

4. 155

WRYEFE Eﬁkﬁ@?%%
show SR IOEIETERH

BITIEENEEPNERIT = E{FAH MetroCluster switchback #F<
S. WFYICliR{ER

EBE5ER: MetroCluster show

cluster B::> metrocluster show

LHITYIEL

LHEBWTF waiting for-switchback IRESH, YIEHRENDEIRTT:

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

HEBT normal IKEBY, HIEHRIESEM.

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

TTHELZIIRTS,

6. EFHEILEA SnapMirror B SnapVault E2E.
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% 6 . KHFEIHR[E] NetApp
REBEMMEMEY RMA i3 BEIESIEEB4HRE] NetApp » "EIMFIREIFIER"EXRIFMES. S IH,

EHi XI5 - FAS9000
EEARAPIRSHE R TN BEIRER, AT —R25EENES,

@ BRI F R BEIRRMAERE T MDA BRI NERR, RETRPE, THISFERTIE
REMDHIEXRHA, BRI

p

1. INREERIEH, BERERM.

2 MERE, BRABIAFNEERES —MNNAD, AEREAEE, BEEHERMFEESR ERKARE ERFF
>, MITET &R,

S BENEEHQEIREEHEES MNBRIR ERETR LED KT L INE RN EEIR,
4. HTIXBEER ENEERE, KXBEREEALEYE, BRACHNERFREES,

@ MEHERERE, B RENTNFRENBIERARE, URERAMNFERREFER
TBHIABHE.

iy o e

2] T — i

| e S
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0,
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Yféﬁ?ﬂlb_n DD GrD &

O
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i

o At Egi ¢l
. R BIRIRBIE—5-
6. BREARNBRRLESHAEFNFOXNT, AEBEBAE, EEERAIIL

RRBIRREIMENNEE, IRIAEBER LED RANRE R,
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7. BHERSHRBENTT, ARBERERENKTIEE L
8. IZIBREMFEMIEY RMA BBREHIESHRE] NetApp » "EMFREIFER"BEXFMAEE. BESNNH,

EHL/OEIR- FAS9000
W 1/0 1R, EUTHIT— RIS EHES.

* BRI IR E D RS RAIFHIFRE ONTAP WAL 5 £
* RERHFTEEMARLIIERIRTT; BN, ERBHEXRRA.

19 RARIEGEE
RIBEERARAHRENTR, GaERTRIRXAREERIRNEHE.
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TN . KREHELE

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BEI 2 ¢ $EHIZR I F W T = MetroCluster H1
EBXAZHITHIZ, BHIRERHIZSRES, FEXVERYIRITHEIZS, UESITIEENITHSSSRENT
BT HI2sE B IR AR,
XFIbESE
s BAEIIRES B REFRIFERELTITARS, UENEITIEENITHIZS A,

BB
1. ¥€7 MetroCluster RS UBE ST HI2S R C B EIZTIEEAVITHIZE:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.



controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates Y BERES,

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

WMREBEWT R, EEILUER -override-vetoes S EH &K MetroCluster heal ¥, WRFEH
IEENESE, WRSRESEAMELLEEIRENIRE R,
7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :
mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41

End Time: 7/29/2016 20:54:42
Errors: -

8. ERMITHERIR L, WiFFEIR.

%29 TR0 RR
EEI /0 R, BENETHRIIZER, ARRBRESBIRFHTRI

p
1. IR RN, BIEREM,
2. IR 5 B /0 #ERREXMFT B ko

BRERANXESG AN ERE, WEEREXELSLR B Ak,
3. MALAETREN TR BT 1/0 1R
a. WTIHF MRS LR,
IR B A HAE,
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b. m Fhese i8S, BEIIHAFKFAE.,
/0 ERMMFERE, HM /O EEHPIBH KL 1/2 &t
C. izh /O BRRMEBALF , # 1/0 RIRMANFEFEI T o
HRIRERER 1/0 1RIRFRTEBVEE,

o /0 A FBEFBNES
9 /0 ke -] S 2 R

4. 5 /0 BRIBIE—55

o WER /O BIRLERINIEF, FIERR /0 BRI EBNEE,
/0 MAETHINE, PAIEHR /0 MEEFB—ER L, BIERBIERMIL,

6. IRIBEZFJFIT 1/0 EHIHITH L,

% 39 Fif /0 RREEMRHEDES
TR 10 EIRIE, YAEHEHEHISBIR

FEFHMESH 110 PP BS

()  MBFIOEBRSHREERLSTE. WAAFEEHREHEMC,

p
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1. MRERERE | HERNE S RRE. EEFHSBMC:
a. 7ELOADERIETRAIL. B NBRIPRIZEI: priv set advanced
b. EFETBMC: sp reboot

2. MLOADERIB T4, EFBEITISR: bye

() BB ERMAKPCIe ENEMALE. HERBHHA,

3. NREBMRAECE T 40 GbE NIC SiRFIwO L23F 10 GbE £ EEMBIEERE, BEAIPEX TER
nicadmin convert B XLEIROFEHEN 10 GbE HFiZ,

() EsrasmsmERbERE,

4. [FHRMEIEEIET: storage failover giveback -ofnode impaired node name

o MNRERABMRIE

true

/

X, IBEFBAETE:. storage failover modify -node local -auto-giveback
()  WRENRARMEIWE AMetroCluster BB, MATRI F—5RFRAYIEIES

% 4 4. YIEINT 5 MetroCluster & FHIER
IHESRRER T SEWNTI = MetroCluster BE,

PIE
1. IFFB T RS AT enabled IRAS: MetroCluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. IIEFRE SVM EMEMHRES 2EE5EM: MetroCluster SVM show
3. WIHEEREEERITHERBD LIF IR 2T EMIN5EA: MetroCluster check 1if show
4. EIETIEENEEHPNEMT S E#FHA MetroCluster switchback S<SHITYIEL,
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S. I IEliR{FREB B e MetroCluster show

HEEIWTF waiting for-switchback KSR, YIEHRENEIETIT:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

HEBLT normal IKERY, YIEHEIETR. -

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

NRYEIEER KNG A 8ETR, ERLUFERA MetroCluster config-replication resync-status
show IR EIEEHFHITHEZIRE.

6. EFEEII1E SnapMirror B SnapVault BZE,

B 54 FHPESRHIR[E] NetApp
RIBEMREI RMA BB EHIEEHRE] NetApp o "SHEEFI SR G XEMES. FSNRHE,

BEELED USB#&EiR- FAS9000
BRI UTEARRRTARSZ VIR FE# LED USB 1#1R,

iEid FAS9000 5 AFF A700 LED USB #&3R, RILUEEZEIEHIinOMARSIRTS, EMEERATFETR,

S
1. #1FIBAY LED USB 1&1R :
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a. HITFHERGE, EWFEERAL THH LED USB &R,

b. EThIFIBILAER S 38 AR,

C. RS MR PRI, MU ESRIRENERE. B7REEEE.
2. REFRH LED USB 1&IR:

a. FIEMEIRMTT, FESERIANROFELTAE LRNERFAB EZFHEIEERRRLEERIE
o

b. FERIENIER, EEHSHETEML,
INRIBIREE EFEREIPR, WRIFERES,

R EpEER iR 0] NetApp
RIRELREMIAD RMA SR SIS EREEE NetApp o "EMHECIAI B AXFMER. ESLRE,

FE#ENVRAMIEIRZENVRAM DIMM - FAS9000

NVRAMIEIREHNVRAM10FIDIMMEA K28 NNVRAMIE IR £ Z 5 "NVMe SSDIAITFIR
R (Flash CacheZ{ETFIEIR)4HRY . You can replace a failed NVRAM module or the DIMMs
inside the NVRAM module.

EERAEHENNVRAMEIR, ERXTUSEMNFETEIT. MNVRAMIEIRFET T —1 %M Flash Cachel&
R, BDIMMISTHEIFIRAMNEIR, EHRLE—NZMFlash Cachel&EiR, AT EHRAMINVRAMIEIR 2L
HFEH,

Because the system ID is derived from the NVRAM module, if replacing the module, disks belonging to the
system are reassigned to the new system ID.

FaZ Al
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* FREMRRBNIER T
* MREWNRFAMT HA X, NEEXT SMMEEBIZESEFRE NVRAM BEHRXBHIT =,
© MRESBRERUTARIE:

° ZHRT RREEEEPRITEIFIT &,

° health T3 R T mAY HA BEX 5 =

© RS B EIE AR FohiSHEER LA S5 NVRAM IR KBXAVITHI SRR S B, HiR(EP BPig
TEEHDECHER, SUMNEHRDEXEME, ERXEZATAREREEN DRI ERHINLERR .

* BRI SRIRA GBI MR R L IREIBYE FRU At
* ERBETEULIRE D B B MR SRR SR,

F1Y: KRAZHIEHIEE
fER LT EI Z — X HBiR B R iT s,
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TN . KRERARS

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BEI2: =528 F XN mMetroCluster H7
EBXAZHITHIZE, BHIRERHIZSRES, FEXVERYIRITHEIZS, UESITIEENITHSSSRENT
BT HI2sE B IR AR,
XFIbES
* BAEIIRES B REFRIFERLTITARKS, UENEITIERENITHIZS A,

HIE
1. ¥€7 MetroCluster RS LUBE ST HI2S R C BT IEEAVITHI2E:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.



controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates Y BERES,

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MNREBEWT R, ERILIER -override-vetoes S EH AH MetroCluster heal 885, WR{ER
rIiESE, MARSEEZSTAELLEEIRIERIRT IR,

7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. ERMITHERIR L, WiFFEIR.

% 2. FEift NVRAM 1RIR
EEIR NVRAM 183R, BTEHFEI0HEE 6 PIRENZIER, RERBRES BIRFHTRI

p
1. IR RN, BIEREM,
2. ¥4Flash CachetZiR MIHFINVRAMIE RS EFHHINVRAMAZ LR :
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00
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o B EBRHIE(ZFlash Cachel&ik E k&)
e Flash Cache™%t a4

a. #ZFlash Cachet®IR [EEME BRI,
(i) %Flash Cachefiish EavREREEA R 5,

b. mSMEF AT, HEIERFIBHIAR NVRAM &R,

C. HEAERNICIBF, KEIBE NVRAM &R, SAERKEENTT NVRAM &IRAVIEE,

d. §Flash CachetER—EHREREHANVRAMIEIR, AEHEHELIBFXF. BEEERERTE FIL,
3. MHFEHRMIERE R NVRAM 53R :

a. T HEFENAESHOREHE,
R R FF LA,
b. MmO HH, BERNELFAFEMUE,
NVRAM R MR D BEHZH LR T
C. fim NVRAM BSRMIERYHI R, K EMHFERE T
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o /0 LR FIMBEFEBNRS

e /O =) T AR

4. ¥ NVRAM ERE—MEENRE L, MTIRE NVRAM ER EMNEGEBERE, AREREFEGEREAN
EIAT, &M NVRAM 3R EigH,
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o ERPERH

9 DIMM #1 DIMM 85 £F

5. MIA NVRAM #EIRFAZENMEIT DIMM , AEREEZEDIERAR NVRAM EIRA,
6. &= 1R ERER.
7. REMRAN NVRAM RRZEFINFEH:

a. FRRSHEE 6 PHEF ORISR T

b. RIRREZBNIGE, BIHEFENRESH /0 MEPFAKRS /0 MIHEMS, AR 10 LRFHi—
HrR L#, DRRRBEEL,

% 3 4. Tt NVRAM DIMM

EFH NVRAM EIRHFEY NVRAM DIMM , EAZGEI T NVRAM 1&3R, FTHIZIER, RAEEHRBFR DIMM

P$IE
1. SNRIE S RIEM, EIEHIEMD,
2. MNFEFRIBRB R NVRAM &3

a. T HFEMRSHINICRE,
O EHBE .

b. m Fhese N8, BEFIHAFKFMAE,
NVRAM R MR D BEHZ LR
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C. }iIh NVRAM ERMIEBIRLF , BEMVFEFEIT,

o /0 RSB FBNES

9 /0 Hise 2 f#

3. & NVRAM #RIRBE—MIENREA L, M TRE NVRAM B3R EHNEEHIERE, ARTEREEGIREN
[EBY, FEM NVRAM &3R EigH,
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" ERPERH

9 DIMM #1 DIMM 85 £F

4. $F| NVRAM {RIRNFBEEIRAY DIMM , ASHET DIMM BiE-REFHIE DIMM MIEREPIR HRIGHEE T,
o RREMAW DIMM , 757423 DIMM SHBEXTT, AR DIMM BRHENIGE, BEEISE FEHEE!

il
6. & FiEH FRIER.
7. BEHAR NVRAM HEIREE TN
a. BFERS1ERE 6 PHFEF OB,

b. RIRREZIZBNIGE, BEHFHNESH /0 MIEHBAIRS /0 MILHEMS, AR 10 LEFHi—
Hm L, DORRREIE ZIL,

% 4. Fif FRU GEHBRIEHIS
FEif FRU [5, BAEHEHIEHIBIER
SR
1. EMIERFRTEHLEE ONTAP , EHIN bye o
5% ENDEHE

RIBEERRIZ HA JIEZNT R MetroCluster BiE, EHMIIERS ERFHEER D ECLIHITHIIRIR, =
EFhEM D ECHE

BXRINSHEEM DL iEHIZRa0NA, BHERUT®RTZ—
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P 1 : IEID (HARY)
Verify the system ID change on an HA system
&1L /B Bh replacement Ti RBTHIA RS ID Bk, ARHINENESE B XM,

(D carEsNRAVEREA BEEHSEHE. TIREMTNVRAM DIMMEL,

pg
1 MRBATRAFHAER (BT > &#757) , BREGFEXHEZIIMBEEFIRTS. halt

2. BT = LM LOADER 1T, BoiTm, MIRALKEARS ID FREMBETEBSZRA D, &
Eﬁ)\ Yo

boot ontap bye
NMRIGE T Bohias, Wh=REHBoh.

3. 15ZF Waiting for giveback... JHER/RE replacement TREFEGHIE L, AEMNEBTRREFHNT
R EFIFREE BN ECHEC RS 1D | “storage failover show

EadhHitd, SNEI—FEE, BESHTEENERS ID BEEXR, HEREMMIA IDFEFHID,
ELULTRAIR, node2 BFITER, #AES ID A 151759706 ,

nodel> “storage failover show’

Takeover
Node Partner Possible State Description
nodel node?2 false System ID changed
on partner (0Old:
151759755, New:
151759706), In takeover
node?2 nodel = Waiting for

giveback (HA mailboxes)

4. NBETRRARFNTRF, WIEREBREFEMAZOFEE:
a. BRABEMNRES: set -privilege advanced

AGHRREREHNSRIERET, ERAILEE v KBERSRERRTT (*>) o

b. RIEFE(AIIZC LA ssystem node run -node local-node-name partner savecore

C. &1F ‘savecore fp 5T, AEBALHIIE,

&R LN L T a2 3R 51T savecore BV E ssystem node run -node local-node-
name partner savecore -s

d. R[OF|EENRRF: set -privilege admin
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o RIETIR:

a. MIZTTIEBENTRF, KEEEMTRMEME. storage failover giveback -ofnode
replacement node name

replacement_ T3 R GBI ELFfEHFERL B Tlo
MRBFES ID FREMBREEEZREA D, WEHEANy .

() ummrwER, EANERERLTR

"EIGER TR ONTAP 9 hRAR (SrRIAMECERER) "
a. RXIR5EME, HIAHANETIRRRIFE R LIIEE . storage failover show
storage failover show YR ANEE Ssystem ID changed on partner HE.

6. WIFREEIEMDACHA: storage disk show -ownership

BT replacement T3 RBVHAER N 2RFTVRL ID o ELUATRAIF, nodel IHEMHEEIMEZS RHHNR

45 1D 1873775277 :

nodel> ‘storage disk show -ownership’

Disk Aggregate Home Owner DR Home Home ID Owner ID DR Home
ID Reserver Pool

1.0.0 aggr0 1 nodel nodel - 1873775277 1873775277 -
1873775277 Pool0
1.0.1 aggr0O_ 1 nodel nodel 1873775277 1873775277 -

1873775277 Pool0

7. MR ALHEA MetroCluster BRE, BRITTRAPIRE: MetroCluster node show

EEHE, MetroCluster CERE/ LA BEME R EERE, K, M TN EaBERERERS,

HEHE DR H&HEREFEN, MetroCluster node show -fields node-SystemID Bp<Hi

HIEERIBERS ID, HZE MetroCluster EBB M E IEEIRS A L,

8. MR T =X A MetroCluster A&, NIFRHE MetroCluster JRZS, WMRRIGFIEE R RMEILS FMT
JBWIE DR F ID FERR B B RHERMNRIBFIESE,

WREBFHE AT RS, MATRITICIRE:
° MetroCluster B2 & b FHIHUIR S,
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° replacement 1 RERMEIL R FHEENHFIFIEE,
"TEMT = MetroCluster BEEER, HEFIBINESTE HA 125 MetroCluster tJiHAB] &K S E k"

9. MBRIEHARLEA MetroCluster Bt &, BRIIERTERES TR MetroCluster node show -
fields configuration-state

nodel siteA::> metrocluster node show -fields configuration-state

dr-group-id cluster node configuration-state
1 nodel siteA nodelmcc-001 configured
1 nodel siteA nodelmcc-002 configured
1 nodel siteB nodelmcc-003 configured
1 nodel siteB nodelmcc-004 configured

4 entries were displayed.

10. RIS M T REREFEEMEMSE:. vol show -node node-name

M. MREESEHEINZRAT BiEE, BMETEENTSABAE: storage failover modify
-node replacement-node-name -onreboot true

I 2 . EESEID ( MetroCluster BiE)
EN T EMetroCluster FEEBEHFEFHDBELRZID

1517 ONTAP BRI 2 MetroCluster EBER, S MFohiGHE B MO L TizHIZBRNARS ID , ARA
BEERRME EEBITIRS.

KFUES
It e BUERE Fia1T ONTAP BIIXTS 52 MetroCluster ECE IR S,

(U PRI AR (E 5 Beny (0 F MR &

ZRT R EBEEHEPRITEPRIT R
* replacement T1 RZIIRIEL BHEMZIHRT /BT R0
* health T8 R BT RHY DR EE3 T,

p

1. R HKEFBEN replacement T, N ctrl-c UHBIEENITE, ARMERIFEEIEREBEH
F PR R0IE L,

BT £S5 ID NLE, RGURTREEBERE ID K, ERBIHEAN Yo

2. NBITTREBFH T REESIHRSA ID : "MetroCluster node show -fields node-systemID
, dr-partner-systemID’
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Ut fBIH, Node B_1 ZIRT R, |[HZRZE ID /3 118073209 :

dr-group-id cluster node node-systemid dr-
partner-systemid

1 Cluster A Node A 1 536872914
118073209

1 Cluster B Node B 1 118073209
536872914

2 entries were displayed.

S ERMT R EMNAEIFERNRTHAEENNARA ID . disk show

UL RBIH, FARS ID A 118065481 ©

Local System ID: 118065481

4. {F/H Mdisk showsn SIRERHI RLAIDE EEM D ECHAERFIEN (M FFASRY): disk reassign -s
old system ID

EERRABIF, SH: disk reassign -s 118073209
RS REHEERY, el UEE v,
S WIFRBEIEMPYECHE . disk show -a

WIEET replacement T IR B E B replacement TR MIFh R4 ID o TELLTFRAIA, system-1
FrifEEEIE S RN RS ID 118065481 :

*> disk show -a
Local System ID: 118065481

DISK OWNER POOL SERIAL NUMBER HOME
disk name system-1 (118065481) PoolO J8YOTDZC system-1
(118065481)
disk name system-1 (118065481) PoolO J8YO9DXC system-1
(118065481)
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6. NBEITTRARFN T mH, WIERS B REFEMIZOFEE:

a.

BEHHAEENELT): set -privilege advanced
RGIRTEHREH NSRRI, ERIUEZE v, RERSEENRTRE (*>) o

Wz EERE B RF: ssystem node run -node local-node-name partner
savecore

NRer SIS savecore IETE#HTTH, 1B F savecore 5eill, ARBALIE, ERJLUER

ssystem node run -node local-node-name partner savecore -s RIS 1&iF
savecore HJi#E, </info>

C. ;JROIZIEIENELFI: set -privilege admin

7. YN replacement T FHIFIER (B3R * > IB5R) , IBRHEFERHEINFIEFRTR/:
halt

8. [35h replacement Tim: boot ontap

9. 7£ replacement TTAE2RENGE, HiTYIEl: MetroCluster switchback

10. Z&3F MetroCluster Bg&: MetroCluster node show - fields configuration-state

nodel siteA::> metrocluster node show -fields configuration-state

dr-group-id cluster node configuration-state
1 nodel siteA nodelmcc-001 configured

1 nodel siteA nodelmcc-002 configured

1 nodel siteB nodelmcc-003 configured

1 nodel siteB nodelmcc-004 configured

4 entries were displayed.

11. 1 Data ONTAP HZ&3F MetroCluster ERERIE{TIE R :

a.

b.

KEMNEHE LREEEERMEITIRAEIR: ssystem health alert show
ffaik MetroCluster BEEEE B FIEEER: MetroCluster show

17 MetroCluster #2&: MetroCluster check run

271 MetroCluster t0EMILER: MetroCluster check show

51T Config Advisor » ¥EINetApp Sz ERYConfig AdvisorTlE. MiEA
"support.netapp.com/NOW/download/tools/config_advisor/"s

1&1T Config Advisor j&, E&E % T AV HIRRHE L P RIZ IR LIV,

12. SRR

a.

AT REERTL, BANSENERS]: set -privilege advanced
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https://mysupport.netapp.com/site/tools/tool-eula/activeiq-configadvisor/

HEGIRTESASHNSREAH ETSRRIETRRT (¥>) B, EFEER v #1TM,

b. {8 -simulate S 1TYIE2{E: MetroCluster switchover -simulate

C. JROIZNEIENELFI: set -privilege admin

% 6 . KHFEIHR[E] NetApp

REBEMRHE RMA HEIRHIEERHIERE NetApp o "HIHHEEFERBXIFMAER. BESITH.

HAIEIRER - FAS9000

FMEREEXA, MANETIEERUNRER, ERNTTAERBIEIR,
RAEPHFERAFSRERET; BN, ELFHRRAZ.

* BRETURE, HERIPER. ERUXHAERISERER PSU.
* R EP BT —RER— 1 HEIR,
@ EIFEMEREH TRRERERDHAERER. RANAERIE!T, B ONTAP ZEEHIG
RixEXRBFERANER, BRIERERNLE,
* REFRERBENRTES,
* BIRA] B T EEIRE.

()  EIRBASTEXEMERN PSU. BAEEIHER,

p
1. RIEIEH S IR R EUEE IR LAY LED ME B EIRAEIR,
2. IR AR, TFIEHEEMT,
3. KHHBIRH M R
a. XHBIR BRI XK.
b. yTHREREEER, AEMEFRKRTEIRL,
C. MEEIRIR TR,
4. FERFEFHLENEEIRE, AEKERMFEPHIL,

(D oTeE, BRARRFIREER,
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N Y VAR

)00

o BUERH

- BRETERIRBYFF KT OFF {i&,
- ARFEXEBEFRASHBESRZSGNBERFNAONT, ARRKEREEEANE, EEIEMNERL,

BRAAREME, REERRE.
()  HEEEARGE, WIRATA, CTESBTESES.

- EMTEERBIR LA

a. FFERAEMIEREI IR EIR.
b. {E A FEIRLE R 2305 FEIREL B E B FE IR,
ERMEMERE, K LED L AEE,

AT HRRRIRR IR, ARWIERIRES) LED NIETTIE .
Y PSU et ANFER, REBHEIR LED SR, MIRIREBE R LED RASAN, BILaMESER.
- REBEMFEM RMA AR HIEEHIREl NetApp » "EMHREFMER"EXFMER. BHERNITH,

S SCAY A $hER - AFF 9000

BEEFERITHBIEIRPAYSCETET#R ( Real-Time Clock , RTC) BB, LUBREEERET
B[R B R e Bl S5 A0 N AR A2 Fr BT LA E5E 1T o

* BRI IR ED RS RAIFHIFIE ONTAP WAL S £
* ZGPRFE EMAMHURIERIRTT; SN, BRI RRARZ .

105


https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma

B IUERLZIARIR RTC B,

F£19: XAREGEE
RIBEERARMHRENTR, GaERTRIRXT R SRR
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TN . KREHELE

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BEI 2 ¢ $EHIZR I F W T = MetroCluster H1
EBXAZHITHIZ, BHIRERHIZSRES, FEXVERYIRITHEIZS, UESITIEENITHSSSRENT
BT HI2sE B IR AR,
XFIbESE
s BAEIIRES B REFRIFERELTITARS, UENEITIEENITHIZS A,

BB
1. ¥€7 MetroCluster RS UBE ST HI2S R C B EIZTIEEAVITHIZE:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.
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controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates Y BERES,

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MNREBEWT R, ERILIER -override-vetoes S EH AH MetroCluster heal 885, WR{ER
rIiESE, MARSEEZSTAELLEEIRIERIRT IR,

7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. ERMITHERIR L, WiFFEIR.

%28 HTEHEER

TR AEAN, EUREMRFRETRGISRR, AEBHTRHSRR ENER,
SR

1. INREH KN, BRI,

2. \BIRIEHISSIEHIR T4, FHIRIRANAIIERE,

3. MTRMORIEF LNEGRE, ENERILE.
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4. e ORIEF, EHE2RENSE, AERITHISEREHE.
R SRR LAFERT , IBHARESHHE R SR IRBVERER.

O BHTHISFRRNERFALMAETROFEL, HTEREENECKE, BERBEEHHEERNERE, AR
[ LB ERF R EMITRISFRRPIE L,
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o I SRR S PUE IR

%34 FEif RTC Bt
EE RTC Bity, BUFHERHISERPRIIGIE R, FENZERIY, AREXRRRESIRE.

p
1. INREEARESM, FEFREM,
2. % RTC EBith,

1M



0 RTC Eih

9 RTC HithohE

3. R R AR, FHIER MBI, AEEMEMERPEH,

C) M%ﬁ%¢gﬁ%ﬂ@,ﬁﬁﬁﬂﬁmmﬁo%%WEM%,%ﬁEﬁH§E§%¢O%%
BSOS BT em Bt E,

MBrEs BB RN P B R A i,

PRI HI SRR IR P BY == ST 2R,

BT RTC BMBRE, AR EMARFFE THE, FEHNBMERR,

B ERM, BEREETE2REEBMERF, HERMER.

B REEHISRRIRIN =,

© N o g

£ 4T ENREEGSRRAIRENE / B

ERIEHISRRRTANE, BONERFIEFERRFIZRSERR, EEEGIE CNNEMEH, ARR
Eo

ps
1. NRERXEERE HIEHIBRERER, BREKF,
2. BIEHISRRHRIESHAEPOAONTT, ARBEHSERREREARAN—F
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BRERSERTEBANETR, BRIFRFIETIEXE M.
3. IRERBEEMNARLAHITH L,
MREBE TN EFLHREE (QSFP & SFP) , FIEBAEERANENERLEE.

4 MREHTEE, WEREADE, ARERREERAERES,
5. SERISHISHERER L.
a ENIIBFATFHAMENERT, BORNSHRER, BIESHRRLIM, AEHOIET
& LR
() #esIsEmmANAER, WIRAEA, UGHRITEES.

b. INREAREMLEMALERIGE, BENREZEE,
C. ERMIFHERALRET LA EIRIRE.,
d BERAEMEEIBFNER, ARTAERUBHEDEE,
€. 7f LOADER &R T E S 28,
6. EE=HIR LRI EIM B HR:
a. f£M show date BALMEEBITINRFHIT R LRI BHAIFIBETEL
b. BT = L LOADER Rk, teZEatafl iR,
C. IBHME, BEEM set date MM/dd/yyyy BB,
d. WNBHE, 5 set time hh | mm : ss BLTE GMT HIGERTE,
e. A BT = LAY B HIFIETEl,
7. 7£ LOADER 27~ ff4, BN bye UEHIAK PCle RAMEMAN, AEILT REMBE.

8. XTI HMESE, FPHRMEIESEIEIT: storage failover giveback -ofnode
impaired node name

9. MRBZABNRIE, BEMRBAT: storage failover modify -node local -auto-giveback
true

% 54 YIEINT 5 MetroCluster ECEF RS
I EZRIERZGRNT = MetroCluster L&

P$IE
1. BB T 22 BT enabled IRA: MetroCluster node show
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cluster B::> metrocluster node show

DR
Group Cluster Node

Configuration
State

1 cluster A
controller A 1 configured
completed
cluster B
controller B 1 configured
switchback recovery
2 entries were displayed.

DR
Mirroring Mode

enabled heal roots

enabled waiting for

2. BIFFRB SVM LHEFHRIP BB E5EM . MetroCluster SVM show
3. WIHMEERFEERITHEMRBE LIF TS EMIN5ER: MetroCluster check 1if show

4. 155

WRYEFE Eﬁkﬁ@?%%
show SR IOEIETERH

BITIEENEEPNERIT = E{FAH MetroCluster switchback #F<
S. WFYICliR{ER

EBE5ER: MetroCluster show

cluster B::> metrocluster show

LHITYIEL

LHEBWTF waiting for-switchback IRESH, YIEHRENDEIRTT:

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

HEBT normal IKEBY, HIEHRIESEM.

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

TTHELZIIRTS,

6. EFHEILEA SnapMirror B SnapVault E2E.
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% 6 . KHFEIHR[E] NetApp
REBEMHHME RMA RS HSESHIRE] NetApp o "SHEEIFIFIREXIFMAEE. BB INAH,

X91148A &R

A0 X91148A 1R iR 1EIA— AFF A9000

TR LUBEEERSIEFTNALAT R NIC SFEEECEEEIRAFH NIC S iFfEiEE2s, 3
EBRHE NIC NEEERR TN RARITVIFEEE P RERZRMN /0 23R,
Fraz Bl

* K& "NetApp Hardware Universe" BRI /0 IR S IEIEEIEITIVR ST ONTAP AR AFRS,

* MBRESZSN oI FEME, IBETPREIEEMR SR "NetApp Hardware Universe" FHERERTER /0 BRI R
FhE,

© BILRETHN /0 B3R, EiiiiEE BiniEhles, MTEMEREPRIEETASSETIE 10 &R, &K
INFTBYECEREY /0 1RIR, AAE3E B REH2R.

* HIRFRE Eth A IE BiE1T.

EEBEFAHRIEEN R LK RINIX91148A1EIR- FAS9000

BT LUE X91148A HIR{EN 100GbE NIC T NS224 F &R EMERILAINE RSEHMT
BIRIEFE R,

s IBHNRZENTIETIT ONTAP 9.8 MES AR,

© BB XO1148A R3R, EXTURE BiMTHIZE, HTEMEEFREETAER, FNZIER,
RSN =Ll

* R4 LA -SSR AN BIEE.
* MREZSNEIREE. BIRIBHAXI1148ARIRAVHEIBEL SRR L ELIRIR "NetApp Hardware Universes
* NREBR X91148A BRI AFHEIEIR, WA LREEIRIEE 3/ 76

* If you are adding the X91148A module as a 100GbE NIC, you can use any open slot.However, by default,
slots 3 and 7 are set as storage slots. R EIG X LEAFIERIEMEIEE. HERIRMNS2242Z52. Ms
TUBCLX L EIE . LUESEXW storage port modify -node node name -port port name
1:énode network 3% 1BEEM "NetApp Hardware Universe" BT X91148ARIRE] AT MLZEZRE Mt

BHo

* RGPRFRE EMAHRIERIRTT; SN, BRFEKRRAZ.

115


https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://hwu.netapp.com/
https://hwu.netapp.com/
https://hwu.netapp.com
https://hwu.netapp.com

PEIN1: EX91148 AREIR NN AINICHE IR
EFHEE S TN RS X91148A RN NIC IR, SRR E S BIRFE #1Ti21E,

PR

1. XEAEHIZE A
a. ZEB®R storage failover modify -node local -auto-giveback false
b. IFEBMFTS: storage failover takeover -ofnode target node name

EHRERETR, BETME, TRFEHEN LOADER 2711F.

2. INREiE R, HIEREM,
3. HI FEIMEIETHE:
a. T HFENRESHNORIEE,
b. MTHeRMRAY, BERELTFKEAE,
C. IR FTHER.
4. % X91148A 1RIR:
a. 3§ X91148A IR SIBEEN ST TTo
b. 3§ X91148A RHBNIEE, HEFFENESH /0 MRBFABFAS /10 LREME,
c. ¥ /0 MY m L, LUSERBIE 2L,
5. RS LIIEHER FIBUR AT
6. MINBREFIRRTLERSIITHIZEEA: bye

() EEERBKPCe ERE A, HEREHTA,

7. MECH T RAIETI IR storage failover giveback -ofnode target node name

8. WMRBEEH, BBEBMRIL: storage failover modify -node local -auto-giveback

true

9. xtzHleE B EE RS R

WEIN2: FHIIX91148AEIRIE N IFAEIEIR
R X91148A BIRENEEIER AN ZIERECIT AN RGP, EXITIRBISES BINF#H1TIRE,

* WREPBIREEE 3 M /50 7 B

p
1. XEEHIZE A

a. ZRB#IRE: storage failover modify -node local -auto-giveback false

b. IFEBmT R storage failover takeover -ofnode target node name

ERSERER, EETHE, TREEN LOADER 2711,
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2. R AR, 151,
3. I T EMMERTAE:
a. BT EFHENESHNORIRH,
b. mTFhe NS, BRELATFKEUE,
C. IR FEHER,
4. 38 X91148A IRIRRLEFIEHE 3
a. & X91148A R 51BN 7T
b. 3§ X91148A IRIBNIEIE, HEFFEMESH /0 LEREBFBES 110 MIHEMES.
c. ¥ /0 MitFPiseem b, LUSERBIE 2L,
d. NRBLEE T X91148A BEHHITEME, 1EXIEIE 7 PIRRES LT &,
5. EFESHEHIZEA:
° INRBERERE | HIERME SRR, EEFHBEBMC:
i MINFRRFIRTRHR. FRABENPRIER: set -privilege advanced
i. BFBEBMC: sp reboot
° NRBIEER S |HESAER. EMNBEFIRTTILEE: bye

() RESERILHPCIeRMEMAR. HERSHTS A,

6. MECH T AT s storage failover giveback -ofnode target node name

7. MREE2H, EBREBMRIE: storage failover modify -node local -auto-giveback
true

8. xt=Hl2s B EE RS R
9. 1REBFPPFMA L ENS 224 IR H N ER L "R TIER

E2EFTFHEEN RSP RINX91148 ATEEIEIR- FAS9000

TR RGP — L5 IVE NIC SUERSIEIR, BRI — a5 XO1148A 1765
AR RE| D AN R,

* BHNARKXITISETT ONTAP 9.8 REShRA,

© ECARETHERAN X91148A 1RIR, S TUEE BATITHIZS, RINZIRIR, AL BRTHIZs.

* ANREBR X91148A IR MANFAEEECEE, MWATUFUARIRLETEHEIE 3 8 /50 7 F,

* If you are adding the X91148A module as a 100GbE NIC, you can use any open slot.However, by default,
slots 3 and 7 are set as storage slots. JIREGXLEIFIERIEMEIENE. HEARIRIMNS2240 228, s
TUEBLXLEEE., LUESELW storage port modify -node node name -port port name
1:énode network 8%, 1BEZM "NetApp Hardware Universe" FFX91148AEIRE] T ML EIZRE (thiH

* RERHFMEEMARLIIERIRTT; BN, ERBHEXRRAH.
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PEIN1: EX91148 AREIR NN AINICHE IR

BECRLEZMNAAPRE—THZ N X91148ANIC 1#ER, ERTMRRFAPHI—PRZIEE NIC
B TFAER IR
gl
1. If you are adding an X91148A module into a slot that contains a NIC module with the same number of
ports as the X91148A module, the LIFs will automatically migrate when its controller module is shut
down.If the NIC module being replaced has more ports than the X91148A module, you must

permanently reassign the affected LIFs to a different home port.i&5& Il "i£#% LIF" for information
about using System Manager to permanently move the LIFs

2. XAEHIZE A
a. EHBRIRIE: storage failover modify -node local -auto-giveback false

b. IFEBIRTI M storage failover takeover -ofnode target node name
EHRIEZER, EETAGE, TRIEHEN LOADER =R,

3. IR AR, FIEMREM,
4. W B 110 R LB H L,
. MANFEFRENT B4R /0 1RIR

a. WTIHFENESOREH,
DR IEHBEFE.
b. A FHEEMIEFB, HEEIELATFKEUE,
/0 BRMMFERIE, HM /O EEHIBH KL 1/2 &t
C. fiImh I/0 ERMEBIHLA , /0O BIRMAAEFRET T,
HRRERER 1/0 #RIRFRTEBIIEE.
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10.
1.

12.

13.

0 /0 RSB FBNES

9 /0 ke - B Te 2 R

R X91148A 1RIRLEE| B MEIET !
a. Ff X91148A BIRSHBEIENSZ A 770
b. 3§ X91148A {RIRIBNIEE, HEFEFHMESH /0 MEFPIFES /0 LREMS,
C. ¥ /0 T Em M, LUBRREIE R,

EERTIFEMZED BLERITHEE A BIEIER

TERLS LT IEIRERR B SRS o

MINHREFRTFEERBIIZHEIZEA: bye

() RESERILHPCIeRMEAL. HERSHTA,

MEEH T RRRETI A storage failover giveback -ofnode target node name

MRBERZH, 5EABMIRE: storage failover modify -node local -auto-giveback
true

SNRIEIEIENE 3 T 7 I X91148A FEERIRINA NIC 1E3R, MIXFMLEERE, XS MmOFER

storage port modify -node node name -port port name -mode network B

irhleE B E8 RS R
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WEIN2: HANIX91148AIERIE N TZAEIRIR

BAETEERHNRATRE—THS N X91148A FHEEIR, ERIMIFRETH—IHZIE NIC
B FHEIE IR,

p
1.

120

IR R BRE 1S XO1148A BIRLRILEIHEIE 3 #1 /¢ 7 &,

B
Z3

If you are adding an X91148A module as a storage module in slots 3 and/or 7 into a slot that has an
existing NIC module in it, use System Manager to permanently migrate the LIFs to different home
ports, as described in "iF#% LIF",

KANEHISEA
a. ZERBmRE: storage failover modify -node local -auto-giveback false

b. IFEBIMTR: storage failover takeover -ofnode target node name
EREERER, EETHE, TRFEN LOADER 2711,

NREEARIER, BIEREM.
R TB1F 110 IRIR ERIFR B4,
MAFEREIT B4R 1/0 18RIR:

a. T HFEMRSHIICRE,
O EHBE .
b. mFhese 8, BEFIHAFKFAE,
/0 BRMMFERE, HM /O EEHIBH KL 1/2 Tt
C. $izh /O WRMEBALF , # 1/0 RIRMANFEFEI T o
HRIRERER 1/0 HRIRFRTEBIEE.
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10.
1.

0 /0 RSB FBNES

9 /0 ke - B Te 2 R

1 X91148A IR L ZEIEHIE 3

a. ¥ X91148A IEIR SEIEIANL I 5.

b. & X91148A ERHUBNIENE, BHEHFEMESH /0 MEHBIF®S /0 LS.

C. ¥ /0 MR FPEEm L, LUSEHRBIERIL,

d. NRBRES— XO1M48A IEBHITEME, EXEE 7 FIRRESHITIREMZES R,
MINBREFRTALERBITHISEA bye

(D) s ERBLPCe ERE A, HEFBITA,

MEEH T RRET R storage failover giveback -ofnode target node name

MREZH, BEBHABEMASE: storage failover modify -node local -auto-giveback
true

iEhes B E8 RS R
RIRRFTR RENS 224 A2 2R H N E AR LR "HURIN TIER
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