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If you have a cluster with more than two nodes, it must be in quorum.ﬁﬂ%%ﬁikitiﬂ@ﬁ"ﬁﬁ?ﬂk?ﬂEﬁ?
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1. 3R BT AutoSupport. @i A AutoSupport;H Ber S22 1B EI8IEZEAI: system node

autosupport invoke -node * -type all -message MAINT=number of hours downh

L FAutoSupportep SR 2 1IE BB RIS clusterl:*> system node autosupport
invoke -node * -type all -message MAINT=2h
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storage failover modify -node impaired-node -auto-giveback-of false
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system ha interconnect link off -node healthy-node -1ink 0
system ha interconnect link off -node healthy-node -1link 1
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RAGRTARERRTAT (BN EERBRERSIMSTERRNEHSZEIITHISE. storage

E A ) failover takeover -ofnode impaired node name
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1. ANRB AT AutoSupport. M@ & AutoSupportss S22 1 BBl ZEF]: system node

autosupport invoke -node * -type all -message MAINT=number of hours downh

LA FAutoSupportin <2 1E BB ZE=FIF/NY: clusterl:*> system node autosupport
invoke -node * -type all -message MAINT=2h

2. NIBTTIERBIEHIZSVITH| S 2 H ERI3E: storage failover modify - node local
-auto-giveback false
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* HZ "NetApp Hardware Universe" LURIRFTEVI/ORIR S (EIEME R A G IEEIZITAIONTAPIR A TR Ao

« If multiple slots are available, check the slot priorities in "NetApp Hardware Universe" and use the best one
available for your I/O module.
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storage failover giveback -ofnode target node name
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storage port modify -node *<node name> -port *<port name> -mode network
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 “system location-led on' &%
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3. ANERBA T AutoSupport . NIi&ETEFAutoSupport JHEZE 1FBEhEIEZRH:

system node autosupport invoke -node * -type all -message MAINT=<number of
hours down>h

5180, AT AutoSupportiH B =R B ahZEFIeI= /Y
node2::> system node autosupport invoke -node * -type all -message MAINT=2h

4 MREFEUAHTRERIRE, WERABEIGR:

E B4 ...
E%E—Eﬁ%ﬁﬂ%ﬁﬁéﬁﬂ RRBHRE:
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storage failover modify -node local -auto
-giveback false
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O WREMIER /0 RIRMARS PIEFRHXABIR, LUEEHFE:
a. A<

system controller slot module remove -node impaired node name -slot
slot number

b. HN 'y HEFIRREARLLEET?

Fan, LUTFaSEERTR 2 (RUTHIR) LRYEE 7 PRSERIREER, HET—FAUL2BEG
HIHS

node2::> system controller slot module remove -node node2 -slot 7

Warning: IO 2X 100GBE NVDA NIC module in slot 7 of node node2 will be
powered off for removal.

Do you want to continue? {yln}: vy

The module has been successfully removed from service and powered off.
It can now be safely removed.

6. IOUER L HPERY 1/0 BIRE XIFEBIR:

system controller slot module show

MR TR " powered-off TEPEIRIR N ELAGHIER S HY “status' 51,

& 3. BRHIVKFEAY 10 1HIR
B HIHIEE VO BREHAEREY 1/0 B3R,
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1. MR EAREM, BIEMREM,

2. M TFHEERAEAEIEIEER. HEARRMELEIERENIIR. AEMR ThE,
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a. | IF PR,
b. &M BIR A REIm B IRIR,
C. BFIB NIRRT A O, AEBERAIHITHIZEIR. MMEER M IEHIZHEIRPET,
IRER 1/0 HEIRAIF R MEE S,
4. 3% 1/0 BHRMIE—=,
5. BB AMI/OBIRLE T BiRERET:
a. ¥ 1/0 R EIHEENE T,
b. }I?ﬂféﬂ&iﬁ%ﬂﬂiﬁ)@ﬂi*& BEERTEBNEHISIER, AE¥NHRH—ER L. LUSRRBIEE!
o
6. FI/OER L,
7. B BRI R PIENE,

IR 4. fEEHR /O BIREXA
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1. 5% 1/0 HRIREXAL:
a. A<

system controller slot module insert -node impaired node name -slot
slot number



b. BN 'y HEFIRREARLLEET?
WM ERIA 1/0 BRIRERINEL (FFHl. IR HRNER)
flan, AT fET R 2 (RiIEHER) LRVEIE 7 B, AERIZIREEMNTRER:

node2::> system controller slot module insert -node node2 -slot 7

Warning: IO 2X 100GBE NVDA NIC module in slot 7 of node node2 will be
powered on and initialized.

Do you want to continue? {y|n}: "y

The module has been successfully powered on, initialized and placed into
service.

2. BHE 1/O R EMNE MmO BT ERIIIEL:
a. NZIEHIZRRERI QAL TR <:
event log show -event *hotplug.init*
()  EAFRENEAERRSONAK BRSNS S,

BN ER—1EZ 1 hotplug.init.success EMS E4H hotplug.init.success: 1E "Event 5, 38R
/0 &R LS RO E RIFIE .

g0, ARSI ER /0 i e7b # e7a BYFIIA1LELIA:

node2::> event log show -event *hotplug.init*

Time Node Severity Event

7/11/2025 16:04:06 node?2 NOTICE hotplug.init.success:
Initialization of ports "e7b" in slot 7 succeeded

7/11/2025 16:04:06 node?2 NOTICE hotplug.init.success:
Initialization of ports "e7a" in slot 7 succeeded

2 entries were displayed.

a. NRIHOFIBUKIK, BEE EMS HEUTREXRBNEESE,
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3. IRIE I/0 BIRIGEE BB H EE M.
system controller slot module show
RN B EBIRES A powered-on, A /0 BHRATLUSETT,
4. #IA /0 HEIREBMH ETIRF o
MEHEHBRAIEH QN <
system controller config show -node local -slot slot number
SN 1/0 HEIREINEANFIRG, WimHREER /0 RRER, SEEENIREOER.
g0, xFHEE 7 FRY /O RR, ENIZERIFRINT LA TARSAYREL

node2::> system controller config show -node local -slot 7

Node: node?2
Sub- Device/
Slot slot Information

7 - Dual 40G/100G Ethernet Controller CX6-DX
e7a MAC Address: d0:39:ea:59:69:74 (auto-100g cr4-fd-
up)
QSFP Vendor: CISCO-BIZLINK
QSFP Part Number: 1.45593-D218-D10
QSFP Serial Number: LCC2807GJFM-B
e7b MAC Address: d0:39:ea:59:69:75 (auto-100g cr4-fd-
up)
QSFP Vendor: CISCO-BIZLINK
QSFP Part Number: 1.45593-D218-D10
QSFP Serial Number: LCC2809G26F-A
Device Type: CX6-DX PSID(NAP0O000000027)
Firmware Version: 22.44.1700
Part Number: 111-05341
Hardware Revision: 20
Serial Number: 032403001370

TES5. MEFERARESET

BEFEEENEHSERMEEFETE (REFE) . MEBXMER (REFE) . BIE LF IFHEERO LUK
E%F%Amﬁwmﬂém*%@L,hfﬁ%ﬁhalE% BITIRES.
p

1. RIBEMEME R A LETIEITHY ONTAP hRZAS UK HIZRARE, EHRIZENITHIS LR FEHIE BEh3e
1’



& BA ...

%E%E—E%‘J%%Eﬁbﬁ'éﬁéfﬂk a. BIZEHFMETE, KERENERIRMEERET:

storage failover giveback -ofnode controller
that was taken over name

b. MIRIERE BT HIZRAYIEH & R E BRIk

storage failover modify -node local -auto
-giveback true

A ERIZBSEEBIFHIEIT /0 (| BET—%,
TRIHEE)
2. BIFPEEOREREF T aMiEORE: network interface show -—is-home false

ﬁﬂ%ﬁﬂLUNﬁ'Jjjfalse\ EBEARBIEFIFKO: network interface revert -vserver * -1if

3. YNR B T AutoSupport. MR [R B EheI 22

system node autosupport invoke -node * -type all -message MAINT=end

% 6 & KEFEIHR[E] NetApp
REBEMHMEMEY RMA i3 B SIEER4HRE] NetApp » "EMFIREIFIFR"EXRIFMES. S ITH,

EiRI/OEIR- FAS7TO0FIFAS90

AR FAS70ZFASQO AL HHI/OEIRH I PE R FEEA R UL IFES e EMINEE. 15
FIZIRIR, BRI IZEEXAITHIEE. EMAEHRIENI/ORIR, BB TSI ARG
KA PERIEMFIR[EINetAppo

TR A RSS2 FrRIFT B ONTAPRR A fE A LT 32,

FIaZ Al
* BUTUEE S ERER T
* BREFERETHAEEMAMHIERIRTT, BN, BRARARZH.

F1P: XARHTR
R U TR — XA S S a8,
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TN . KRERARS

BRAZHEHEE, COMRELHRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMNZ
BTl SR B R R,

KXFUIAES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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IR 2 . $5EHIBSiI T MetroCluster #1

()  REORARFNS A MetroCluster BE, W/NEMILBIES B,

BRAZHIERRE, CRIRERERISIRES, AELBEEIRHESR, WESTESNERNSHREMNT
Bz hl 2R R R,

* If you have a cluster with more than two nodes, it must be in quorum. J1REEFIAZI BTN
RFNIERIRER R TR A E E R alse. MAEXAZHITHI I 2 AIE ERBER ; FE0 "
BhHRS5&ERD"

* YNREFEEBIE MetroCluster BLE, MATIAEEE MetroCluster FeERE, HFETRATFERH
BIFERIRES (MetroCluster node show) o
T
1. MNER BT AutoSupport. Ni&EZ A AAutoSupportts S22 1F EEIRIEZER]: system node

autosupport invoke -node * -type all -message MAINT=number of hours downh

A FAutoSupportip SR 2 IE BB RIS clusterl:*> system node autosupport
invoke -node * -type all -message MAINT=2h

2. NBITIEERIEHIZSSRIEHI A2 ABMASE:. storage failover modify - node local
-auto-giveback false

3. ¥ZRIEHI2E 2N LOADER 18R 4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—%,
EEHEFTE & Ctrl-C , AREHIRTRREE vo

AGRTARERRTAT N EERBRERSIMSTERRNEHSZEIITHISE. storage

RoEN) failover takeover -ofnode impaired node name

LY RiEI2E 7R Waiting for giveback... BY, 3% Ctrl-C , ZAfS[E]
%
= Yo

$27: BMREHERIOERIR
EEMIOBRR, EENBEFHIIZER, ARRBEES BIRFHTRIE

P
1. SNSRI ERIEM, B IEMHIE,
2. IR B#r5 1/0 #HIR FHIFRE R4k,

()  wRITCRERE, WEEEREEERNEEI e ERNH0,
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3. A THERR AL EIRIER. HARNMALERERNMMNIRE. ARM TieEEsR.

(D) TEERTOESTATNEEIORER, B, BRAHTF— OB,

" /O %e =)

ERRAXLEL LN IR, EEREXLEHLELRE L,
4. MATAEFRENT B ARI/ORIR
a. T EEIR LR AR,
b. R AL FI SR ETREIT B ARIR
C. BFEmANLRANAOR. ARRKRRIEAE. MR MAFEFRE T,
HRRERER 1/O #RIRFRTEBIIEE.

. ¥ /0 HEIRMIE—35-
6. FEHMARI/ORRLZEEIES
a. FIERENUEHEA OBLEMTT.
b. BIRREZHBANIEE, EETEBANE, AERORAM—Em LR, MRBERRHEEL,
7. RIOHER Lk,
8. BB M e XIAUE,

$E3W . BMEDHERIZE

FHRIORIRfE. WMEFHBENITHIZE.

p
1. MINHAZF R AT E R R ohizHl2s

bye

(D) =St BB ORI AL,
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2. BEREFEERRITHIZE S ERIET:
storage failover giveback -ofnode impaired node name
3. MIETTIRR REFHIZHIZRAYIZHI 8 E R B 5h 3% |
storage failover modify -node local -auto-giveback true

4. tNRBA T AutoSupport. MER BEEhel =6

system node autosupport invoke -node * -type all -message MAINT=END

F 4% BHPEIHRE] NetApp
REBEMFEM RMA BRI HIEEHIRE] NetApp o "BEMHREFER"EXFMER. BESNITH,
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