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使用 System Manager 管理 NAS 协议

了解如何使用 ONTAP System Manager 进行 NAS 管理

本节中的主题介绍如何在 ONTAP 9.7 及更高版本中使用 System Manager 配置和管理
NAS 环境。

如果您使用的是经典 System Manager （仅适用于 ONTAP 9.7 及更早版本），请参见以下主题：

• "NFS 配置概述"

• "SMB配置概述"

System Manager 支持以下工作流：

• 要用于 NAS 文件服务的集群的初始配置。

• 针对不断变化的存储需求进行额外的卷配置。

• 配置和维护行业标准身份验证和安全设施。

使用 System Manager ，您可以在组件级别管理 NAS 服务：

• 协议—NFS、SMB或两者(NAS多协议)

• 名称服务—DNS、LDAP和NIS

• 名称服务开关

• Kerberos和TLS安全性

• 导出和共享

• qtree

• 用户和组的名称映射

使用 ONTAP 系统管理器为 VMware 数据存储库配置 NFS 存储

在使用适用于 VMware vSphere 的 Virtual Storage Console （ VSC ）为 ESXi 主机在基
于 ONTAP 的存储系统上配置 NFS 卷之前，请使用适用于 ONTAP 9.7 或更高版本的
System Manager 启用 NFS 。

创建后 "启用了 NFS 的 Storage VM" 然后，在 System Manager 中，您可以使用 VSC 配置 NFS 卷并管理数据
存储库。

从 VSC 7.0 开始， VSC 属于 "适用于 VMware vSphere 虚拟设备的 ONTAP 工具"，其中包括适用于 VMware

vSphere 的 VSC ， vStorage APIs for Storage Awareness （ VASA ） Provider 和 Storage Replication

Adapter （ SRA ）功能。

请务必检查 "NetApp 互操作性表" 以确认当前 ONTAP 版本与 VSC 版本之间的兼容性。

要使用System Manager经典版(适用于ONTAP 9.7及更早版本)设置ESXi主机对数据存储库的NFS访问、请参见
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"使用VSC为ESXi配置NFS概述"

有关详细信息，请参见 "TR-4597 ：适用于 ONTAP 的 VMware vSphere" 以及适用于您的 VSC 版本的文档。

使用 ONTAP 系统管理器为主目录配置 NAS 存储

创建卷以使用 SMB 协议为主目录提供存储。

此操作步骤会为上的主目录创建新卷 "已启用SMB的现有Storage VM"。您可以在配置卷或指定自定义配置时接
受系统默认值。

您可以创建FlexVol卷，或者对于具有高性能要求的大型文件系统，您可以创建FlexGroup卷。参见"创建
FlexGroup 卷"。

您也可以将此卷的规格保存到 Ansible 攻略手册中。有关详细信息，请访问 "使用 Ansible 攻略手册添加或编辑
卷或 LUN"。

步骤

1. 在启用了 SMB 的 Storage VM 中添加新卷。

a. 选择*存储>卷*，然后单击*添加*。

b. 输入名称，选择 Storage VM 并输入大小。

仅会列出配置了SMB协议的Storage VM。如果只有一个配置了SMB协议的Storage VM可用、则不会显
示* Storage VM*字段。

▪ 如果此时单击 * 保存 * ，则 System Manager 将使用系统默认值创建和添加 FlexVol 卷。

▪ 您可以单击 * 更多选项 * 自定义卷的配置，以启用授权，服务质量和数据保护等服务。 请参见 [自定
义卷配置]，然后返回此处完成以下步骤。

2. 【工作流中的第 2 步，第 2 步】单击 * 存储 > 共享 * ，单击 * 添加 * ，然后选择 * 主目录 * 。

3. 在 Windows 客户端上，执行以下操作以验证共享是否可访问。

a. 在Windows资源管理器中、按以下格式将驱动器映射到共享：
\\<SMB_Server_Name>\<Share_Name>

如果共享名称是使用变量（ %w ， %d 或 %u ）创建的，请务必使用解析后的名称测试访问。

b. 在新创建的驱动器上，创建一个测试文件，然后删除该文件。

自定义卷配置

您可以在添加卷时自定义卷配置，而不是接受系统默认值。
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步骤

单击 * 更多选项 * 后，选择所需功能并输入所需值。

• 远程卷的缓存。

• 性能服务级别（服务质量， QoS ）。

从ONTAP 9.8开始、除了默认值选择之外、您还可以指定自定义QoS策略或禁用QoS。

◦ 要禁用 QoS ，请依次选择 * 自定义 * ， * 现有 * 和 * 无 * 。

◦ 如果选择 * 自定义 * 并指定现有服务级别，则会自动选择一个本地层。

◦ 从 ONTAP 9.1.1 开始，如果选择创建自定义性能服务级别，则可以使用 System Manager 手动选择要放
置所创建卷的本地层（ * 手动放置 * ）。

如果选择远程缓存或 FlexGroup 卷选项，则此选项不可用。

• FlexGroup 卷（选择 * 在集群中分布卷数据 * ）。

如果先前在 * 性能服务级别 * 下选择了 * 手动放置 * ，则此选项不可用。 否则，默认情况下，您要添加的卷
将成为 FlexVol 卷。

• 配置了卷的协议的访问权限。

• 使用 SnapMirror （本地或远程）保护数据，然后从下拉列表中指定目标集群的保护策略和设置。

• 选择*保存*以创建卷并将其添加到集群和Storage VM。

保存卷后，返回到 [step2] 完成主目录的配置。

使用 ONTAP 系统管理器通过 NFS 为 Linux 服务器配置 NAS 存
储

使用 NFS 协议和 ONTAP System Manager （ 9.7 及更高版本）创建卷以为 Linux 服务器
提供存储。

此操作步骤会在上创建新卷 "已启用 NFS 的现有 Storage VM"。您可以在配置卷或指定自定义配置时接受系统默
认值。

您可以创建FlexVol卷，或者对于具有高性能要求的大型文件系统，您可以创建FlexGroup卷。参见"创建
FlexGroup 卷"。

您也可以将此卷的规格保存到 Ansible 攻略手册中。有关详细信息，请访问 "使用 Ansible 攻略手册添加或编辑
卷或 LUN"。

如果要了解有关ONTAP NFS协议功能范围的详细信息，请参阅"了解 NFS 协议的 ONTAP 文件访问"。

步骤

1. 在启用了NFS的Storage VM中添加新卷。

a. 单击 * 存储 > 卷 * ，然后单击 * 添加 * 。
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b. 输入名称，选择 Storage VM 并输入大小。

仅列出配置了 NFS 协议的 Storage VM 。如果只有一个配置了SMB协议的Storage VM可用、则不会显
示* Storage VM*字段。

▪ 如果此时单击 * 保存 * ，则 System Manager 将使用系统默认值创建和添加 FlexVol 卷。

默认导出策略会为所有用户授予完全访问权限。

▪ 您可以单击 * 更多选项 * 自定义卷的配置，以启用授权，服务质量和数据保护等服务。 请参见 [自定
义卷配置]，然后返回此处完成以下步骤。

2. 在Linux客户端上、执行以下操作以验证访问。

a. 使用 Storage VM 的网络接口创建并挂载卷。

b. 在新挂载的卷上，创建一个测试文件，向该文件写入文本，然后删除该文件。

验证访问后，您可以 "使用卷的导出策略限制客户端访问" 并在挂载的卷上设置所需的任何 UNIX 所有权和权
限。

自定义卷配置

您可以在添加卷时自定义卷配置，而不是接受系统默认值。

步骤

单击 * 更多选项 * 后，选择所需功能并输入所需值。

• 远程卷的缓存。

• 性能服务级别（服务质量， QoS ）。

从ONTAP 9.8开始、除了默认值选择之外、您还可以指定自定义QoS策略或禁用QoS。

◦ 要禁用 QoS ，请依次选择 * 自定义 * ， * 现有 * 和 * 无 * 。

◦ 如果选择 * 自定义 * 并指定现有服务级别，则会自动选择一个本地层。

◦ 从 ONTAP 9.1.1 开始，如果选择创建自定义性能服务级别，则可以使用 System Manager 手动选择要放
置所创建卷的本地层（ * 手动放置 * ）。

如果选择远程缓存或 FlexGroup 卷选项，则此选项不可用。

• FlexGroup 卷（选择 * 在集群中分布卷数据 * ）。

如果先前在 * 性能服务级别 * 下选择了 * 手动放置 * ，则此选项不可用。 否则，默认情况下，您要添加的卷
将成为 FlexVol 卷。

• 配置了卷的协议的访问权限。

• 使用 SnapMirror （本地或远程）保护数据，然后从下拉列表中指定目标集群的保护策略和设置。

• 选择*保存*以创建卷并将其添加到集群和Storage VM。
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保存卷后，返回到 [step2-complete-prov] 使用 NFS 完成 Linux 服务器的配置。

在 ONTAP 中执行此操作的其他方法

执行此任务的对象 请参见 …

System Manager 经典版（ ONTAP 9.7 及更早版本） "NFS 配置概述"

ONTAP 命令行界面（ CLI ） "了解使用ONTAP命令行界面进行NFS配置的信息"

使用 ONTAP System Manager 的导出策略管理访问

使用导出策略启用 Linux 客户端对 NFS 服务器的访问。

此操作步骤将为创建或修改导出策略 "已启用 NFS 的现有 Storage VM"。

步骤

1. 在 System Manager 中，单击 * 存储 * > * 卷 * 。

2. 单击启用了 NFS 的卷，然后单击 * 更多 * 。

3. 单击 * 编辑导出策略 * ，然后单击 * 选择现有策略 * 或 * 添加新策略 * 。

使用 ONTAP 系统管理器的 SMB 为 Windows 服务器配置 NAS
存储

使用 ONTAP 9.7 及更高版本提供的 System Manager 创建卷以使用 SMB 协议为
Windows 服务器提供存储。

此操作步骤会在上创建新卷 "已启用SMB的现有Storage VM" 并为卷根目录（ / ）目录创建共享。您可以在配置
卷或指定自定义配置时接受系统默认值。在初始 SMB 配置后，您还可以创建其他共享并修改其属性。

您可以创建FlexVol卷，或者对于具有高性能要求的大型文件系统，您可以创建FlexGroup卷。参见"创建
FlexGroup 卷"。

您也可以将此卷的规格保存到 Ansible 攻略手册中。有关详细信息，请访问 "使用 Ansible 攻略手册添加或编辑
卷或 LUN"。

如果要了解有关ONTAP SMB协议功能范围的详细信息，请参阅"参考概述"。

开始之前

• 从ONTAP 9.13.1开始、默认情况下、您可以对新卷启用容量分析和活动跟踪。在System Manager中、您可
以管理集群或Storage VM级别的默认设置。有关详细信息，请参阅 "启用文件系统分析"。

步骤

1. 在启用了 SMB 的 Storage VM 中添加新卷。

a. 单击 * 存储 > 卷 * ，然后单击 * 添加 * 。

b. 输入名称，选择 Storage VM 并输入大小。
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仅会列出配置了SMB协议的Storage VM。如果只有一个配置了SMB协议的Storage VM可用、则不会显
示* Storage VM*字段。

▪ 如果此时选择*保存*，则System Manager将使用系统默认值创建和添加FlexVol卷。

▪ 您可以选择*更多选项*自定义卷配置以启用授权、服务质量和数据保护等服务。 请参见 [自定义卷配
置]，然后返回此处完成以下步骤。

2. 【工作流中的步骤2-compl-prov-win、步骤2】切换到Windows客户端以验证共享是否可访问。

a. 在Windows资源管理器中、按以下格式将驱动器映射到共享：
\\_SMB_Server_Name__Share_Name_

b. 在新创建的驱动器上，创建一个测试文件，向该文件写入文本，然后删除该文件。

验证访问后，您可以使用共享 ACL 限制客户端访问，并在映射的驱动器上设置所需的任何安全属性。有关详细
信息、请参见 "创建共享" 。

添加或修改共享

您可以在初始 SMB 配置后添加其他共享。共享是使用您选择的默认值和属性创建的。这些内容可以稍后修改。

您可以在配置共享时设置以下共享属性：

• 访问权限

• 共享属性

◦ 通过 SMB 数据为包含 Hyper-V 和 SQL Server 的共享启用持续可用性（从 ONTAP 9.10.1 开始）。另
请参见：

▪ "基于 SMB 的 Hyper-V 的持续可用共享要求"

▪ "通过 SMB 实现 SQL Server 持续可用的共享要求"

◦ 访问此共享时使用 SMB 3.0 加密数据。

初始配置后，您还可以修改以下属性：

• 符号链接

◦ 启用或禁用符号链接和 Widelink

• 共享属性

◦ 允许客户端访问快照目录。

◦ 启用机会锁，允许客户端在本地锁定文件并缓存内容（默认）。

◦ 启用基于访问的枚举（ ABE ）以根据用户的访问权限显示共享资源。

步骤

1. 要在启用了 SMB 的卷中添加新共享，请单击 "* 存储 ">" 共享 " ，单击 "* 添加 " ，然后选择 "* 共享 " 。

2. 要修改现有共享，请单击存储>共享，然后单击  并选择编辑。
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自定义卷配置

您可以在添加卷时自定义卷配置，而不是接受系统默认值。

步骤

单击 * 更多选项 * 后，选择所需功能并输入所需值。

• 远程卷的缓存。

• 性能服务级别（服务质量， QoS ）。

从ONTAP 9.8开始、除了默认值选择之外、您还可以指定自定义QoS策略或禁用QoS。

◦ 要禁用 QoS ，请依次选择 * 自定义 * ， * 现有 * 和 * 无 * 。

◦ 如果选择 * 自定义 * 并指定现有服务级别，则会自动选择一个本地层。

◦ 从 ONTAP 9.1.1 开始，如果选择创建自定义性能服务级别，则可以使用 System Manager 手动选择要放
置所创建卷的本地层（ * 手动放置 * ）。

如果选择远程缓存或 FlexGroup 卷选项，则此选项不可用。

• FlexGroup 卷（选择 * 在集群中分布卷数据 * ）。

如果先前在 * 性能服务级别 * 下选择了 * 手动放置 * ，则此选项不可用。 否则，默认情况下，您要添加的卷
将成为 FlexVol 卷。

• 配置了卷的协议的访问权限。

• 使用 SnapMirror （本地或远程）保护数据，然后从下拉列表中指定目标集群的保护策略和设置。

• 选择*保存*以创建卷并将其添加到集群和Storage VM。

保存卷后，返回到 [step2-compl-prov-win] 使用 SMB 完成 Windows 服务器的配置。

在 ONTAP 中执行此操作的其他方法

执行此任务的对象 请参见 …

System Manager 经典版（ ONTAP 9.7 及更早版本） "SMB配置概述"

ONTAP 命令行界面 "使用命令行界面概述SMB配置"

使用 ONTAP 系统管理器通过 NFS 和 SMB 为 Windows 和
Linux 配置 NAS 存储

创建卷以使用 NFS 或 SMB 协议为客户端提供存储。

此操作步骤会在上创建新卷 "已为 NFS 和 SMB 协议启用现有 Storage VM"。
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NFS协议通常用于Linux环境。 SMB协议通常用于Windows环境。 但是、NFS和SMB均可用
于Linux或Windows。

您可以创建FlexVol卷，或者对于具有高性能要求的大型文件系统，您可以创建FlexGroup卷。看"创建
FlexGroup 卷"。

您也可以将此卷的规格保存到 Ansible 攻略手册中。有关详细信息，请访问 "使用 Ansible 攻略手册添加或编辑
卷或 LUN"。

步骤

1. 在同时为 NFS 和 SMB 启用的 Storage VM 中添加新卷。

a. 单击 * 存储 > 卷 * ，然后单击 * 添加 * 。

b. 输入名称，选择 Storage VM 并输入大小。

仅会列出同时配置了 NFS 和 SMB 协议的 Storage VM 。如果只有一个配置了 NFS 和 SMB 协议的
Storage VM 可用，则不会显示 * Storage VM* 字段。

c. 单击*更多选项*并选择*通过NFS*导出。

默认设置会为所有用户授予完全访问权限。您可以稍后向导出策略添加限制性更强的规则。

d. 选择 * 通过 SMB/CIFS 共享 * 。

创建共享时， * 任何人 * 组的默认访问控制列表（ ACL ）设置为 " 完全控制 " 。您可以稍后向 ACL 添
加限制。

e. 如果此时单击 * 保存 * ，则 System Manager 将使用系统默认值创建和添加 FlexVol 卷。

或者，您也可以继续启用任何其他所需服务，例如授权，服务质量和数据保护。请参见 [自定义卷配置]，然
后返回此处完成以下步骤。

2. 【工作流中的步骤2-compl-prov-nfs-smb、步骤2】在Linux客户端上、验证导出是否可访问。

a. 使用 Storage VM 的网络接口创建并挂载卷。

b. 在新挂载的卷上，创建一个测试文件，向该文件写入文本，然后删除该文件。

3. 在 Windows 客户端上，执行以下操作以验证共享是否可访问。

a. 在Windows资源管理器中、按以下格式将驱动器映射到共享：
\\_SMB_Server_Name__Share_Name_

b. 在新创建的驱动器上，创建一个测试文件，向该文件写入文本，然后删除该文件。

验证访问权限后，您可以"使用卷的导出策略限制客户端访问、使用共享ACL限制客户端访问"对导出的卷和
共享卷设置所需的任何所有权和权限。
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自定义卷配置

您可以在添加卷时自定义卷配置，而不是接受系统默认值。

步骤

单击 * 更多选项 * 后，选择所需功能并输入所需值。

• 远程卷的缓存。

• 性能服务级别（服务质量， QoS ）。

从ONTAP 9.8开始、除了默认值选择之外、您还可以指定自定义QoS策略或禁用QoS。

◦ 要禁用 QoS ，请依次选择 * 自定义 * ， * 现有 * 和 * 无 * 。

◦ 如果选择 * 自定义 * 并指定现有服务级别，则会自动选择一个本地层。

◦ 从 ONTAP 9.1.1 开始，如果选择创建自定义性能服务级别，则可以使用 System Manager 手动选择要放
置所创建卷的本地层（ * 手动放置 * ）。

如果选择远程缓存或 FlexGroup 卷选项，则此选项不可用。

• FlexGroup 卷（选择 * 在集群中分布卷数据 * ）。

如果先前在 * 性能服务级别 * 下选择了 * 手动放置 * ，则此选项不可用。 否则，默认情况下，您要添加的卷
将成为 FlexVol 卷。

• 配置了卷的协议的访问权限。

• 使用 SnapMirror （本地或远程）保护数据，然后从下拉列表中指定目标集群的保护策略和设置。

• 选择*保存*以创建卷并将其添加到集群和Storage VM。

保存卷后，返回到 [step2-compl-prov-nfs-smb] 完成 Windows 和 Linux 服务器的多协议配置。

在 ONTAP 中执行此操作的其他方法

要执行以下任务，请执行以下操作 … 查看此内容 …

System Manager 经典版（ ONTAP 9.7 及更早版本） "SMB 和 NFS 多协议配置概述"

ONTAP 命令行界面 • "使用命令行界面概述SMB配置"

• "了解使用ONTAP命令行界面进行NFS配置的信息"

• "了解安全风格及其影响"

• "在多协议环境中，文件和目录名称区分大小写"

使用 ONTAP 系统管理器通过 Kerberos 保护客户端访问

启用 Kerberos 以保护 NAS 客户端的存储访问。

此操作步骤会在已启用的现有 Storage VM 上配置 Kerberos "NFS" 或 "SMB"。
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开始之前，您应已配置 DNS ， NTP 和 "LDAP" 在存储系统上。

步骤

1. 在 ONTAP 命令行中，为 Storage VM 根卷设置 UNIX 权限。

a. 显示Storage VM根卷上的相关权限： volume show -volume root_vol_name-fields

user,group,unix-permissions。有关的详细信息 volume show，请参见"ONTAP 命令参考"。

Storage VM 的根卷必须具有以下配置：

名称 正在设置 …

UID root 或 ID 0

GID root 或 ID 0

UNIX 权限 755

a. 如果未显示这些值、请使用 volume modify`命令对其进行更新。有关的详细信息 `volume
modify，请参见"ONTAP 命令参考"。

2. 设置 Storage VM 根卷的用户权限。

a. 显示本地UNIX用户： vserver services name-service unix-user show -vserver

vserver_name。有关的详细信息 vserver services name-service unix-user show，请参
见"ONTAP 命令参考"。

此 Storage VM 应配置以下 UNIX 用户：

用户名 用户 ID 主组 ID

NFS 500 0

root 0 0

+

◦ 注： * 如果 NFS 客户端用户的 SPN 存在 Kerberos - UNIX 名称映射，则不需要 NFS 用户；请参见第 5
步。

a. 如果未显示这些值、请使用 vserver services name-service unix-user modify`命令对
其进行更新。有关的详细信息 `vserver services name-service unix-user modify，请
参见"ONTAP 命令参考"。

3. 设置 Storage VM 根卷的组权限。

a. 显示本地UNIX组： vserver services name-service unix-group show -vserver

vserver_name。有关的详细信息 vserver services name-service unix-group show，请参
见"ONTAP 命令参考"。

此 Storage VM 应配置以下 UNIX 组：
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组名称 组 ID

守护进程 1.

root 0

a. 如果未显示这些值、请使用 vserver services name-service unix-group modify`命令对其
进行更新。有关的详细信息 `vserver services name-service unix-group modify，请参
见"ONTAP 命令参考"。

4. 切换到 System Manager 以配置 Kerberos

5. 在 System Manager 中，单击 * 存储 > Storage VM* 并选择 Storage VM 。

6. 单击 * 设置 * 。

7. 单击  Kerberos下的。

8. 单击 Kerberos 域下的 * 添加 * ，然后完成以下部分：

◦ 添加 Kerberos 域

根据 KDC 供应商输入配置详细信息。

◦ 将网络接口添加到域

单击 * 添加 * 并选择一个网络接口。

9. 如果需要，可将 Kerberos 主体名称与本地用户名之间的映射添加到其中。

a. 单击*存储> Storage VM*并选择Storage VM。

b. 单击*Settings*，然后单击  *Name Mapping*下的。

c. 在 * Kerberos 到 UNIX* 下，使用正则表达式添加模式和替换项。

使用 ONTAP 系统管理器通过名称服务提供客户端访问

使 ONTAP 能够使用 LDAP 或 NIS 查找主机，用户，组或网络组信息以对 NAS 客户端进
行身份验证。

此操作步骤会在已启用的现有 Storage VM 上创建或修改 LDAP 或 NIS 配置 "NFS" 或 "SMB"。

对于 LDAP 配置，您应具有环境中所需的 LDAP 配置详细信息，并且应使用默认的 ONTAP LDAP 模式。

步骤

1. 配置所需服务：单击 * 存储 > 存储 VM* 。

2. 选择Storage VM、单击*设置*、然后单击  LDAP或NIS。

3. 在名称服务开关中包括任何更改：单击  名称服务开关下的。

使用 ONTAP System Manager 管理目录和文件

展开 System Manager 卷显示以查看和删除目录和文件。
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从ONTAP 9．9.1开始，可以使用低延迟异步目录删除功能删除目录。

有关在 ONTAP 9.9.1 及更高版本中查看文件系统的详细信息，请参见 "文件系统分析概述"。

步骤

1. 选择 * 存储 > 卷 * 。展开卷以查看其内容。

使用 ONTAP System Manager 管理特定于主机的用户和组

从 ONTAP 9.10.1 开始，您可以使用 System Manager 管理特定于 UNIX 或 Windows 主机
的用户和组。

您可以执行以下过程：

Windows "unix"

• 查看 Windows 用户和组

• [add-edit-delete-Windows]

• [manage-windows-users]

• 查看 UNIX 用户和组

• [add-edit-delete-UNIX]

• [manage-unix-users]

查看 Windows 用户和组

在 System Manager 中，您可以查看 Windows 用户和组的列表。

步骤

1. 在 System Manager 中，单击 * 存储 > 存储 VM* 。

2. 选择 Storage VM ，然后选择 * 设置 * 选项卡。

3. 滚动到 * 主机用户和组 * 区域。

"Windows " 部分显示与选定 Storage VM 关联的每个组中的用户数摘要。

4. 单击  *Windows*部分。

5. 单击*组*选项卡，然后单击  组名称旁边的以查看有关该组的详细信息。

6. 要查看组中的用户，请选择该组，然后单击 * 用户 * 选项卡。

添加，编辑或删除 Windows 组

在 System Manager 中，您可以通过添加，编辑或删除 Windows 组来对其进行管理。

步骤

1. 在 System Manager 中，查看 Windows 组列表。 请参见 查看 Windows 用户和组。

2. 在 * 组 * 选项卡上，您可以管理具有以下任务的组：

要执行此操作 … 执行以下步骤 …
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添加组 1. 单击 。

2. 输入组信息。

3. 指定权限。

4. 指定组成员（添加本地用户，域用户或域组）。

编辑组 1. 在组名称旁边，单击，然后单击 Edit。

2. 修改组信息。

删除组 1. 选中要删除的组旁边的框。

2. 单击 。

注：*您也可以删除单个组，方法是单击  组名称
旁边的，然后单击*Delete。

管理 Windows 用户

在 System Manager 中，您可以通过添加，编辑，删除，启用或禁用 Windows 用户来对其进行管理。您还可以
更改 Windows 用户的密码。

步骤

1. 在 System Manager 中，查看组的用户列表。 请参见 查看 Windows 用户和组。

2. 在 * 用户 * 选项卡上，您可以使用以下任务管理用户：

要执行此操作 … 执行以下步骤 …

添加用户 1. 单击 。

2. 输入用户信息。

编辑用户 1. 在用户名旁边，单击，然后单击 Edit。

2. 修改用户信息。

删除用户 1. 选中要删除的用户旁边的框。

2. 单击 。

注：*您也可以删除单个用户，方法是单击  用户
名旁边的，然后单击*Delete。

更改用户密码 1. 在用户名旁边，单击，然后单击 Change

Password。

2. 输入新密码并进行确认。
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启用用户 1. 选中要启用的每个已禁用用户旁边的框。

2. 单击 。

禁用用户 1. 选中要禁用的每个已启用用户旁边的框。

2. 单击 。

查看 UNIX 用户和组

在 System Manager 中，您可以查看 UNIX 用户和组的列表。

步骤

1. 在 System Manager 中，单击 * 存储 > 存储 VM* 。

2. 选择 Storage VM ，然后选择 * 设置 * 选项卡。

3. 滚动到 * 主机用户和组 * 区域。

"UNIX " 部分显示与选定 Storage VM 关联的每个组中的用户数摘要。

4. 单击  *UNIX*部分。

5. 单击 * 组 * 选项卡可查看有关该组的详细信息。

6. 要查看组中的用户，请选择该组，然后单击 * 用户 * 选项卡。

添加，编辑或删除 UNIX 组

在 System Manager 中，您可以通过添加，编辑或删除 UNIX 组来对其进行管理。

步骤

1. 在 System Manager 中，查看 UNIX 组的列表。 请参见 查看 UNIX 用户和组。

2. 在 * 组 * 选项卡上，您可以管理具有以下任务的组：

要执行此操作 … 执行以下步骤 …

添加组 1. 单击 。

2. 输入组信息。

3. （可选）指定关联用户。

编辑组 1. 选择组。

2. 单击 。

3. 修改组信息。

4. （可选）添加或删除用户。
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删除组 1. 选择要删除的一个或多个组。

2. 单击 。

管理 UNIX 用户

在 System Manager 中，您可以通过添加，编辑或删除 Windows 用户来对其进行管理。

步骤

1. 在 System Manager 中，查看组的用户列表。 请参见 查看 UNIX 用户和组。

2. 在 * 用户 * 选项卡上，您可以使用以下任务管理用户：

要执行此操作 … 执行以下步骤 …

添加用户 1. 单击 。

2. 输入用户信息。

编辑用户 1. 选择要编辑的用户。

2. 单击 。

3. 修改用户信息。

删除用户 1. 选择要删除的一个或多个用户。

2. 单击 。

使用 ONTAP 系统管理器监控 NFS 活动客户端

从 ONTAP 9.8 开始， System Manager 将显示在集群上获得 NFS 许可时哪些 NFS 客户
端连接处于活动状态。

这样，您可以快速验证哪些 NFS 客户端正在主动连接到 Storage VM ，哪些已连接但处于闲置状态，哪些已断
开连接。

对于每个NFS客户端IP地址，*NFS客户端*显示内容将显示：
*上次访问时间
*网络接口IP地址
* NFS连接版本
* Storage VM名称

此外， "* 存储 ">Volumes* " 显示还会显示过去 48 小时内处于活动状态的 NFS 客户端列表，并且 "* 信息板 * "

显示会包含 NFS 客户端的计数。

步骤

1. 显示 NFS 客户端活动：单击 * 主机 > NFS 客户端 * 。
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启用 NAS 存储

通过 ONTAP 系统管理器使用 NFS 为 Linux 服务器启用 NAS 存储

创建或修改Storage VM、以使NFS服务器能够向Linux客户端提供数据。

使用此操作步骤为NFS协议启用新的或现有的Storage VM。

开始之前

确保您已记下环境中所需的任何网络连接、身份验证或安全服务的配置详细信息。

步骤

1. 在Storage VM上启用NFS。

◦ 对于新的Storage VM：单击*存储> Storage VM*、单击*添加*、输入Storage VM名称、然后在*

SMB/CIFS/NFS、S3*选项卡中选择*启用NFS*。

i. 确认默认语言。

ii. 添加网络接口。

iii. 更新Storage VM管理员帐户信息(可选)。

◦ 对于现有Storage VM：单击*存储> Storage VM*、选择一个Storage VM、单击*设置*、然后单击*NFS*

 下的。

2. 打开 Storage VM 根卷的导出策略：

a. 单击 * 存储 > 卷 * ，选择 Storage VM 的根卷（默认为 volume-name _root ），然后单击 * 导出策略 *

下显示的策略。

b. 单击 * 添加 * 以添加规则。

▪ 客户端规范= 0.0.0.0/0

▪ 访问协议 = NFS

▪ 访问详细信息 = UNIX 只读

3. 配置DNS进行主机名解析：单击*存储> Storage VM*、选择Storage VM、单击*设置*、然后单击* DNS * 

下的。

4. 根据需要配置名称服务。

a. 单击*存储> Storage VM*、选择Storage VM、单击*设置*、然后单击  LDAP或NIS。

b. 单击  名称服务切换磁贴以包含任何更改。

5. 根据需要配置 Kerberos ：

a. 单击 * 存储 > 存储 VM* ，选择此 Storage VM ，然后单击 * 设置 * 。

b. 单击  Kerberos磁贴，然后单击*Add*。
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使用 ONTAP 系统管理器通过 SMB 为 Windows 服务器启用 NAS 存储

创建或修改Storage VM、以使SMB服务器能够向Windows客户端提供数据。

此操作步骤 可为SMB协议启用新的或现有的Storage VM。假定您的环境中所需的任何网络、身份验证或安全服
务均提供了配置详细信息。

步骤

1. 在Storage VM上启用SMB。

a. 对于新的Storage VM：单击*存储> Storage VM*、单击*添加*、输入Storage VM名称、然后在*

SMB/CIFS、NFS、S3*选项卡中选择*启用SMB/CIFS *。

▪ 输入以下信息：

▪ 管理员名称和密码

▪ 服务器名称

▪ Active Directory域

▪ 确认组织单位。

▪ 确认DNS值。

▪ 确认默认语言。

▪ 添加网络接口。

▪ 更新Storage VM管理员帐户信息(可选)。

b. 对于现有Storage VM：：单击*存储> Storage VM*、选择一个Storage VM、单击*设置*、然后单击*

SMB *  下的。

2. 打开 Storage VM 根卷的导出策略：

a. 单击 * 存储 > 卷 * ，选择 Storage VM 的根卷（默认为 volume-name_root ），然后单击 * 导出策略 * 下
显示的策略。

b. 单击 * 添加 * 以添加规则。

▪ 客户端规范= 0.0.0.0/0

▪ 访问协议= SMB

▪ 访问详细信息= NTFS只读

3. 配置 DNS 以进行主机名解析：

a. 单击*存储> Storage VM*、选择Storage VM、单击*设置*、然后单击*DNS*  下的。

b. 切换到 DNS 服务器并映射 SMB 服务器。

▪ 创建正向（ A - 地址记录）和反向（ PTR - 指针记录）查找条目，将 SMB 服务器名称映射到数据网
络接口的 IP 地址。
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▪ 如果您使用 NetBIOS 别名，请创建一个别名规范名称（ CNAME 资源记录）查找条目，以便将每个
别名映射到 SMB 服务器的数据网络接口的 IP 地址。

4. 根据需要配置名称服务

a. 单击*存储> Storage VM*，选择Storage VM，单击*设置*，然后单击*LDAP*或*NIS*  下的。

b. 在名称服务切换文件中包含任何更改：单击  *Name Services Switch*下的。

5. 根据需要配置 Kerberos ：

a. 单击 * 存储 > 存储 VM* ，选择此 Storage VM ，然后单击 * 设置 * 。

b. 单击  Kerberos下的，然后单击*Add。

通过 ONTAP 系统管理器使用 NFS 和 SMB 为 Windows 和 Linux 启用 NAS 存储

创建或修改Storage VM、以使NFS和SMB服务器能够向Linux和Windows客户端提供数
据。

启用新的或现有的Storage VM、以便使用此操作步骤同时提供NFS和SMB协议。

开始之前

确保您已记下环境中所需的任何网络连接、身份验证或安全服务的配置详细信息。

步骤

1. 在Storage VM上启用NFS和SMB。

a. 对于新的Storage VM：单击*存储> Storage VM*、单击*添加*、输入Storage VM名称、然后在*

SMB/CIFS、NFS、S3*选项卡中、选择*启用SMB/CIFS 和*启用NFS。

b. 输入以下信息：

▪ 管理员名称和密码

▪ 服务器名称

▪ Active Directory域

c. 确认组织单位。

d. 确认DNS值。

e. 确认默认语言。

f. 添加网络接口。

g. 更新Storage VM管理员帐户信息(可选)。

h. 对于现有Storage VM：单击*存储> Storage VM*、选择一个Storage VM、然后单击*设置*。如果尚未启
用NFS或SMB、请完成以下子步骤。

▪ 单击  *NFS*下的。
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▪ 单击  *SMB*下的。

2. 打开 Storage VM 根卷的导出策略：

a. 单击 * 存储 > 卷 * ，选择 Storage VM 的根卷（默认为 volume-name_root ），然后单击 * 导出策略 * 下
显示的策略。

b. 单击 * 添加 * 以添加规则。

▪ 客户端规范= 0.0.0.0/0

▪ 访问协议 = NFS

▪ 访问详细信息= NFS只读

3. 配置 DNS 以进行主机名解析：

a. 单击*存储> Storage VM*、选择Storage VM、单击*设置*、然后单击*DNS*  下的。

b. DNS 配置完成后，切换到 DNS 服务器并映射 SMB 服务器。

▪ 创建正向（ A - 地址记录）和反向（ PTR - 指针记录）查找条目，将 SMB 服务器名称映射到数据网
络接口的 IP 地址。

▪ 如果您使用 NetBIOS 别名，请创建一个别名规范名称（ CNAME 资源记录）查找条目，以便将每个
别名映射到 SMB 服务器的数据网络接口的 IP 地址。

4. 根据需要配置名称服务：

a. 单击*存储> Storage VM*、选择Storage VM、单击*设置*、然后单击  LDAP或NIS。

b. 在名称服务切换文件中包含任何更改：单击  *Name Services Switch*下的。

5. 根据需要配置 Kerberos ：

a. 单击 * 存储 > 存储 VM* ，选择此 Storage VM ，然后单击 * 设置 * 。

b. 单击  Kerberos磁贴，然后单击*Add*。

6. 根据需要映射UNIX和Windows用户名：单击  “名称映射”下的，然后单击“添加”。

只有当您的站点包含未隐式映射的Windows和UNIX用户帐户时、即每个Windows用户名的小写版本与UNIX

用户名匹配时、才应执行此操作。您可以使用LDAP、NIS或本地用户映射用户名。如果两组用户不匹配，则
应配置名称映射。
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