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使用 System Manager 进行集群管理

了解如何使用 ONTAP System Manager 进行集群管理

System Manager是一个基于HTML5的图形管理界面、可用于使用Web浏览器管理存储系
统和存储对象(例如磁盘、卷和存储层)以及执行与存储系统相关的常见管理任务。

• System Manager作为Web服务随ONTAP软件提供、默认情况下处于启用状态、可使用浏览
器进行访问。

• System Manager 的名称已从 ONTAP 9.6 开始更改。在 ONTAP 9.5 及更早版本中，它称为
OnCommand 系统管理器。从 ONTAP 9.6 及更高版本开始，它称为 System Manager 。

• 如果您使用的是经典的System Manager (仅在ONTAP 9.7及更早版本中提供)、请参见
"System Manager 经典版（ ONTAP 9.0 到 9.7 ）"

使用 System Manager 信息板，您可以查看有关重要警报和通知，存储层和卷的效率和容量，集群中可用的节
点， HA 对中节点的状态，最活跃的应用程序和对象， 以及集群或节点的性能指标。

在ONTAP 9.7及更高版本中、您可以使用System Manager执行许多常见任务、例如：

• 创建集群，配置网络并设置集群的支持详细信息。

• 配置和管理存储对象，例如磁盘，本地层，卷， qtree ， 和配额。

• 配置协议，例如 SMB 和 NFS ，并配置文件共享。

• 配置 FC ， FCoE ， NVMe 和 iSCSI 等协议以进行块访问。

• 创建和配置网络组件，例如子网，广播域，数据和管理接口以及接口组。

• 设置和管理镜像和存储关系。

• 执行集群管理，存储节点管理和 Storage Virtual Machine （ Storage VM ）管理操作。

• 创建和配置 Storage VM ，管理与 Storage VM 关联的存储对象以及管理 Storage VM 服务。

• 监控和管理集群中的高可用性（ HA ）配置。

• 配置服务处理器以远程登录，管理，监控和管理节点，而不管节点的状态如何。

System Manager 术语

对于某些 ONTAP 密钥功能， System Manager 使用的术语与命令行界面不同。

• 本地层：存储数据的一组物理固态驱动器或硬盘驱动器。您可能知道这些是聚合。实际上，如果使用
ONTAP 命令行界面，您仍会看到用于表示本地层的术语 aggregate 。

• 云层：云中的存储、当您出于多种原因之一希望将部分数据置于外部环境时、ONTAP会使用此存储。如果您
想到的是FabricPool的云部分、您已经知道了。如果您使用的是 StorageGRID 系统，则您的云可能根本不在
内部环境中。（在内部环境中享受类似于云的体验称为 _private cloud _ 。）

• Storage VM：在ONTAP中运行的虚拟机，为客户端提供存储和数据服务。您可能会将其识别为 svm 或
vserver 。

• 网络接口：分配给物理网络端口的地址和属性。您可能将其称为逻辑接口 (LIF)。
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• 暂停：暂停操作的操作。在ONTAP 9.8 之前的版本中，您可能在其他版本的 System Manager 中提到过
quiesce。

使用 System Manager 访问 ONTAP 集群

如果您要使用图形界面而不是命令行界面（ CLI ）来访问和管理集群，则可以使用
System Manager 来实现此目的， System Manager 作为 Web 服务随 ONTAP 提供，默认
情况下处于启用状态，并可通过浏览器进行访问。

从ONTAP 9.12.1 开始，系统管理器与NetApp控制台完全集成。

使用控制台，您可以从单个控制平面管理混合多云基础设施，同时保留熟悉的系统管理器仪表
板。

看"System Manager 与NetApp Console 集成" 。

关于此任务

您可以使用集群管理网络接口(LIF)或节点管理网络接口(LIF)访问System Manager。要无中断地访问System

Manager、您应使用集群管理网络接口(LIF)。

开始之前

• 您必须拥有一个集群用户帐户、该帐户配置了"`admin`"角色以及"`http`"和"`console`"应用程序类型。

• 您必须已在浏览器中启用 Cookie 和站点数据。

步骤

1. 将Web浏览器指向集群管理网络接口的IP地址：

◦ 如果您使用的是IPv4： https://cluster-mgmt-LIF

◦ 如果您使用的是IPv6： https://[cluster-mgmt-LIF]

System Manager 的浏览器访问仅支持 HTTPS 。

如果集群使用自签名数字证书，浏览器可能会显示一条警告，指示此证书不可信。您可以确认继续访问的风
险，也可以在集群上安装证书颁发机构（ CA ）签名的数字证书以进行服务器身份验证。

2. * 可选： * 如果已使用命令行界面配置访问横幅，请阅读 * 警告 * 对话框中显示的消息，然后选择所需选项
以继续操作。

启用了安全断言标记语言（ SAML ）身份验证的系统不支持此选项。

◦ 如果不想继续，请单击 * 取消 * 并关闭浏览器。

◦ 如果要继续，请单击 * 确定 * 以导航到 System Manager 登录页面。

3. 使用集群管理员凭据登录到 System Manager 。
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从ONTAP 9.11.1开始、您可以在登录到System Manager时指定区域设置。 区域设置用于指
定某些本地化设置、例如语言、货币、时间和日期格式以及类似设置。对于ONTAP 9.10.1及
更早版本、可通过浏览器检测到System Manager的区域设置。要更改System Manager的区
域设置、必须更改浏览器的区域设置。

4. 可选：从ONTAP 9.12.1开始、您可以为System Manager的外观指定首选项：

a. 在System Manager的右上角、单击  以管理用户选项。

b. 将*系统主题*切换开关置于您的首选位置：

切换位置 外观设置

 (左侧) 浅色主题(浅色背景和深文本)

操作系统(中央) 默认为为操作系统应用程序设置的主题首选项(通
常为用于访问System Manager的浏览器的主题设
置)。

 (右) 暗主题(暗背景、浅文本)

相关信息

"管理对 Web 服务的访问"

"使用 Web 浏览器访问节点的日志，核心转储和 MIB 文件"

在ONTAP集群上配置协议

根据集群上启用的许可证，您可以在集群上启用所需的协议。然后，创建可用于访问存储
的网络接口。

关于此任务

此程序适用于 FAS、AFF 和 ASA 系统。如果您拥有 ASA r2 系统（ASA A1K、ASA A90、ASA A70、ASA

A50、ASA A30、ASA A20 或 ASA C30），请遵循"这些步骤"使用系统管理器设置 ONTAP 集群。ASA R2系统
可为仅使用SAN的客户提供简化的ONTAP体验。

步骤

1. 选择*"Daard*(仪表板*)"，然后单击*Configure Protocols*(配置协议)

◦ 要启用NAS协议，请选择*NFS*或*SMB*。

◦ 要启用SAN协议，请选择*iSCSI*或*FC*。

◦ 要启用NVMe协议、请选择*NVMe*。

使用 ONTAP System Manager 添加许可证密钥来启用新功能

在ONTAP 9.10.1之前的版本中、ONTAP功能可通过许可证密钥启用、而ONTAP 9.10.1及
更高版本中的功能可通过NetApp许可证文件启用。您可以使用System Manager添加许可
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证密钥和NetApp许可证文件。

从 ONTAP 9.10.1 开始，您可以使用 System Manager 安装 NetApp 许可证文件，以便同时启用多个许可功能。
使用 NetApp 许可证文件可以简化许可证安装，因为您不再需要添加单独的功能许可证密钥。您可以从 NetApp

支持站点下载 NetApp 许可证文件。

如果您已经拥有某些功能的许可证密钥，并且要升级到 ONTAP 9.10.1 ，则可以继续使用这些许可证密钥。

步骤

1. 选择*集群>设置*。

2. 在*Licenses*下，选择 。

3. 选择 * 浏览 * 。选择您下载的NetApp许可证文件。

4. 如果要添加许可证密钥，请选择 * 使用 28 个字符的许可证密钥 * 并输入这些密钥。

使用 ONTAP System Manager 下载集群配置

从System Manager.11.1开始、您可以使用ONTAP 9下载有关集群及其节点的一些配置详
细信息。此信息可用于清单管理、硬件更换和生命周期活动。此信息对于不发
送AutoSupport (ASUP)数据的站点尤其有用。

集群配置详细信息包括集群名称、集群ONTAP版本、集群管理LIF、卷和LIF计数。

节点配置详细信息包括节点名称、系统序列号、系统ID、系统型号、ONTAP版本、MetroCluster信息、SP

或BMC网络信息以及加密配置信息。

步骤

1. 单击 * 集群 > 概述 * 。

2.
单击  以显示下拉菜单。

3. 选择*下载配置*。

4. 选择HA对，然后单击*Download*。

此配置将下载为Excel电子表格。

◦ 第一个工作表包含集群详细信息。

◦ 其他工作表包含节点详细信息。

使用 ONTAP 系统管理器为集群分配标签

从ONTAP 9.14.1开始、您可以使用System Manager为集群分配标记、以便将对象标识为
属于某个类别、例如项目或成本中心。

关于此任务

您可以为集群分配标记。首先、您需要定义和添加标记。 然后、您还可以编辑或删除标记。

您可以在创建集群时添加标记、也可以稍后添加标记。
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您可以通过指定密钥并使用"`key：value`"格式将值与其关联来定义标记。 例如："n ü`dEPT：Engineering`ü"

或"`location：San-Jose`ä"。

创建标记时、应考虑以下事项：

• 密钥的最小长度为一个字符、不能为空。 值可以为空。

• 一个密钥可与多个值配对、方法是用逗号分隔值、例如"`location：sa-jose、Torto`"

• 标记可用于多个资源。

• 密钥必须以小写字母开头。

步骤

要管理标记、请执行以下步骤：

1. 在System Manager中，单击*Cluster*以查看概述页面。

这些标记列在*标记*部分中。

2. 单击*管理标记*以修改现有标记或添加新标记。

您可以添加、编辑或删除标记。

要执行此操作 … 执行以下步骤 …

添加标记 a. 单击*Add Tag*。

b. 指定一个密钥及其一个或多个值(用逗号分隔多个值)。

c. 单击 * 保存 * 。

编辑标记 a. 修改*Key*和*Values (可选)*字段中的内容。

b. 单击 * 保存 * 。

删除标记 a. 单击  要删除的标记旁边的。

使用 ONTAP 系统管理器查看和提交支持案例

从ONTAP 9.9.1 开始，您可以从与集群关联的Active IQ Digital Advisor （也称为Digital

Advisor）查看支持案例。您还可以复制所需的集群详细信息，以便在NetApp支持站点上
提交新的支持案例。从ONTAP 9.10.1 开始，您可以启用遥测日志记录，这有助于支持人
员排除故障。

要接收有关固件更新的警报、您必须向Active IQ Unified Manager 注册。请参见 "Active IQ

Unified Manager 文档资源"。

步骤

1. 在 System Manager 中，选择 * 支持 * 。
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此时将显示与此集群关联的已打开支持案例列表。

2. 单击以下链接可执行相关过程：

◦ * 案例编号 * ：查看案例详细信息。

◦ 转至 NetApp 支持站点：导航到 NetApp 支持站点上的 我的 AutoSupport 页面可查看知识库文章或提
交新的支持案例。

◦ 查看我的案例：导航到 NetApp 支持站点上的 我的案例 页面。

◦ * 查看集群详细信息 * ：查看和复制提交新案例时需要的信息。

启用遥测日志记录

从ONTAP 9.10.1开始、您可以使用System Manager启用遥测日志记录。 如果允许进行遥测日志记录、
则System Manager记录的消息会获得一个特定的遥测标识符、用于指示触发该消息的确切过程。 与该进程相关
的所有消息都具有相同的标识符、其中包括操作工作流的名称和一个数字(例如"add-volume-1941290")。

如果您遇到性能问题、可以启用遥测日志记录、这样支持人员就可以更轻松地确定发出消息的特定过程。 在消
息中添加遥测标识符后、日志文件仅会略微放大。

步骤

1. 在System Manager中、选择*集群>设置*。

2. 在*用户界面设置*部分中、单击*允许遥测日志记录*复选框。

在 ONTAP 系统管理器中管理存储虚拟机的最大容量限制

从ONTAP 9.13.1开始、您可以使用System Manager为Storage VM启用最大容量限制、并
设置一个阈值、以便在已用存储达到最大容量的特定百分比时触发警报。

为Storage VM启用最大容量限制

从ONTAP 9.13.1开始、您可以指定可为Storage VM中的所有卷分配的最大容量。 您可以在添加Storage VM或
编辑现有Storage VM时启用最大容量。

步骤

1. 选择*存储*>*存储VM*。

2. 执行以下操作之一：

◦
要添加Storage VM，请单击 。

◦ 要编辑Storage VM，请单击此Storage VM名称旁边的，然后单击  Edit。

3. 输入或修改Storage VM的设置、然后选中标有"启用最大容量限制"的复选框。

4. 指定最大容量大小。

5. 指定要用作触发警报阈值的最大容量百分比。

6. 单击 * 保存 * 。
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编辑Storage VM的最大容量限制

从ONTAP 9.13.1开始、您可以编辑现有Storage VM的最大容量限制(如果为) 已启用最大容量限制 已经。

步骤

1. 选择*存储*>*存储VM*。

2. 单击Storage VM名称旁边的、然后单击  编辑。

标有"启用最大容量限制"的复选框已被选中。

3. 执行以下步骤之一：

Action 步骤

禁用最大容量限制 1. 取消选中此复选框。

2. 单击 * 保存 * 。

修改最大容量限制 1. 指定新的最大容量大小。(您不能指定小于此Storage VM中已分配空
间的大小。)

2. 指定要用作触发警报阈值的最大容量的新百分比。

3. 单击 * 保存 * 。

相关信息

• "查看Storage VM的最大容量限制"

• "System Manager 中的容量测量"

• "管理SVM容量限制"

在ONTAP系统管理器中监控集群、层和SVM容量

您可以使用System Manager监控集群、本地层或Storage VM已使用的存储容量以及仍可
用的存储容量。

对于每个版本的ONTAP 、System Manager均可提供更强大的容量监控信息：

• 从ONTAP 9.13.1开始、您可以为Storage VM启用最大容量限制、并设置一个阈值、以便在已用存储达到最
大容量的特定百分比时触发警报。

• 从ONTAP 9.12.1开始、System Manager将显示本地层的已提交容量。

• 从ONTAP 9.10.1开始、您可以通过System Manager查看有关集群容量的历史数据、以及有关未来将使用或
可用容量的预测。您还可以监控本地层和卷的容量。

根据您的ONTAP 版本、已用容量测量值的显示方式会有所不同。要了解更多信息，请访
问"System Manager 中的容量测量"。
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查看集群的容量

您可以在System Manager的信息板上查看集群的容量测量结果。

开始之前

要查看与云中容量相关的数据、您必须在Digital Advisor中拥有一个帐户并保持连接。

步骤

1. 在 System Manager 中，单击 * 信息板 * 。

2. 在 * 容量 * 部分中，您可以查看以下内容：

◦ 集群的已用总容量

◦ 集群的总可用容量

◦ 已用容量和可用容量的百分比。

◦ 数据精简比率。

◦ 云中使用的容量。

◦ 容量使用历史记录。

◦ 容量使用量预测

在 System Manager 中，容量表示不考虑根存储层（聚合）容量。

3. 单击图表可查看有关集群容量的更多详细信息。

容量测量结果显示在两个条形图中：

◦ 顶部图表显示物理容量：已用物理空间、预留空间和可用空间的大小。

◦ 底部图表显示逻辑容量：客户端数据、快照和克隆的大小以及总逻辑已用空间。

条形图下方是数据精简的测量值：

◦ 仅客户端数据的数据精简率(不包括快照和克隆)。

◦ 整体数据精简率。

有关详细信息，请参见 "System Manager 中的容量测量"。

查看本地层的容量

您可以查看本地层容量的详细信息。从ONTAP 9.12.1 开始，“容量”视图还包含本地层的已提交容量，以便您确
定是否需要向本地层添加容量以容纳已提交的容量并避免可用空间耗尽。

步骤

1. 单击 * 存储 > 层 * 。

2. 选择本地层的名称。

3. 在*概述*页面的*容量*部分中、容量显示在一个条形图中、其中包含三个测量值：
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◦ 已用容量和预留容量

◦ Available capacity

◦ 已提交容量(从ONTAP 9.12.1开始)

4. 单击图表可查看有关本地层容量的详细信息。

容量测量结果显示在两个条形图中：

◦ 顶部条形图显示物理容量：已用物理空间、预留空间和可用空间的大小。

◦ 底部条形图显示逻辑容量：客户端数据、快照和克隆的大小以及已用逻辑空间总量。

条形图下方是数据精简的测量比率：

◦ 仅客户端数据的数据精简率(不包括快照和克隆)。

◦ 整体数据精简率。

有关详细信息，请参见 "System Manager 中的容量测量"。

可选操作

• 如果已提交容量大于本地层的容量、您可以考虑在本地层的可用空间不足之前向其添加容量。 请参见 "向本
地层添加容量(向聚合添加磁盘)"。

• 您还可以通过选择*卷*选项卡来查看特定卷在本地层中使用的存储。

查看Storage VM中卷的容量

您可以查看Storage VM中的卷已使用的存储容量以及仍然可用的容量。已用存储和可用存储的总体衡量指标称
为"卷间容量"。

步骤

1. 选择*存储*>*存储VM*。

2. 单击Storage VM的名称。

3. 滚动到*Capacity (容量)部分，该部分将显示一个包含以下测量值的条形图：

◦ 已用物理空间：此Storage VM中所有卷的已用物理空间之和。

◦ 可用：此Storage VM中所有卷的可用容量之和。

◦ 逻辑使用量：此Storage VM中所有卷的已用逻辑存储之和。

有关测量的更多详细信息、请参见 "System Manager 中的容量测量"。

查看Storage VM的最大容量限制

从ONTAP 9.13.1开始、您可以查看Storage VM的最大容量限制。

开始之前

您必须 "启用Storage VM的最大容量限制" 才能查看。
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步骤

1. 选择*存储*>*存储VM*。

您可以通过两种方式查看最大容量测量值：

◦ 在Storage VM对应的行中、查看*最大容量*列、其中包含一个条形图、用于显示已用容量、可用容量和
最大容量。

◦ 单击Storage VM的名称。在*Overview*选项卡上，滚动以在左列中查看最大容量、已分配容量和容量警
报阈值。

相关信息

• "编辑Storage VM的最大容量限制"

• "System Manager 中的容量测量"

查看硬件配置以确定 ONTAP 系统管理器的问题

从ONTAP 9.8开始、您可以使用System Manager查看网络上的硬件配置、并确定硬件系统
的运行状况和布线配置。

步骤

要查看硬件配置、请执行以下步骤：

1. 在 System Manager 中，选择 * 集群 > 硬件 * 。

2. 将鼠标悬停在组件上可查看状态和其他详细信息。

您可以查看各种类型的信息：

◦ [有关控制器的信息]

◦ [有关磁盘架的信息]

◦ [有关存储交换机的信息]

3. 从ONTAP 9.12.1开始、您可以在System Manager中查看布线信息。单击*显示缆线*复选框以查看布线、然
后将鼠标悬停在缆线上方以查看其连接信息。

◦ [有关布线的信息]

有关控制器的信息

您可以查看以下内容：
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节点

• 您可以查看前视图和后视图。

• 对于带有内部磁盘架的型号、您还可以在前视图中查看磁盘布局。

• 您可以查看以下平台：

平台 在ONTAP版本的System Manager中受支持…

9.18.1 9.17.1 9.16.1 9.15.1. 9.14.1. 9.13.1. 9.12.1. 9.11.1. 9.10.1. 9.9.1. 9.8 (仅
限预览
模式)

AFF

A20
是的。 是的。 是的。

AFF

A30
是的。 是的。 是的。

AFF

A50
是的。 是的。 是的。

AFF

A70
是的。 是的。 是的。 是的。

AFF

A90
是的。 是的。 是的。 是的。

AFF

A1K
是的。 是的。 是的。 是的。

AFF

A150
是的。 是的。 是的。

AFF

A220
是的。 是的。 是的。 是的。 是的。 是的。 是的。 是的。

AFF

A250
是的。 是的。 是的。 是的。 是的。 是的。 是的。

AFF

A300
是的。 是的。 是的。 是的。 是的。 是的。 是的。 是的。

AFF

A320
是的。 是的。 是的。 是的。 是的。 是的。 是的。

AFF

A400
是的。 是的。 是的。 是的。 是的。 是的。 是的。 是的。
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AFF

A700
是的。 是的。 是的。 是的。 是的。 是的。 是的。 是的。

AFF

A700s
是的。 是的。 是的。 是的。 是的。 是的。 是的。

AFF

A800
是的。 是的。 是的。 是的。 是的。 是的。 是的。

AFF

A900
是的。 是的。 是的。 是的。 是的。 是的。 是的。 是的。 是的。

AFF

C30
是的。 是的。 是的。

AFF

C60
是的。 是的。 是的。

AFF

C80
是的。 是的。 是的。

AFF

C190
是的。 是的。 是的。 是的。 是的。 是的。 是的。 是的。

AFF

C250
是的。 是的。 是的。

是&#4

2；
是&#4

2；
是&#4

2；

AFF

C400
是的。 是的。 是的。

是&#4

2；
是&#4

2；
是&#4

2；

AFF

C800
是的。 是的。 是的。 是的。 是的。 是的。

是&#4

2；
是&#4

2；
是&#4

2；

ASA

A150
是的。 是的。 是的。

ASA

A250
是的。 是的。 是的。

ASA

A400
是的。 是的。 是的。

ASA

A800
是的。 是的。 是的。
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ASA

A900
是的。 是的。 是的。

ASA

C250
是的。 是的。 是的。 是的。 是的。 是的。

ASA

C400
是的。 是的。 是的。 是的。 是的。 是的。

ASA

C800
是的。 是的。 是的。 是的。 是的。 是的。

AFX

1X
是的。 是的。

FAS50 是的。 是的。 是的。

FAS70 是的。 是的。 是的。 是的。

FAS90 是的。 是的。 是的。 是的。

FAS50

0f
是的。 是的。 是的。 是的。 是的。 是的。 是的。

FAS27

20
是的。 是的。 是的。 是的。 是的。

FAS27

50
是的。 是的。 是的。 是的。 是的。 是的。 是的。 是的。 是的。 是的。 是的。

FAS83

00
是的。 是的。 是的。 是的。 是的。

FAS87

00
是的。 是的。 是的。 是的。 是的。

FAS90

00
是的。 是的。 是的。 是的。 是的。

FAS95

00
是的。 是的。 是的。 是的。 是的。

端口

• 如果端口已关闭、您将看到以红色突出显示的端口。

• 将鼠标悬停在端口上方时、您可以查看端口状态和其他详细信息。
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• 您无法查看控制台端口。

注释：

◦ 从ONTAP 9.11.1开始、只有当SAS端口处于错误状态或正在使用的有线端口脱机时、才会显示以红
色突出显示的SAS端口。 如果端口脱机且未布线、则这些端口将显示为白色。

◦ 对于ONTAP 9.10.1及更早版本、禁用SAS端口时、这些端口将以红色突出显示。

FRU

只有当 FRU 的状态不是最佳状态时，才会显示有关 FRU 的信息。

• 节点或机箱中的 PSU 发生故障。

• 在节点中检测到温度过高。

• 节点或机箱上的风扇出现故障。

适配器卡

• 如果已插入外部卡、则插槽中会显示具有已定义部件号字段的卡。

• 端口显示在卡上。

• 对于支持的卡、您可以查看该卡的图像。 如果卡不在支持的部件号列表中、则会显示一个通用图形。

有关磁盘架的信息

您可以查看以下内容：

磁盘架

• 您可以显示前视图和后视图。

• 您可以查看以下磁盘架型号：

如果系统正在运行 … 然后，您可以使用 System Manager 查看 …

ONTAP 9.9.1及更高版本 已指定为"服务终止"或"可用性终止"的所有磁盘架

ONTAP 9.8 DS4243 ， DS4486 ， DS212C ， DS2246 ， DS224C ， 和
NS224

磁盘架端口

• 您可以查看端口状态。

• 如果端口已连接、则可以查看远程端口信息。

磁盘架FRU

• 显示PSU故障信息。
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有关存储交换机的信息

您可以查看以下内容：

存储交换机

• 此时将显示用作存储交换机的交换机，用于将磁盘架连接到节点。

• 从ONTAP 9.1.1开始、System Manager将显示有关同时用作存储交换机和集群的交换机的信息、这些
交换机也可以在HA对的节点之间共享。

• 此时将显示以下信息：

◦ 交换机名称

◦ IP 地址

◦ 序列号

◦ SNMP版本

◦ 系统版本

• 您可以查看以下存储交换机型号：

如果系统正在运行 … 然后，您可以使用 System Manager 查看 …

ONTAP 9.11.1或更高版本 Cisco Nexus 3232C Cisco Nexus 9336C-Nexus NVIDIA SN2100

ONTAP 9.10.1 和 9.9.1 Cisco Nexus 3232C

Cisco Nexus 9336C-x2

ONTAP 9.8 Cisco Nexus 3232C

存储交换机端口

• 此时将显示以下信息：

◦ 标识名称

◦ 身份索引

◦ State

◦ 远程连接

◦ 其他详细信息

有关布线的信息

从ONTAP 9.12.1开始、您可以查看以下布线信息：

• 不使用存储网桥时在控制器、交换机和磁盘架之间布线

• *Connectivity *，显示电缆两端端口的ID和MAC地址
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使用 ONTAP 系统管理器管理节点

您可以使用System Manager向集群添加节点并对其进行重命名。 您还可以重新启动、接
管和交还节点。

向集群添加节点

您可以通过添加新节点来增加集群的大小和功能。

开始之前

您应已使用缆线将新节点连接到集群。

关于此任务

在ONTAP 9.8 及更高版本或ONTAP 9.7 中使用系统管理器有单独的流程。

ONTAP 9.8及更高版本的操作步骤

使用System Manager向集群添加节点(ONTAP 9.8及更高版本)

步骤

1. 选择 * 集群 > 概述 * 。

新控制器显示为连接到集群网络但不在集群中的节点。

2. 选择 * 添加 * 。

◦ 节点将添加到集群中。

◦ 存储是隐式分配的。

ONTAP 9.7操作步骤

使用System Manager向集群添加节点(ONTAP 9.7)

步骤

1. 选择*(返回经典版)*。

2. 选择*配置>集群扩展*。

System Manager 会自动发现新节点。

3. 选择*切换到新体验*。

4. 选择*Cluster > Overview*以查看新节点。

关闭、重新启动或编辑服务处理器

重新启动或关闭节点时、其HA配对节点会自动执行接管。
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此程序适用于 FAS、AFF 和 ASA 系统。如果您拥有 ASA r2 系统（ASA A1K、ASA A90、ASA

A70、ASA A50、ASA A30、ASA A20 或 ASA C30），请遵循"这些步骤"关闭并重启节点。ASA

R2系统可为仅使用SAN的客户提供简化的ONTAP体验。

步骤

1. 选择 * 集群 > 概述 * 。

2. 在*N节点*下，选择 。

3. 选择节点，然后选择*关闭*、重新启动*或*编辑服务处理器。

如果某个节点已重新启动并正在等待返回，则还可以使用*Givback*选项。

如果选择*编辑服务处理器*，则可以选择*手动*来输入IP地址、子网掩码和网关，也可以选择* DHCP *来进
行动态主机配置。

重命名节点

从ONTAP 9.14.1开始、您可以从集群概述页面重命名节点。

此程序适用于 FAS、AFF 和 ASA 系统。如果您拥有 ASA r2 系统（ASA A1K、ASA A90、ASA

A70、ASA A50、ASA A30、ASA A20 或 ASA C30），请遵循"这些步骤"重命名节点。ASA R2

系统可为仅使用SAN的客户提供简化的ONTAP体验。

步骤

1. 选择*Cluster*。 此时将显示集群概述页面。

2. 向下滚动到*N节点*部分。

3. 在要重命名的节点旁边，选择，然后选择 Rename。

4. 修改节点名称，然后选择*Rename*。
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