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ZZRONTAPE B8 LATF ALK
TEHATFEHHEBNONTAPIGEG. BRI AL EZI G, SAEA BEFBFH R,

g
1. BRPREFNIEBENEER, ERFIRTEREMNBFNY*: set -privilege advanced

%é&?IEE/—.T_\f‘%— (* >)o
2. TRME,

[Tyt fERLER ...
* 3EMetroCluster

system node image update -node *
* 375 F=MetroCluster

-package <location> -replace
-package true -setdefault true
-background true

<location> HAJLAEWebARSFZase A 4HF, A
{KEURTFONTAPRRZS, BXAVFHER system
node image update, JHBW'ONTAP m<$E&%E

"
o

LS ERNEMRBET R L RRERERE, E—RE
BT RLERE— MK, B7ETE -background
%8

* 475 =EMetroCluster

- system node image update -node *
* 8T mMetroClusterfit &

-package <location> -replace
-package true -background true
-setdefault false

T BTE RSB AT I an < (Rl IR
e S fERY BREWRERERRARE, ZIRGRIE
NEARGREAS I TR L,

3B ...y HIRRET AR,
4. WIFREBES M TS L RERGRE,
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system node image show-update-progress -node *
AR LA BRI A RE TR LIRS, BNA4RETIGe<S, BEFETRIRSE * BITRE * 1 * BREH
*, YIRERET RN

system node image update LA RESAMHETRHBIZTHESTHE. BAEMERHNESRE, EIUBERIE
TIER<,

RBIERT BERNT R LTI RERG RGN T R &R
clusterl::*> system node image show-update-progress -node *

There is no update/install in progress
Status of most recent operation:

Run Status: Exited

Exit Status: Success

Phase: Run Script

Exit Message: After a clean shutdown, image2 will be set as

the default boot image on nodeO.
There is no update/install in progress
Status of most recent operation:

Run Status: Exited

Exit Status: Success

Phase: Run Script

Exit Message: After a clean shutdown, image2 will be set as

the default boot image on nodel.

2 entries were acted on.
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ARE—ITRE, BNRRARREN TR BZFEINREBEFR "ESRA" A EE K,

p
1. @Z A AutoSupportiH R BB FRVE — M R

autosupport invoke -node * -type all -message "Starting NDU"

Itk AutoSupport B EEEHFINRFRSIER. WREHIZLIEE, E2REEBIBEHFES.
SNIREEFARECE N A% AutoSupport JHE, NEHBEI A RFED M,

2. BRRBFIRBERNEER, ERARTERSEHBEN Y

set -privilege advanced

BRI (*>)o

3. JEHTHIONTAPIRIF BRI IS B /I FRINBRER -

system image modify {-node nodenameA -iscurrent false} -isdefault true

system image modify S5 < ERY BEEHA ONTAP IHEFIRE (FAERMEARRE) BT RARIA
BR o

4. BIEEIEE:

system node upgrade-revert show

O. IIEHTRYONTAPIR IR B iR B AERIABRA

system image show

FELURRBIF, image2 Z#THY ONTAP hitZds, HIZE 7 node0 ERYERINBRE !


https://docs.netapp.com/zh-cn/ontap/upgrade/concept_mixed_version_requirements.html
https://docs.netapp.com/zh-cn/ontap/upgrade/concept_mixed_version_requirements.html
https://docs.netapp.com/zh-cn/ontap/upgrade/concept_mixed_version_requirements.html
https://docs.netapp.com/zh-cn/ontap/upgrade/concept_mixed_version_requirements.html
https://docs.netapp.com/zh-cn/ontap/upgrade/concept_mixed_version_requirements.html
https://docs.netapp.com/zh-cn/ontap/upgrade/concept_mixed_version_requirements.html
https://docs.netapp.com/zh-cn/ontap/upgrade/concept_mixed_version_requirements.html
https://docs.netapp.com/zh-cn/ontap/upgrade/concept_mixed_version_requirements.html
https://docs.netapp.com/zh-cn/ontap/upgrade/concept_mixed_version_requirements.html

clusterl::*> system image show

Is Is Install
Node Image Default Current Version Date
node0
imagel false true X.X.X MM/DD/YYYY TIME
image2 true false Y.Y.Y MM/DD/YYYY TIME
nodel
imagel true true X.X.X MM/DD/YYYY TIME
image2 false false Yo W o ¥ MM/DD/YYYY TIME

4 entries were displayed.

6. TEENT R EEABMREENIRERA):

storage failover modify -node nodenameB -auto-giveback false

IRERENTRERH, WSET—FERE, EEEEAEMNRKESHILIEREERSEREIEHREIE
*ﬂ:o Eﬁ)\ e Y L,{él_/ Ko

7. BIFEREANTRNENTRERERE:

storage failover show -node nodenameB -fields auto-giveback

clusterl::> storage failover show —-node nodel -fields auto-giveback
node auto-giveback

nodel false
1 entry was displayed.

8. BITUTaLAMR. UHAEEEMNT R HAIR S EEAEAZE A IHRHERS

system node run -node nodenameA -command uptime

uptime YA RERTRE ERBELEI NFS, SMB, FC #1iSCSI EFIRHITHRIERE. WFED
i, BRIBTTRRES S URERIETRESEE M. NREIIREEM, lﬂJi%Tn,ﬁéﬁuEfmzwwx
HNEFIGE MRS, RFEM, NFHAHFARRAZIMNIE P inie RS

()  CRETERBRMERRENNSHINY. UEEENRT RN IS BREREEME.

UTREERTEEBNFS. SMB. FCHIISCSHEERNT =, 1BE, T =LA NFS #1 iSCSI B itz
HARSS,



clusterl::> system node run -node node0 -command uptime

2:58pm up 7 days, 19:16 800000260 NFS ops, 1017333 CIFS ops, 0 HTTP

ops, 40395 FCP ops, 32810 iSCSI ops

clusterl::> system node run -node node0 -command uptime

2:58pm up 7 days, 19:17 800001573 NFS ops, 1017333 CIFS ops, 0O HTTP

ops, 40395 FCP ops, 32815 iSCSI ops

O. BFrEHIEERmARIEHTR:

network interface migrate-all -node nodenameA

10. 3 EESHIESAISIFs:

network interface show

ERT#EE XA BTFRIELIFPRSHASHMIE ZEE network interface show "ONTAP s S$&E",

LTI ER node0 RYEIE LIF ERThiEts. TS LIF, ERIUERREIPEENFERFRIIE LIF B

FRRMEO, LIF BT RMROMUKR LIF FETHAEERES.

clusterl::> network interface show -data-protocol nfs|cifs -role data

-home-node node(O -fields home-node, curr-node, curr-port,home-port,status-

admin, status-oper
vserver 1if home-node home-port curr-node curr-port status-oper
status-admin

vsO0 data001l nodeO ela nodel ela up
vs0 data002 nodel elb nodel elb up
vsO0 data003 nodeO eOb nodel eOb up
vsO0 data004 nodeO ela nodel ela up

4 entries were displayed.

M. BohigE:

storage failover takeover -ofnode nodenameA

1B/D3EE -option immediate B8, FAEIZE E’Jﬂ,fﬁﬁftf%"i*" 7 BERThEIFE R R, WIRE
R LIF ANimxEtsi, W LIF 2BEERET R HARN TR, MBRRARZERS T,

FE— N EIERBEZE Waiting for giveback A7,

up
up
up
up

RFoh
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C) YR B A T AutoSupport. MI& & iZAutoSupporttHE . 8T Rl BER PR X R, EaTLL
RS LB R F AR S E H,

12. IIHEE BB

storage failover show

T ol Re =B RS R AR LA BB FEE A EIRE R . XEFHITTA, ERTEALTHIARPNIGET
'{klu\y TELE‘ZﬁEEfuno

UTRHERZEEER. Tm node0 &F Waiting for giveback K7, HEEHT =T In takeover Ko

clusterl::> storage failover show

Takeover
Node Partner Possible State Description
node0 nodel = Waiting for giveback (HA
mailboxes)
nodel node0 false In takeover

2 entries were displayed.

13 EOFERF/N\DH, UEUTHREER:
c BEFIRZRE (NREHE) BRE
° BRI MEERRIEAER /0 BFEFEHRE,

MERERETE K, TRFEED/\2H, BEEURTER KNARERFISE.
14. BESERERE— TR

storage failover giveback -ofnode nodenameA

REBEFRFRBRSREFREN TR, ARERTRTMBEEE, REFFRESURKISEN BT RRER
LIF . —EREIRE, HEMHITR EJEAJ?%M@AH%Ar‘j%F i .

15. WIFRBEIIEFRBER

storage failover show-giveback

9N Giveback Status FERIETRRBBERZENRS, WRTHAERGIIBRE, MRZEKER, Wizem<
R BRI HE UREIRT ZERF R

16. NRFEFEEERRS, BRITUTIE:



a. EETRIGFRRUBELZREZIAR " vedl " RHERES LT R,
b. MNBKE, IFRREIREEPFR " M vedl " 4, BHREMBENTMREIEERL,

c. EFfiB{T “storage failover giveback #5%
MREREBE " vedl " £, 151 -override-vetoes BEIZE N true -

7. BDERF/N\DH, UEMTHREER:
c BEFIRZRE (NREHE) ERE.
° BRI’ MIIEHRIE A ERY /O BIFEFEHIRE.

MERERETEF K, ARFEEBD/\2H, BEERATERKNARERFISE.
18. WIFR BEMIITER T mAvEH
a. HEISRNREH

set -privilege advanced

b. T A EFIRESRE complete:

system node upgrade-revert show -node nodenameA

RSN 5 N B Fe o
NRRERRTH. BHRARREARZFF,
HEEN=$ER Gl

set -privilege admin

19. BiFTamMmO_REERE:

network port show -node nodenameA

TR EFRBIESRAR ONTAP 9 BT = EIETTLEEG <.
U RAIERT RBFREROSER:



clusterl::> network port show -node node0

Speed
(Mbps)
Node Port IPspace Broadcast Domain Link MTU Admin/Oper
node0
e0M Default - up 1500 auto/100
ela Default = up 1500 auto/1000
e0lb Default - up 1500 auto/1000
ela Cluster Cluster up 9000 auto/10000
elb Cluster Cluster up 9000 auto/10000

5 entries were displayed.

20. FXEERFAAMERITIR:

network interface revert *

Itan SRR EIE MTI REBHY LIF o

clusterl::> network interface revert *

8 entries were acted on.

21. WD RNSEESARERSERERET R HAE(RSERE:

network interface show

UTFREERIET fEENFREEHIE LIF HERINEREL T =, #AERHEBEITRSHERE):



clusterl::> network interface show

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
vs0

data001 up/up 192.0.2.120/24 node0 ela
true

data002 up/up 192.0.2.121/24 node0 e0b
true

data003 up/up 192.0.2.122/24 node0 e0b
true

data004 up/up 192.0.2.123/24 node0 ela
true

4 entries were displayed.

22. IREFREMEL T RABTFIHRMRS. BRI T R @S EEAEEFRMNE MIURMERS:

system node run -node nodenameA -command uptime

ETHAE, BRIFHBEENS,
UTRAIEREMENTREMENE NFS 7 iSCSI FF inte fitARSS
clusterl::> system node run -node node0 -command uptime

3:15pm up O days, 0:16 129 NFS ops, 0 CIFS ops, 0O HTTP ops, 0 FCP
ops, 2 1iSCSI ops

/|

23. NREFMEEARN TR, FEHE LEMEABTRE:

storage failover modify -node nodenameB -auto-giveback true

BNAERREFT R HARN T R, MREFEARRANEEENNIRE, W HAXNFHRDT RRNEITHE
[EHY ONTAP higs,

ST HA SR RYECH T3 =

B HANFNE—INRE, ErBEINESMEERERREN TR, ARENTRE, F—MTRRRE
HECH T RAVERIE.
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2.

3.

4,

5.
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RRERNIRBENELR, ERGHRTEHEEN Y

set -privilege advanced

BRI (*>)o

RERTRIONTAPER RIS B N BIABRER |

system image modify {-node nodenameB -iscurrent false} -isdefault true

Eg)e/%;em image modify a8 <R BE IR ONTAP 4G ((FAEARGTLE) BT =rEIA
EIEEHE:

system node upgrade-revert show
IEFTRIONTAPIR I IRIR B H IR B R INBRER :

system image show

FELUTFRBIF. image2 RONTAPHYHThRZAS. BIREAT R EAIEAIARRER:

clusterl::*> system image show

Is Is Install
Node Image Default Current Version Date
node0
imagel false false X.X.X MM/DD/YYYY TIME
image2 true true Y.Y.Y MM/DD/YYYY TIME
nodel
imagel false true X.X.X MM/DD/YYYY TIME
image2 true false Y.Y.Y MM/DD/YYYY TIME

4 entries were displayed.

RN R EEREMEIRERR):

storage failover modify -node nodenameA -auto-giveback false

NREHENTRER, WEET—FHEHR, ELEEERAEIRESMIEEIREFHRSER LS IEITEX
*ﬂ:o 5@)\ Y LXéIiéio

[



6. WA T REBERAANR

r;.i

storage failover show -node nodenameA -fields auto-giveback

clusterl::> storage failover show -node node0 -fields auto-giveback

node auto-giveback

node0 false
1 entry was displayed.

7OBETUR e MR, LHEEEMNT R SRS EEAEAE A inREHARSS

system node run -node nodenameB -command uptime

uptime B SAIE R T 2B EXRBEIUEX NFS, SMB, FC #iSCSI EFHHITHIRIELSS

o WFED

i, & \'Jﬁﬁﬁﬂﬁﬁ(fn%L,(E%EB%VETI';&% STEE. SORENAERIEM, WFRFTTRHEREEAEMN

AR P ImER AR SS . SIRAEM, W RLFARRNIZMINBIE P iR RS,

/

(D)  CHRTEFBERRENNSHNY UEEENTAERIES BRERTEME.

UTRAIETRTABNFS, SMB. FCHMISCSHEENTI R 1BE, bR EFI{N NFS # iSCSI & F inte

HARSS

clusterl::> system node run -node nodel -command uptime
2:58pm up 7 days, 19:16 800000260 NFS ops, 1017333 CIFS ops,
ops, 40395 FCP ops, 32810 iSCSI ops

clusterl::> system node run -node nodel -command uptime
2:58pm up 7 days, 19:17 800001573 NFS ops, 1017333 CIFS ops,
ops, 40395 FCP ops, 32815 iSCSI ops

8. RFEHiEEmARISH TR

network interface migrate-all -node nodenameB

9. WIFEEBH AL EIRIRE:

network interface show

ERTHREXTRETRIELIFPRSHMSHEZEE network interface show "ONTAP &5

0 HTTP

0 HTTP

LEE

11
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10.

1.

12

LU ERnode 1 BVEIEE S A EAC INERS. WFEA LIF , ErlUERILRAHE SN FEESRI0IE
LIF WETAMmO, LIF ERRHETT =M UK LIF BTl EERES.

clusterl::> network interface show -data-protocol nfs|cifs -role data

-home-node nodel -fields home-node, curr-node, curr-port, home-port, status-

admin, status-oper
vserver 1lif
status-admin

home-node home-port curr-node curr-port status-oper

vsO0 data001l nodel
vsO0 data002 nodel
vsO0 data003 nodel
vsO0 data004 nodel

4 entries were displayed.

BERE:

storage failover takeover -ofnode nodenameB -option allow-version-

mismatch

1B/D38E -option immediate B8, FAEZE E’Jw,\\%EIE.%?éZI' REBTHEUFT AR IRIR, SNRS

ela
eOb
elb
ela

¥ LIF M RERRE, W LIF =BohiEBEH

LR B R ES
BIZERT R B EFRERTo

BN y LIRS,

node0
node0
node0
node0

TR HA BExtTs

ela
eOb
elb
ela

= BUBESE AR S5 k.

up
up
up
up

N
AP

up
up
up
up

SRFN

@ YR B AT AutoSupport. NI & iXAutoSupporttHE. 8T i BERPEHX R, EaTlL

RSB A F AR SR BT,

WIHERERTAIN:

storage failover show

UTRAIETEEER Y. TRnode A FEEFHZERS. HEHT

TR “l:_F?i% =) ’ikn_:\o



12.

13.

14.

15.

16.

clusterl::> storage failover show

Takeover
Node Partner Possible State Description
node0 nodel = In takeover
nodel node0 false Waiting for giveback (HA

mallboxes)
2 entries were displayed.

EOERFIN\DH, UEUTREER:

-+

TRRSBE NRENE) DRE. FRBEMSEHEEEN /0 HEhRE,
+ ENESETESS, TEEERT)\SH, BEIATERSNERFIHE.
BB AR EEIE S

storage failover giveback -ofnode nodenameB

RRFE R FRBESREFENTR, AREETRTHREHE, REFFRRS UNKIKENBEERIE
A LIF . —BEREIREG, HEMNTRMEFBNETREREF nieftiiiE.

q_zll-.EE SEREIFIER

storage failover show-giveback

NS Giveback Status TEHET R EBRENERS, USEEMEES. MREIERER, WZHSBER
ST R T R AR T R S

MRAKEREEMRES, BFRITUTIE:
a. BRI AR UAECRERR " vedl " FHEREBE LT R,
b. MNBKE, BRRREIREEFFTRR " M vel " &4, BREHENTMREIEELRL,

C. E¥n{T “storage failover giveback 5<%,
WMRIEREEBE "vedl " %14, 1B -override-vetoes BEIEKE A true o

EOERFIN\DH, UEUTREER:
- BERIRZRE (WREHEB) ERE.
° BRI MIIEHRIE A ERY /O 1BRIFEFEHIRE,

MERERETE K, URFEED/\DH, BEERTERKNARERFIHE.

13



17. WIER B EMIITEA T mAvEH:
a. HESRNRERH:

set -privilege advanced

b. I R EFTIRE RS Jcomplete:

system node upgrade-revert show -node nodenameB

RS 5 A B 5Ehko

MBREARTE, BEMNTHEITES, “system node upgrade-revert upgrade SRS R EHT, BEE
ARARZH,

B EENRES!

set -privilege admin

18. WIFP m MmO S ERsEh:

network port show -node nodenameB

ERMEEFALRE] ONTAP 9.4 BT = EIBETTIEAR <,
UTFRAIETRT R SERCOIIERE:

clusterl::> network port show -node nodel

Speed
(Mbps)
Node Port IPspace Broadcast Domain Link MTU Admin/Oper
nodel
e0M Default - up 1500 auto/100
ela Default = up 1500 auto/1000
e0b Default - up 1500 auto/1000
ela Cluster Cluster up 9000 auto/10000
elb Cluster Cluster up 9000 auto/10000

5 entries were displayed.

BXBEMEE network port show, IBES'ONTAP GiS$E&E",

14
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19. FXEEREARMERT R

network interface revert *

s S RIREIE M

clusterl::> network interface revert *

REBB LIF

8 entries were acted on.

20. BOUET mBVEIE L A

FHIREERIERET R, HEE(REER:

network interface show

U RAERT R ERFRERIE LIF BHERINIE

clusterl::> network interface show

Current Is
Vserver

Home

true

true

true

Logical Status Network Current
Interface Admin/Oper Address/Mask Node
data001 up/up 192.0.2.120/24 nodel
data002 up/up 192.0.2.121/24 nodel
data003 up/up 192.0.2.122/24 nodel
data004 up/up 192.0.2.123/24 nodel

true

4 entries were displayed.

21. MNREFRIEME LT R AT P iR RS

 IRRIELE T 2

TR, #EEBTRESANER:

system node run -node nodenameB -command uptime

SEHTHAE], RIEHBEENZ,

U RAERERENTRE

S RE NFS 1 iSCS| B imigHtiRSS

Port

ela

e0b

e0b

ela

BIEEAECRREN S MINERHARSS

15



clusterl::> system node run -node nodel -command uptime
3:15pm up O days, 0:16 129 NFS ops, 0 CIFS ops, 0 HTTP ops, 0O FCP
ops, 2 1iSCSI ops

2 NEXZEBPEFHNRE— TR, Nsft&AutoSupporti@Hl:

autosupport invoke -node * -type all -message "Finishing NDU"

It AutoSupport B EIEEMAINRASRSIER. IREMNIELIMAT, E2FREEBNSTIEHRER,
YR ERERALE K% AutoSupport SEE, NBRMEI 4G RIFITA M,

23. HAIAFTRIONTAPIRMF ETEHAX BIF N3 s EiETT:

set -privilege advanced

system node image show

FELLTRBIF, image2 B ONTAP NEMARAS, BEM TR ERERIARES:

clusterl::*> system node image show

Is Is Install
Node Image Default Current Version Date
node0
imagel false false X.X.X MM/DD/YYYY TIME
image2 true true Y.Y.Y MM/DD/YYYY TIME
nodel
imagel false false X.X.X MM/DD/YYYY TIME
image2 true true Y.Y.Y MM/DD/YYYY TIME

4 entries were displayed.

24. NREFMBRARN TR, FEHE LEMEABETRE:

storage failover modify -node nodenameA -auto-giveback true

25, FRMNIEEHERTATHERSE. UKIRSEBEIEEIE!T cluster show M cluster ring show (B4
PRKS) o

EAREMEM HA W ZHT, DMITIHSE,

16



BXMM cluster ring show FHMEE “cluster show, BEMN'ONTAP < E&E",

26. ;R[E1F EIRIRES! .

set -privilege admin

27. FERAEAIEAM HA 35,
EESENS)
 "autosupport invoke"
* "RGTIRE"
CRETR"
* EFERER S
* RLgEO"
* "network port show"

* "set -privilege advanced"

FEAG<SITREF I ET 25E/\T1 mMetroClusterfid B #1776
FRTONTAPFH L

FEIFARIET RE/\ T mMetroClusterB &7 M /EEEH. FNEH—THMIDRAFE
PDRM ARITAREES

* WESKXUTREH#HITIERHRLIE:
° J&1T ONTAP 9.2 St E RhRAHIE T = MetroCluster FC 3¢ IP Bc &
° J\Ti & MetroCluster FC EC&, 5 ONTAP hRATLX
* MREERBIRNT = MetroCluster BtE, BB ILHRIES B,
* LUIFESS X ONTAP BYIBARZ<F0 3 AR s
° FHREY, |BARZASZE ONTAP BYERHRRRAS, HhAS{EFHARAEY ONTAP .
° PRREY, |HARZSZ ONTAP RYESMREAS, HhRAS ST HREASEY ONTAP .
* LESFERUTEAIER:
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Dewnload the new
Prepare for the Send AutoSupport: 3 wersion of ONTAP to all o | Confirm default and
upgrade. “Starting MOU" nodes in the MetroCluster 71 current images.
conflguration.
4.
Y
Take aver node_8_1: Take awver node B 1:

Give back node_ A 1

takeowver -bynode Tl takeover -bynode ¥ storage fallover

storage failover storage failover

iveback
node_A 1 node_B_1 ki
Upgrade first DR
pair. ¥
Give back node_B_1 Canfirm ONTAP
storage fallover — version on both
giveback nodes,

¥ v

Take over node_A_2: Take over node B 2:
storage failaver ; storage failaver GM: back r;n:lle_.ﬂ-._z;
takeover -bynode takeover -bynode - ura!a:h:t:wr
node_A_2 node B_2 BV
Upgrade second DR
pair. ¥
Give back node B_2: Canfirm QONTAP
storage fallover s version on both
Eiveback nodes,
Send AutoSupport:
P tearepost- "MOU complete®

upgrade tasks,

£/\ T 50T saMetroClusterfic & _E EFTONTAPI4 I ES
MetroClusterfi AT IZSBIARE. BEBUATFMetroClusterBt BT 22/ \"MEEE 1,

— MetroCluster EBEE B & — e DR 2, &1 DR AEESH ™ HA X, S MetroCluster E£8¥— HA
3t — N\ &= MetroCluster B3E7# > DR 4H:
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cluster_A cluster B

DR Group One
DR pair
node_4_1 [ ety e e ] r node_B 1
Hi pair HA pair
DR pair
node_ & 2 —_— — — — — — ro— node B 2
DR Group Twao
DR pair
node_& 3 _— — — — — — - — node B 3
HA pair HA pair
DR pair
node_A 4 —_— = — — — — — —_ node B 4

—RFAHK—1 DR,

FFF 9% &5 MetroCluster fCE :

1. A4RDR%H1:
a. #H4ENODE_A_1HINODE_B_1,
b. ##4XNODE_A 2#INODE_B_2,

3T )\ T =MetroClusterfdE. HITDRAFALIRIELBIRA
1. F+4%DR%H1:

a. #4ENODE_A_1FINODE_B_1,
b. #14XNODE_A_2fINODE_B_2,
2. F4EDRA2:
a. #4RNODE_A_3FINODE_B_3,
b. #1#XNODE_A_4FINODE_B_4,

HEZHKMetroCluster DRZH

ETREFARONTAPR M ZHl. ERAE T RZBHIDRX R, KiXE—FAutoSupport:d 2 LU ERIEIETE /B 5h
R HEIAE DT R LIZTTRIONTAPRRZS,

19



B URE "ETE M "ELE" R A,

HAES DR A EEEHITIES. 1R MetroCluster IEBE B E/\ M=, MEFERD DR 4H, EHlt, %40
81 DR A LEEHITILES

LS FRENTAIER TERARHZ MR ERNTI R

cluster_A cluster_B
DR Group One
DR pair
node_A4_ 1 ot —— e — — I — node_B 1
HA pair HA pair
DR pair
node_A 2 —_— — — — — — F— node B 2
[R Group Two
DR pair
node_A 3 _—_ — — — — — - — node B 3
HA pair HA pair
DR pair
node_A 4 _— = — — — — — — node B 4

1. HERCEHFRIDRY

metrocluster node show -fields dr-partner
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cluster A::> metrocluster node show -fields dr-partner
(metrocluster node show)

dr-group-id cluster node dr-partner

1 cluster A node A 1 node B 1
1 cluster A node A 2 node B 2
1 cluster B node B 1 node A 1
1 cluster B node B 2 node A 2
4 entries were displayed.

cluster A::>

2. BRUPRZR S Madmini& B Fadvance, £ R SR (G 42 B4 N\ *y*

set -privilege advanced

BRI (*>)o

3. Hfailcluster-A_EFIONTAPHRZS :

system image show

cluster A::*> system image show

Is Is Install
Node Image Default Current Version Date
node A 1
imagel true true X.X.X MM/DD/YYYY TIME
image2 false false Yo Yo Y MM/DD/YYYY TIME
node A 2
imagel true true X.X.X MM/DD/YYYY TIME
image2 false false Yo Yo MM/DD/YYYY TIME

4 entries were displayed.

cluster A::>

4. Haikcluster-B_EHIRRZS :

system image show



5.

cluster B::*> system image show

Is Is

Node Image Default Current Version
node B 1

imagel true true X.X.X

image2 false false YooY
node B 2

imagel true true X.X.X

image2 false false Yo¥o¥

4 entries were displayed.

cluster B::>

fih & AutoSupport &1

Install
Date

MM/DD/YYYY TIME
MM/DD/YYYY TIME

MM/DD/YYYY TIME
MM/DD/YYYY TIME

autosupport invoke -node * -type all -message "Starting NDU"

IttAutoSupporti@ M ELEARFINAFREIER. MREARIRZLIRR. EXRFEBIKERRESR,

SNIREEFARECE N A% AutoSupport JHE , NEHBIRI A RIFED M,

6. WFE—AFNEN TR, FEIRONTAPIRHFIREIZE S ERINBRE :

system image modify {-node nodename -iscurrent false} -isdefault true

tben L fERY BEWISFA SRR REN BRI BREE SN T R BIEOARR SR,

7. ISIE B ARONTAPI 4 ERIE B B 1R B Hcluster-A_EBIBRIABRER |

22

system image show

EUTRAIFR, image2 ZHEY ONTAP hrzs, HIREAFE—AFEN TR EBRIARE:



cluster A::*> system image show

Is Is

Node Image
node A 1

imagel false true

image2 true false
node A 2

imagel false true

image2 true false

2 entries were displayed.

Install

Default Current Version Date

X.X.X  MM/DD/YYYY TIME
Y.Y.Y MM/DD/YYYY TIME
X.X.X  MM/DD/YYYY TIME
.Y.Y MM/DD/YYYY TIME

a. IIFEFRONTAPIR ARG Z IR B Fcluster-B_ERIERINBRER -

system image show

UTFRAIERERABRENE—HAPEITT

cluster B::*> system image show

R ERIERIABRER

Is Is Install
Node Image Default Current Version Date
node A 1
imagel false true X.X.X MM/DD/YYYY TIME
image?2 true false Y.Y.Y MM/YY/YYYY TIME
node A 2
imagel false true X.X.X MM/DD/YYYY TIME
image2 true false Y.Y.Y MM/DD/YYYY TIME

2 entries were displayed.

8. MEEARNTRIFMEENENT RNEREF iR HERIRS

system node run -node target-node -command uptime

uptime 88 2R TR B ERBEILEX NFS, CIFS ,
BRBTITRRELSRIATIRETTHESEEM,. NRENRETEM, MRRTSHEIEEAZMINE

PE

FC #1 iSCSI ZFIHHITHIRIES . WFE I

FFIRREARSS. WRAEM, KRR AIZMINE P IRRHRS,

®

BNIE TR IRIEEAEIEMBSM DN, UEEART RERIERF ik

> —
mEELEME,
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IRAIERTABNFS, CIFS, FCHiSCSIHEFHNTR. B2, LT =HAINA NFS M iSCSI &R
iR AR S5

cluster x::> system node run -node node0O -command uptime
2:58pm up 7 days, 19:16 800000260 NFS ops, 1017333 CIFS ops, 0O HTTP
ops, 40395 FCP ops, 32810 iSCSI ops

cluster x::> system node run -node node0 -command uptime
2:58pm up 7 days, 19:17 800001573 NFS ops, 1017333 CIFS ops, 0 HTTP
ops, 40395 FCP ops, 32815 iSCSI ops

E# MetroCluster DR A+ 95— DR 3

ERTHEEMIRFRITT SUEEMRE, LUEHARZAH ONTAP BT s i Y AikR4s.
PR T & UE1TIHhRZSHY ONTAP o

FIESS. BEHLENODE_A_1FINODE_B_ 1o

NRIEEALRE—1DRALFIONTAPE . HAIMEEAR/\TI"MetroClusterECEFHYE —MDRA. N7ELE
S, EFEEEFHNODE_A_3FHINODE_B_3,

1. tNR BT MetroCluster Tiebreaker {4, FIEHZE,
2. WFHAMFHEN TR ZREHR

storage failover modify -node target-node -auto-giveback false

X HA RSN T REERITILSR L.

3. WitRAREZABRIE:

storage failover show -fields auto-giveback

RHIEREER TN R EEBABMTE:

cluster x::> storage failover show -fields auto-giveback

node auto-giveback

node x 1 false
node x 2 false
2 entries were displayed.

4. BIRENMEFHIZRMI/OREB T 50y, 58t mnsmmcrurmErE50%0
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5. BTHXT cluster A FBir T mAERE
1B70487E -option immediate £, RABERENT KRBT EEEXKES R MEIFIFBRE,

a. $#&cluster-A (NODE_A_1) FHIDREZIT TS

storage failover takeover -ofnode node A 1

TRBHE " EEF/HTE " K.

(D NRBAT AutoSupport , & &iX—% AutoSupport JHE, 18T milB R,
ERI LB BB L@ R H AR

b. IIFEEETMIN:
storage failover show
UTFREIEREZEEEM. node A 1 &TF " IEEFERFRIE "IRE, node A 2 &F " IEERE " KE.

clusterl::> storage failover show

Takeover
Node Partner Possible State Description
node A 1 node A 2 = Waiting for giveback (HA
mallboxes)
node A 2 node A 1 false In takeover

2 entries were displayed.

6. ##% cluster B LAY DR Eg3tTis& (node B 1) :

1B7I487E -option immediate £, RANBERENT RFTEEEEES BRI ABRE,

a. #ENODE_B_1:
storage failover takeover -ofnode node B 1

TREMNE " EEFEHRE " R

@ MR B AT AutoSupport , M&%kiX—5% AutoSupport JHE, 67T 2B HEEE TE.
&/ LI Z BRI B RN FH AR FH R

b. IS B E RN



9.

26

storage failover show

UTRHIEREEER. node B 1 4F " IEEHFR[FRIE " IKE, node B 2 &F " [ETFEIEE " K&

clusterl::> storage failover show

Takeover
Node Partner Possible State Description
node B 1 node B 2 = Waiting for giveback (HA
mallboxes)
node B 2 node B 1 false In takeover

2 entries were displayed.

- BOER)/I\DH, URERHEEUTEG:

* BEFIRZRE (WNREHE) ERE.
° BERIREMERERELZERN /0 HERIRE,

MERENFETE iR, RIBEFIHNAREFIE, FAIREREET/\ 2.
RREREFBERTA:
& MetroCluster IP FEEF4LE| ONTAP 9.5 AEEMRAE, BESREENERNATRERS, ASBEHRR
SHIREIFIHREIRTS,
a. B¥ERER XA cluster A LRFIDREZIS T &
storage failover giveback -ofnode node A 1

b. ¥EBE&TELcluster BLERIDREZAT T & :

storage failover giveback -ofnode node B 1

RERFERFREGREZT R, ARETRTKEINGE, REFMRES.

ERINEELABUTHS. UWRIIREEREFAERS:
storage failover show-giveback

9N2R Giveback Status FERIETREBBERZENRS, WRTHAERGIIEBRE, MRERER, Wizem<
R BRI HE UREIRT LRI F R



10. NREFREEERRS, BFRITUTIRE:
a. ERETRIGRFRRURELREMAR " vedl " RHEREBR LT R,
b. INBHUE, BRRIBIRES PR " M vedl " M, HREHENEFRIEIEELLE,

c. EHfta\ storage failover giveback &%,
MNREREBE " vel " £H, 1515 -override-vetoes SEHIZE N true -

M. 2 DEF)\ D8, UHEREEUTHRE:
* BEFIRZRE (WREHE) ERE.
° BEFIREMRIEHAE R ER /0 EFRIME,

mENERETE i, RIEFFRNAREFIIE, AJFEED/\ 0.

12. EARLR S Madmini& & Jyadvance, 1T R IR R IR BT I N *y* :

set -privilege advanced

BRI (*>)o

13. Haikcluster-A_EHIRRZS :

system image show

IR RBIER System image2 29 node_A_1 EBIBRIAFI HETHRES :

cluster A::*> system image show

Is Is Install
Node Image Default Current Version Date
node A 1
imagel false false X.X.X MM/DD/YYYY TIME
image2 true true Y.Y.Y MM/DD/YYYY TIME
node A 2
imagel false true X.X.X MM/DD/YYYY TIME
image2 true false Y.Y.Y MM/DD/YYYY TIME

4 entries were displayed.

cluster A::>

14. Haikcluster-B_EHIRRZS :



system image show

UTFRBIZBTREAYS image2 (ONTAP9.0.0) =2 node A 1 ERIBRIAFI Y EThRZS:

cluster A::*> system image show

Is Is Install
Node Image Default Current Version Date
node B 1
imagel false false X.X.X MM/DD/YYYY TIME
image2 true true Y.Y.Y MM/DD/YYYY TIME
node B 2
imagel false true X.X.X MM/DD/YYYY TIME
image2 true false Y.Y.Y MM/DD/YYYY TIME

4 entries were displayed.

cluster A::>

53 MetroCluster DR 0955 — 4 DR 3¢

TR TIRERIRFEENRE T R, UERThRASE) ONTAP BT =B HETHR S,
BN EALKFE—" DR ¥ (node_A_1F1node B 1) »

FLESH. BFALENODE_A_2FINODE_B_2,

MREEALKE—IDRALFIONTAPI . FEIMEIETEEH/\ T aMetroClusterBt EFRISE — DR, NI7E
HESS. BEEHRNODE_A 4HMINODE_B 4,

1. BB RS EREE LT

network interface migrate-all -node nodenameA

Boht cluster A _EBART SRS
B/DIERE -option immediate &%, AAERENT REEIEBEE T e BohEIFTREFM S,

a. % cluster A LH DR e s

storage failover takeover -ofnode node A 2 -option allow-version-—
mismatch

28



(D o allow-version-mismatch MONTAP 9.0 ZIONTAP 9.18{E{E{E4MEFHLED
REBEIEIN,

TREBHE " EEFHXE " RS

MEREAT AutoSupport , MEKE—5% AutoSupport SHE., IET T SBHER M. TAIUZKRILE
HHBEHR,

b. IIHEERTRMIN:
storage failover show

UTRAIZBTREEEM. node A 2 &F " IEFEFRIE "IRE, node A_1&F " EEEE "KE.

clusterl::> storage failover show

Takeover
Node Partner Possible State Description
node A 1 node A 2 false In takeover
node A 2 node A 1 = Waiting for giveback (HA

mailboxes)
2 entries were displayed.

3. BEh¥t cluster B E BT mAYIEE
JBNIERE -option immediate 2%, AABZRENT REEIEBRE T 8B EIF R,

a. #% cluster B (node B 2) LAY DR ExtTiea:

FROIE AL ...

ONTAP 9.2 5% ONTAP 9.1
storage failover takeover

-ofnode node B 2

29



4.

5.

30

FRAE BN ...

ONTAP 9.0 8¢ Data ONTAP 8.3.x
storage failover takeover

-ofnode node B 2 -option allow-

version-mismatch

o allow-version-mismatch
@ MONTAP 9.0FH4%EIONTAP 9.18%

%ﬁ@ﬂ‘ﬁl—?ﬂé&ﬁpﬁﬁﬁ%gﬁtiﬁ
I,

TREMNE " EEFERE " R

(D MR B AT AutoSupport. M &iXAutoSupportE 8. fERT mii BERMEHXR, &5
AR 3 2R LB RN FF AR 2R o

b. IIFEEETMIN:
storage failover show
UTRFIEREEE,. node B 2 &F " IEEHFR[FRIE " KRS, node B 1 4F " [ETEEE " K&

clusterl::> storage failover show

Takeover
Node Partner Possible State Description
node B 1 node B 2 false In takeover
node B 2 node B 1 - Waiting for giveback (HA

mailboxes)
2 entries were displayed.

EOERF/N\DH, UHRERBEUTFRMG:

© BEFIRZRE (WREHE) ERE.
° BERIREMERERELZERN /0 HEHIRE,

mERERETE R, RIEFFPIKNBREFIE, FIEREEED/\ 2.
REREEREZ BT R

¥ MetroCluster IP EEEF4KEI ONTAP 9.5 f5, BEBERENERLTFRERE, AEBEHRT HIREIZ
BERRS.



10.

a. WERERFRLAcluster AL HIDREE T &=

storage failover giveback -ofnode node A 2
b. EEB & XX LAcluster BEAIDREN T

storage failover giveback -ofnode node B 2

RIEBRFELABRESREITNR, ARETRTHRENG, REFRES
ERINEELREUTHS. UWRIIREEREFAERS:
storage failover show-giveback
YNR Giveback Status FRIETSBERENRE, NRTFABEREHERE, NRIZEHER,
RETRRIEHEURERT RIENF RS,
NREFRREUEFIRES, FHRITUUTRE:
a. BEEGRIGERRRUBEESEMAR " ved " FHEEEBZUIE R,
b. NBEME, BRRREIRESFTR " M veRl " &4, HREHENEMIRIEHESZL,
c. EFffE storage failover giveback @<,
MREREEBS " vel " F, 1EF -override-vetoes SEILE N true -

EDFEF/N\D8, URERAHEUATFG:

* BEFIRZRE (REHE) ERE.
° BPIREMIEHREIAR £/ 110 HEHIRE,

B

MENENFETEF IR, RIEFFIHNAREFRIEE, JaeFEBL/\D#H.
RZR 5! Madmini& & Aadvance, (T R SR R B LR BTt N "y

set -privilege advanced

SEIRTIT ()

s

D

jAcluster-A_EBIRRZS :

system image show

TRAIETRES image2 (B+F ONTAP B%) = node A 2 ERIZRIAFIHATRRZS :

iz
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cluster B::*> system image show

Is Is Install
Node Image Default Current Version Date
node A 1
imagel false false X.X.X MM/DD/YYYY TIME
image2 true true Yo Yo Y MM/DD/YYYY TIME
node A 2
imagel false false X.X.X MM/DD/YYYY TIME
image2 true true Yo Yo Y MM/DD/YYYY TIME

4 entries were displayed.

cluster A::>

1. Haikcluster-B_EHIRR S :

system image show

LT RAIEREAESimage2 (EFRONTAPIRMER)ENODE_B_2 FHIBRIAFI HAiThR s :

cluster B::*> system image show

Is Is Install
Node Image Default Current Version Date
node B 1
imagel false false X.X.X MM/DD/YYYY TIME
image2 true true Y.Y.Y MM/DD/YYYY TIME
node B 2
imagel false false X.X.X MM/DD/YYYY TIME
image2 true true Y.Y.Y MM/DD/YYYY TIME

4 entries were displayed.

cluster A::>

12. WFHAWHHEIM TR, BRABHRE:

storage failover modify -node target-node -auto-giveback true

I HA JRB SN RESERITIER <,

13. BWitREERABMIE:

32



storage failover show -fields auto-giveback

ITRFETREERIT TR LEREHMRE:

cluster x::> storage failover show -fields auto-giveback
node auto-giveback

node x 1 true
node x 2 true
2 entries were displayed.

BXER

« "storage failover giveback"
* "EFERREEIS R
* "EFEREES B E"

+ "storage failover takeover"

{EONTAP 9.2} &E Ry Foh o A I T mMetroCluster
[iTy=1

I HMetroClusterfid B BIFAR 5 XEONTAPIR AT S. IR EITHEONTAP 928 F
BhrZAS. NINERIHRES BRITFI TP MAR. EREESohEiR. &
- failed "ih s EAVERE. BEpYIEl. REEF—IHaMER FEE TR,

AR IERIINT mMetroClusterft BIZITONTAP 9.3 E S hkAs. BT FEFHSystem Manager B iF4k,

p
1. BRRERIRENSR, ERARTELEIEN Y

set -privilege advanced

SEIRTIT (>)o

2. EEFHRIER £ EHRIONTAPIRHF IR R F BRIABRR :

system node image update -package package location -setdefault true
-replace-package true
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cluster B::*> system node image update -package
http://www.example.com/NewImage.tgz -setdefault true -replace-package
true

3. IIE BRI IR BT IR E AR

system node image show

UTREIERT X—m NewInage 128 NEIAERK:

cluster B::*> system node image show

Is Is Install
Node Image Default Current Version Date
node B 1
OldImage false true X.X.X MM/DD/YYYY TIME
NewImage true false Y.Y.Y MM/DD/YYYY TIME

2 entries were displayed.

4. IR BIFRARERIGENFRIARER. B#HITEN:

system image modify {-node * -iscurrent false} -isdefault true

S WIEFFBEAISVMES A FEITIRR:

metrocluster vserver show

6. TEREMAVEEE £, BEhhE IR

metrocluster switchover

IR VERTREE B /0 §hATE], &R LUEA MetroCluster operation show # S IR IFTIIRE S B 5o

EUTRAIHR, Eni2sEEF ("cluster A'") LERITHETIR, XSSHAHER ("cluster B ") HfZ
» BRI LA H T E o
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cluster A::> metrocluster switchover
Warning: negotiated switchover is about to start. It will stop all the
data

Vservers on cluster "cluster B" and

automatically re-start them on cluster

"cluster A"™. It will finally gracefully shutdown

cluster "cluster B".
Do you want to continue? {y|n}: vy

7. WIEFREEBSVMES R FEITIRR:

metrocluster vserver show

8. "s"IETEETT "B LIRS

metrocluster heal -phase aggregates

& MetroCluster IP EEEF4RE| ONTAP 9.5 Sk ESIRAS, REBERNEARLFRERES, AEBEME
i# ﬁ@?”%ﬂf?&b{uo

cluster A::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

9. WIHEERIER T EMINTH

metrocluster operation show

cluster A::> metrocluster operation show
Operation: heal-aggregates

State: successful

Start Time: MM/DD/YYYY TIME

End Time: MM/DD/YYYY TIME

Errors: -

10. "s"IETEIGTT "SE8F LRUIRR S

metrocluster heal -phase root-aggregates
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cluster A::> metrocluster heal -phase root-aggregates
[Job 131] Job succeeded: Heal Root Aggregates is successful.

. BIHEERFREEMTIITMK:

metrocluster operation show

cluster A::> metrocluster operation show
Operation: heal-root-aggregates

State: successful

Start Time: MM/DD/YYYY TIME

End Time: MM/DD/YYYY TIME

Errors: -

12. THENER L. MIHREFRTFRIITR:

boot ontap

13. FFEohdiETm. AREIEFEERSVMERIIAFEITIRR:

metrocluster vserver show

14. s " EEBFRITHIE!:

metrocluster switchback

15. IIEYIER S EMThTERL :

metrocluster operation show

cluster A::> metrocluster operation show
Operation: switchback

State: successful

Start Time: MM/DD/YYYY TIME

End Time: MM/DD/YYYY TIME

Errors: -
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16. IFFTEEBSVMES A FEITRR:

metrocluster vserver show

7. WE—NEHEE LRFMETS R,

18. I&3F MetroCluster BRB 2 BIZ{TIEE:

a. WERE:

metrocluster check run

cluster A::> metrocluster check run

Last Checked On:

Component

nodes
lifs

config-replication

aggregates

MM/DD/YYYY TIME

Result

ok
ok
ok

4 entries were displayed.

Command completed. Use the "metrocluster check show -instance"

command or sub-commands in "metrocluster check" directory for

detailed results.

To check if the nodes are ready to do a switchover or switchback

operation, run

"metrocluster switchover -simulate" or

switchback -simulate", respectively.

b. INREBEEFFIFMAVER. 1EFERAMetroCluster check runtn < :

metrocluster

metrocluster

metrocluster

metrocluster

check

check

check

check

aggregate show

config-replication show

1if show

node show

"metrocluster

37



C. BREAIRENER:

set -privilege advanced

d. 1RIAIHRAE

metrocluster switchover -simulate

e. BERUMEINAIER

metrocluster operation show

cluster A::*> metrocluster operation show
Operation: switchover
State: successful
Start time: MM/DD/YYYY TIME
End time: MM/DD/YYYY TIME

Errors: -

f. RO FIEIENPRER

set -privilege admin

g EEF—EELEEXETFIE,

e
PATIES " REES"

HXEE
"MetroCluster KR E"

FERG<SITREFRITHETONTAPHL

NIRRT LAEERBF AR LAFHR ZUHTRY ONTAP hivds, MIeJUAERFEAR G %, thEEE
FBINTER: AT HA NRRAEERERT, EMEMERTNEITR, AREMES
RFEHRIER,

* B R M R R
* YIRETE SAN IRHIaTT, WX HSEFFIA SAN ER i, BEEIARTM.

INREFEALRZBIRKXHAHEF SAN BRI, WEFAKXERANNARFRLKERR, ATRFEEA
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LSRR FERIIRE.,

EREALT, FEEFEN, FASD HAWERER T FHERERS, AEAS I TREZEN. RRAFERERS

&, BMTNRERIETRER, WMER, RBRRATEENRL, 5T RXENARRSMS .

TE
1. BIPRE R Madmini& B Aadvance, £ R TR T B EERT I N y*

set -privilege advanced

BRI (*>)o

2. FEHEIONTAPER4BRIRIS B S BRIABRAS :

system image modify {-node * -iscurrent false} -isdefault true

e > fERY BREIRIFEIR ONTAP BAME (FAERARGRE) BEAS T REEARE,
3. IIFTBIONTAPI 4 ERGE B B IR B A RIAMRE

system image show

FELUFRGIF, R 2 2T ONTAP hRZs, FHiSENR TR ERIRAIARRE

clusterl::*> system image show

Is Is Install
Node Image Default Current Version Date
node0
imagel false true X.X.X MM/DD/YYYY TIME
image2 true false Y.Y.Y MM/DD/YYYY TIME
nodel
imagel false true X.X.X MM/DD/YYYY TIME
image2 true false Y.Y.Y MM/DD/YYYY TIME

4 entries were displayed.

4 ITUTFPERZ—:

ERETES .. HATIEIRIE ..
— PR BERIT Do
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ERETES .. HATIEIRIE ...
MR a. ZESESTAL:

cluster ha modify -configured
false

BN ...y HIETRETARLGE,

b. IFHAFSEE AT EHRIESETS

storage failover modify -node
* —enabled false

MU ET R NEBPHNS MHAN R BEFAERIERTS !

storage failover modify -node *
-enabled false

o. BMTBRTHERFITR:

system node reboot -node nodename -ignore-quorum-warnings

()  wr—rEFEDsIER
RIS EEIITE ONTAP BfR. IAHS BN ONTAP BRIET, EREMBIIRESRH,

6. EAHFMIONTAP MEEFH B TR —ATRGE. BINREINEENEE:

set -privilege advanced

RGBT EHEES, A"

7. WA ETEBTT

system node image show

LTI, imagel ZHTEY ONTAP hRZS, HiIRE /I node0 LRYZHATARAS:
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clusterl::*> system node image show

Is Is Install
Node Image Default Current Version Date
node0
imagel true true X.X.X MM/DD/YYYY TIME
image2 false false Y.Y.Y MM/DD/YYYY TIME
nodel
imagel true false X.X.X MM/DD/YYYY TIME
image2 false true Yo W o ¥ MM/DD/YYYY TIME

4 entries were displayed.

8. WIFARESEMIhTTA:
a. FIREHNIRENER:

set -privilege advanced

b. IFENT RARREEE Hcomplete:

system node upgrade-revert show —-node nodename

RSN A BT
NRIRERZEcomplete. B BEXZANetAppsz1FaL 1" 3B,

a. RO F|EIENPRKA

set -privilege admin

0. WHMB M REESRSFS,

10. IREBFHEERIHES TR BAEHTHNENHAN B RAEFMHEHRIERTS:

storage failover modify -node * -enabled true

N MREBHNEEWIN A, FRAEHSUEN:

cluster ha modify -configured true

BXER
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* "EFERERS SN
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