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storage aggregate modify #i%¥ -is-inactive-data-reporting-enabled true &%,

clusterl::> storage aggregate modify -aggregate aggrl -is-inactive
-data-reporting-enabled true
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2. BEETRE FNTFIEENRESHEIEE. 15FH volume show 3% -fields performance-tier-
inactive-user-data, performance-tier-inactive-user-data-percent &%,

clusterl::> volume show -fields performance-tier-inactive-user-
data,performance-tier-inactive-user-data-percent

vserver volume performance-tier-inactive-user-data performance-tier-
inactive-user-data-percent

vsiml volO OB 0%
vsl vslrvl OB 0%
vsl vvl 10.34MB 0%
vsl vv2 10.38MB 0%
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1. &M “volume move start 885 E M RAMEZ T E BitditF,

B ohEaIRG)
U RB3E2 ASVMEY 'vs1'%E “myvol2 #ZE “dest_FabricPool' 5 T FabricPool B4 f&,

clusterl::> volume move start -vserver vsl -volume myvol2

—-destination-aggregate dest FabricPool

{EFabricPoolH EFHONTAPS L EIZEE NS

MONTAP 9.14 1784, &R IR BMEZEEBZES A\FabricPoolb eI EE LN, UL
ENFSEFIRR] IEEZEEHIEE A=, MEEEFFTSEHE. SMBEFIGNEEANERHA
ZEANWEFHMER. RIAERT. =ENERATEZRIRS,

AIBEBRAT. EBERSASIFEEA. i, mEFHENMEEEIEREAME LIFHIESE, 1
RLETENER. WieEBHaakfhm b 88iE. ARBHITORE. BHTEENNE. BEEBTMN
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1. BIPREKAIRENER:

set -privilege advanced

2. QEEHBRETENER:

volume create -vserver <svm name> -volume <volume name> -is-cloud-write
-enabled <true|false> -aggregate <local tier name>

LU R EFabricPool 45 E (aggr1) L EIE— 1B Avol BEEBR=EANE:

volume create -vserver vsl -volume voll -is-cloud-write-enabled true
-aggregate aggrl

IFEESANUEE NS

p
1. BIPREKAIRENER:

set -privilege advanced

2. BREUBRBTE NER:

volume modify -vserver <svm name> -volume <volume name> -is-cloud-write

—-enabled true

T RAFERE IvolNEUBHETE AN

volume modify -vserver vsl -volume voll -is-cloud-write-enabled true

BRIEEESEAE LN

p
1. BIPRERAIRENER:

set -privilege advanced

2. BE LEATENER:



volume modify -vserver <svm name> -volume <volume name> -is-cloud-write
-enabled false

UTFRENGER IvoNE EERARENER:

volume modify -vserver vsl -volume voll -is-cloud-write-enabled false

{E£FabricPool® 5 FHONTAP#E LU 1T E 5Bk L

MFabricPools & FFIE. Ea] LIXONTAP 92 B2 A X hfiiEiEe £ ONTAP
9.13.1 H, FohFuEENNESF S LiEH. M ONTAP 9.14.1 FiR, EopFIERINAITE
FabricPool ZFHIFREIFEE (BRI S) LEHR. BRIANBERT. I TFEZRARK

I&NO

HEHFIRIGEN_disabled B, FabricPoolf)iEENE FimN B2 B HFHR. MAFTEIRNEN T, X
HRLURL MG RE. THENTFANAGBMTBHAR X4, 5 EBREFIESZAIINEE.
fiFabricPool &5 & Hl A M XS RTZE IR IR IREVE N XA MTTieEGETEM 2 H AT F imi BN 4 AYIE
Re BUIANBERT. RIRFIREND BEIERN . FIERFRFALAT. FREANTHIE,
FEHFEINEE AT LURE B ME. Mimiem 7 BEIER L.

XFIAES

o aggressive-readahead-mode BB NIZEDL:

* none. BEATMIE,

* file prefetch!: RARERFIHRNARERF ZAFENXAHRIEIRFF,

a2 Al
* Bz EEENSVMERES,
* BT EHRIREH

EeIREHEE B EMFBETREL

p
1. BIPREKAIRENER:

set -privilege advanced

2. pIEEHBREFUEER

volume create -volume <volume name> -aggressive-readahead-mode
<none| file prefetch>



TR EIE—N R Avol1yE. FHEMfile_prefetchiZIi/z A EEhFlis

volume create -volume voll -aggressive-readahead-mode file prefetch

RRAEHIEERN

p
1. BREFIRENER:

set -privilege advanced
2. BRAFohFEER
volume modify -volume <volume name> -aggressive-readahead-mode none
LRI EERE Favol 1 BE A A E ohilisag =t :
volume modify -volume voll -aggressive-readahead-mode none

BEES LM ETIFIEER

p
1. BIPRERAIRENER:

set -privilege advanced
2. ERFHTEEL:

volume show -fields aggressive-readahead-mode
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System Manager
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2. KA BEEFICNENTFER.

3. B & &R

4. HIBHMENE. ARTHRIFISFIHEEF R E LIRS
S. WNZPFE,

6. BE A"

]
1. M volume create 83% -tiering-object-tags AT EBIEEIFCHIERNEI, &rTLL
FERESHRMIEE L MKic:

volume create [ -vserver <vserver name> ] -volume <volume name>
-tiering-object-tags <keyl=valuel>
[, <key2=value2>,<key3=value3>,<keyid=valued> ]

UTFRENMEIE—NEA fp_volumel 9%, EFREE=PHRIFIZ,

vol create -volume fp volumel -vserver vs(O -tiering-object-tags
project=fabricpool, type=abc, content=data
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BRI EIRIC
TR AEARIC IR TR, BRMNKREEPIENR LIRS, HE@ITHEERNBHINRAINEbRIZ.
il 2. FIE
System Manager
1. SMEEFE-E
2. KB EBEANITICNENZFERS.
3. B * &V EIR
4. HEGSEBANIRNCHE. ARTHRIFS T RREARIZE M,
S. fEERARIC,
6. BE A,
BLITRE

&
1. fF volume modify 8% -tiering-object-tags AT BRI B IREANED,

volume modify [ -vserver <vserver name> ] -volume <volume name>
-tiering-object-tags <keyl=valuel> [ ,<key2=value2>,
<key3=value3>,<keyd=valued> ]

UTFRGIERINERERNRBIR type=abe Bl “type=xyz o
vol modify -volume fp volumel -vserver vsO -tiering-object-tags

project=fabricpool, type=xyz,content=data
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System Manager

1. SMEFE-E

2. B RERRIIRCHENEES.

3. B * & kIR

4. HEGRERRMITCHS. RARTHRIFS TP RERIZETo
S. EMFRIEATIE. BB EHIRABET.

6. BF VA"

ITRE
1. M volume modify 3% -tiering-object-tags W FE—NZE (") UBBRIERRC,

TR EEMIBR fo_volume1 ERIILEITIE,

vol modify -volume fp volumel -vserver vsO -tiering-object-tags ""

EEE LBVIAENRS
FERASIRMINFIRSZE, EeIUEES LHNMERS, UEEWLEARIZATA,
B

1. {#H "volume show @< #0 “tiering-object-tags EMEEHE LI BFIC.

volume show [ -vserver <vserver name> ] -volume <volume name> -fields

tiering-object-tags

o7& FabricPool & A RITITIRTES
A I E—N 8% FabricPool & _LBIIFICEE BTl

S
1. {8 "vol show 3<% #] "-fields needs-object-retagging &M EE B R E/T#HITINE. BEETHITIZHES
FRIZEIRICo

vol show -fields needs-object-retagging [ -instance | -volume <volume

name> ]
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E54

BXEHMERTEFARMNFMEE. SIENREFME storage aggregate show-space {F/H
N5 BRE —instance &

MINZIZASERI N RIFEN T EFAR, BIEEEM storage aggregate object-store show-
RAITRIETEE space

AR RS R E SRR T idE S ARSI volume show-footprint

BRTEAGSITREGSZIN, EEALUER Active IQ Unified Manager  (LLET#E/I OnCommand 4i—%&
1328) LK ONTAP 9.4 MBS hras5E 8759 FabricPool Advisor , 5{#&{#H System Manager 5157
EFAE,

UTREIERT 27 FabricPool Z 817 BERMBXEEMNAE:
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clusterl::> storage aggregate show-space -instance
Aggregate: MyFabricPool

Aggregate Display Name:

MyFabricPool
Total Object Store Logical Referenced
Capacity: -
Object Store Logical Referenced Capacity
Percentage: -
Object Store
Size: -
Object Store Space Saved by Storage
Efficiency: -
Object Store Space Saved by Storage Efficiency
Percentage: -
Total Logical Used
Size: -
Logical Used
Percentage: -
Logical Unreferenced
Capacity: -
Logical Unreferenced
Percentage: -

clusterl::> storage aggregate show -instance

Aggregate: MyFabricPool

Composite: true

Capacity Tier Used Size:



clusterl::> volume show-footprint

Vserver : vsl
Volume : rootvol
Feature Used Used%
Volume Footprint KB %
Volume Guarantee MB %
Flexible Volume Metadata KB %
Delayed Frees KB %
Total Footprint MB %
Vserver : vsl
Volume : vol
Feature Used Used%
Volume Footprint KB %
Footprint in Performance Tier KB %
Footprint in AmazonOl KB %
Flexible Volume Metadata MB %
Delayed Frees KB %
Total Footprint MB %
2. IRIEEERITUTRIEZ—:
MREE ... A ...
BENENS B R REBHIIRES BHFITIRE "B B EN D B
RO BSINAHBREEEEDE"
127 FabricPool ¥ AR BRE) EBERITH NetApp HATFEBERE.
"NetApp i?%u
BN ENEE=TIE BERAREAT RN REFEIEHE,
HBXERE

* EFHERENR
* "storage aggregate show"

* "EFRERSRRTE
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{ZCXONTAPERY = SRES M & 75/< 2 HH

BB REN D BREE, MUIEHIEIEESHIEEIRE (_caf ) NEEEEEE.
BTFEENE snapshot-only X auto DERKP. BRI UIEEAFRHIEEEERE
Z A IRFIEESIRS 2 B i/ V2 F1HR,

ez al
REEN auto BRITERRBEIERNER/IVLAHA. FEEAONTAP 9. 48E SRS,

RFUIES
ENENDERBNIELENGEED BTN, EASEREHRSIERERR.

BN EREARSIFEMBIEE L HEECEFIFRIIE,
"#£ FabricPool FEEEN D BRI K EH AR

(D) mSVMDRXZH, REMEHTETBEEBFabricPool A, BAMERHERNS RHER.

s
1. FEREHNIMEENEE volume modify A% -tiering-policy B
ERILEE U T EREEZ—!
° snapshot-only (#AIA)
° auto

°call

° none
"FabricPool 73 B 5RAKAYZS A"

2. NREFH snapshot-only 5 auto NERBINREEN D ER/IVAENEA. 1B5FEA volume modify &
% -tiering-minimum-cooling-days IR HBIATIESEL,

ERIURD BRIV EIREIEE— N T 2 &) 183 ZiEIAYE, WREFERAR ONTAP iRAEF 9.8, MATLL
APBRNRINKREIEE—INT 2 F 63 ZiEHE,

e s s BRI D E&/]\2 AR R
UTFRAEESVM VST "HEYE" myvol "M EREENN auto DERIVRAEIN4GX:

clusterl::> volume modify -vserver vsl -volume myvol

-tiering-policy auto -tiering-minimum-cooling-days 45
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FabricPool PUREF = SHMNAREFFRAZRR. FFimNBEZEFMEMONTAPTIERH(fI
NSnapMirror)= B shi§FabricPool PUtZ{EE FIRIRMIM AR ("R E"). FERMERS "put-rate-
limit' BT 8EB B F R S5FabricPool 7 B XEXHINE RE. BEESHAONTAPRETL X,

Freaz Al
FESENREH,

PTIE
1. FEFHONTAPE 1T R ERHIFabricPool N & 12 1E

storage aggregate object-store put-rate-limit modify -node <name>
-default <true|false> -put-rate-bytes-limit <integer>[KB|MB|GB|TB|PB]

HEXER
* "storage aggregate object-store PUTERZK[RHIME"

BHE X ONTAP FabricPool & & F0%% 5 2218

FabricPool A& M INEY T RIZEPRIFRIR, MEEONTAPARS| X RPIFER LR
R 5. FabricPool i3 HRITE,

Fla0. —14 MBI &R EEIAmazon S3. EFEE1. 02414 KBiR, RBETEONTAPS|AHRY4 KBIR/LF205
M. 0241MHH920%)8Y. A= TR ZIEMBIRR. WWRBEB(1. 024)MREESIH. NEBRERR4S
MBI &R. FHEIE— TR,

TR BEXKEWHN=EIHEE DL FREREANRENREFENRERIAEG . FRINREN:

M RIFE ONTAP 9.8% &=/ ONTAP9.7 £94  ONTAP93%ESkR Cloud Volumes
7 7 ONTAP

Amazon S3 20% 20% 0% 30%

Google Cloud 20% 12% NEH 35%

Storage

Microsoft Azure Blob 25% 15% RNEH 35%

Storage

NetApp ONTAP S3  40% ER TER TER

NetApp 40% 40% 0% EHR

StorageGRID
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AT EGEIIZ L. EEEREEANREEEN SRR EREWNZEERE. EALE SRR EFER .
EXIEINIRENA DS, FlE0AmazonfIStandard” IAFAzure Blb StoragefJCool,

fan. WEGERRETER10EH LB #1T0 R A BELERINEIAFEN TS R RAER. BrIsEtbERIRE
Efﬁﬁ%ﬁifﬁiﬂi%ﬁo RENFIES. BERARS. BENREREEFRFRR. BElFAXARINELR

E{EE N

HE. MRNRE/ SBREEBIINRFHEEEAEEIONTAPFIS| BIHEFIRHNEE. WA LIZ ERIEMRE
WR=EEE, Fli. MRERFER T EA20%NREW=ERE. HEMENKEBEFES LR RTFR&RKR
SEE. MEKEONTAPHREREUHS I B ER B ER80%., fFI:

ONTAP5|AHI2 TB + ONTAPK5|FBRI8 TB ==EEEANESBEN10 TB,

EXMIER T, EBINREW=ERESENER/ NSRBI RSEGH. MMELDRS I ARERANETE,

fEERANMRFITHF BEHRSHEFHERER. RSB IRE5|BIRE NWEE SR
SKRMEEXFHITHAEE, MRAERS T REW=ZEEE. WelUeZEEERESEIR
@ R IRER 14 REFEERATX KR o

X—ENINESH R E =5 SR A (FIANAWS. AzureFlGoogle)RY A< N,

NetAppiZ il B R R R EI =8 R ER S 2)60% L Lo

25 SEIL GRS =T
ERILLAF RN REFE B E X REWB=EEER 7.

Faz Al
FESRENREH,

g
1. EERIOARKREIW=EHE. BEEEXHBITUTHS:

storage aggregate object-store modify -aggregate <name> -object-store
-name <name> -unreclaimed-space-threshold <%> (0%-99%)

BXER
* "FRERASNREMEENR
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MONTAP 9.8F %58, MNREEEEEENELFNNEBFEER. W LS ERENIGER
BEMZERAZMEER tiering-policy M cloud-retrieval-policy KEo

KXFIAES

NREEZIEEE EEMAFabricPool. EEENDERE. HEERERENRBEIEMERIEEE. WeT LT
424 snapshot-onlyo

¥ FabricPool &M E IR A R4 EEE
BBl L E T R = E T FabricPool®&_EHIFREEUE. HISHIEARIMEER.

3
1. {#H volume modify BIZEMES tiering-policy to none A cloud-retrieval-policy to
promoteo

volume modify -vserver <vserver—-name> -volume <volume-name> -tiering

-policy none -cloud-retrieval-policy promote

R X R gsimie A 2IMERER
ERIE M B R PEREIRBIO RTINS RSB, FHREIRA IR,

p

1. {#M volume modify BIZEMES tiering-policy to snapshot-only #l cloud-retrieval-
policy to promotes

volume modify -vserver <vserver-name> -volume <volume-name> -tiering
-policy snapshot-only cloud-retrieval-policy promote

VB MR HEIRES
TR UG B RER R IO AR R (AR SE Rl

HI
1. {Ef% object-store 88% tiering AT ELEEERIRFHRSHIIEIR,
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volume object-store tiering show [ -—-instance | -fields <fieldname>,

] [ -vserver <vserver name> ] *Vserver

[[-volume] <volume name>] *Volume [ -node <nodename> ] *Node Name [ -vol

—-dsid <integer> ] *Volume DSID
[ —aggregate <aggregate name> ] *Aggregate Name

volume object-store tiering show vl -instance

Vserver: vsl
Volume: vl
Node Name: nodel
Volume DSID: 1023
Aggregate Name: al
State: ready
Previous Run Status: completed
Aborted Exception Status: -

Time Scanner Last Finished: Mon Jan 13 20:27:30 2020

Scanner Percent Complete: -

Scanner Current VBN: -

Scanner Max VBNs: -

Time Waiting Scan will be scheduled: -

Tiering Policy: snapshot-only

Estimated Space Needed for Promotion: -

Time Scan Started: -
Estimated Time Remaining for scan to complete: -
Cloud Retrieve Policy: promote

AT HAIENDE
MONTAP 9.8FF48. MREFBEFIINDBEH. FTUMRMEDBEHER.

T
1. {8 volume object-store 88 trigger FAFIERTIZMEREI,

volume object-store tiering trigger [ -vserver <vserver name>

Name [-volume] <volume name> *Volume Name

]

*VServer
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