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BI2 FlexGroup &

S3TONTAP FlexGroup &R alfERE
& AR FlexGroup ENMEM D E, HIEE FlexGroup HFERN=TEL,

KXFUIAES

M ONTAP 9.6 F4R, ZissMAELE, 1R FlexGroup EMEMHOETERE, ONTAP SETF
FlexGroup & EAFU A AT ENEAEMK D EEMAI—T, MBEHEINZEA TR BIEMRER
A RE—EZ 1 FlexGroup B3 &= BEIA M EMBEMTEREHEiIR.

@ M ONTAP 9.1.1 748, EAILLA FlexGroup HigHiZE T EIR S MRHISCHEINEE. B XIFHE
B, B8N " ET IR EFMRHISEHE",

p

1. ZEEFlexGroupENEM P EFEANZTIE: volume show -vserver vserver name -volume-style
-extended [flexgroup | flexgroup-constituent]

cluster-2::> volume show -vserver vsl -volume-style-extended flexgroup
Vserver Volume Aggregate State Type Size
Available Used$%

vsl fqgl = online RW 500GB
207 .5GB 56%
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ccluster-2::> volume show -vserver vsl -volume-style-extended flexgroup-
constituent

Vserver Volume Aggregate State Type Size

Available Used$%

vsl fgl 0001 aggr3 online RW 31.25GB
12.97GB 56%
vsl fgl 0002 aggrl online RW 31.25GB
12.98GB 56%
vsl fgl 0003 aggrl online RW 31.25GB
13.00GB 56%
vsl fgl 0004 aggr3 online RW 31.25GB
12.88GB 56%
vsl fgl 0005 aggrl online RW 31.25GB
13.00GB 56%
vsl fgl 0006 aggr3 online RW 31.25GB
12.97GB 56%
vsl fgl 0007 aggrl online RW 31.25GB
13.01GB 56%
vsl fgl 0008 aggrl online RW 31.25GB
13.01GB 56%
vsl fgl 0009 aggr3 online RW 31.25GB
12.88GB 56%
vsl fgl 0010 aggrl online RW 31.25GB
13.01GB 56%
vsl fgl 0011 aggr3 online RW 31.25GB
12.97GB 56%
vsl fgl 0012 aggrl online RW 31.25GB
13.01GB 56%
vsl fgl 0013 aggr3 online RW 31.25GB
12.95GB 56%
vsl fgl 0014 aggr3 online RW 31.25GB
12.97GB 56%
vsl fgl 0015 aggr3 online RW 31.25GB
12.88GB 56%
vsl fgl 0016 aggrl online RW 31.25GB

13.01GB 56%

16 entries were displayed.
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1. IRIEEE@EIIRS FlexGroup HHBEEMERERIENN FlexGroup HRIA/N:

SNSREEM ... SAEHATILIRIE ...
FlexGroup EHAE THEEFlexGroupEMFTE K RBRIAN:

volume modify -vserver <svm name>
-volume <fg name> -size <new size>
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FlexGroup B4 EE BRI R B (KD B) K EFlexGroup%:
volume expand —vserver vserver_name
-volume fg name -aggr-list aggregate

name, ... [-aggr-list-multiplier
constituents per aggr]

MERIAE -aggr-list-multiplier BEHA1,

Y RFlexGroup#&Rt"FabricPool". FrEZSHIE(
REERIAMINEIRE—=E.

RISMBERE(AHE) R RERAFESZGATE2(ENEE100/300 TBF201Z M), M ERIFiE
N0FlexGroupEM 2K/, MARHRINEZ TR E,
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BAMRE. NEMNEAERMRIEREEE12MEEE. 8 M T aEA6 M RS,

AFT AR, BERFEENTANEREHESTAETAFTNERE—. Fli0. NEM
BEFlexGroupEAB8 T HRE. 81 TRAB4THRE. WIERFlexGroupEl BEIFT mAY. BARMN4 R 5
. MR 12N AR G fIFlexGroup .

EFlexGroupE RN R R ERNF B EE. USFFHNERRE. FEAIREIF M SENT BB AELE.
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Nl
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U253 T 80fElE FlexGroup % volX #0120 TB =)&)

clusterl::> volume modify -vserver svml -volume volX -size +20TB

YNRFlexGroupEREF 16 TR E. MNETHRENTEIZIENM1.25 TB.

RN R ER S R

AT RBIZRNMER FlexGroup HRMEU MG S, BMKREAME (BE) HNAD £q91 ¢
clusterl::> volume expand -vserver svml -volume fgl -aggr-list aggrl,aggr?2
-aggr-list-multiplier 2
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1. 1 HNENFlexGroupRl RBRI AN :

volume size -volume <volume name> -vserver <svml> -new-size <new_ size>

LT3 FlexGroup 5% FG_0003 BYA/MENNZ! 3.7GB:

volume size -volume FG 0003 -vserver svml -new-size 3.7GB
vol size: Volume "svml:FG 0003" size set to 3.70g.
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1. E LY FIFlexGroup % K/J\: "volume size -vserver vserver_name-volume fg_name"

2. B/I\FlexGroup £EHIA/N: volume size -vserver vserver name -volume fg name new size

EEMAN., AIUERRS()EE/NTFHRIA/NE. BaILER RS (R \FlexGroup ERYHRTA/NIE
E B,

@ MNRANEBRTBEZER (volume autosize #3%). MR/NEHAR/NGRERNERFA

o

LUTRBIERT B AvolXBFlexGroup EHEETE AN HIEEXK/INEER10TB:

clusterl::> volume size -vserver svml -volume volX
(volume size)
vol size: FlexGroup volume 'svml:volX' has size 15TB.

clusterl::> volume size -vserver svml -volume volX 10TB

(volume size)
vol size: FlexGroup volume 'svml:volX' size set to 10TB.

UTRBERT B AvolXBFlexGroup R EHEIE A/ HIEEXR/IEL TS5 TB:



clusterl::> volume size -vserver svml -volume volX
(volume size)
vol size: FlexGroup volume 'svml:volX' has size 15TB.

clusterl::> volume size -vserver svml -volume volX -5TB

(volume size)
vol size: FlexGroup volume 'svml:volX' size set to 10TB.
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ONTAP Z B BRSNS EMITN, UM BhE KM B ihdemigEL I T RRBEIF

BEENEK, ERUESNRAXAHAIREZEMEN. F%4HE, EAEaNRAXARFRETE, #EE
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TE
1. BERENBNEKMNEHE KR/ volume autosize -vserver vserver name -volume
vol name -mode [grow | grow_ shrink]

teSh, ERILHEESE KB RBIRAKND, &NANEE,
AT BARA f91 . MREEH 70% , MILEHNR/NEEENEKEIRZRAS5TB.



clusterl::> volume autosize -volume fgl -mode grow -maximum-size 5TB
-grow-threshold-percent 70
vol autosize: volume "vs src:fgl" autosize settings UPDATED.
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1. HENERNPRIET :
set -privilege advanced

2. MIB&FlexVol E{FlexGroup & tHIBER:

7FONTAP 9.9.1 Ff

1. ®FEEFE>E,
2. EFEFENE, SAEEE Explorerts
3. #£*Explorer* 1B, EERFAENER.

4. ERER, ERBEAAREEXHEXERL, AR
TR & eI Bl

volume file async-delete start -vserver <SVM name> -volume <volume name>
-path <file path> -throttle <throttle>

&/NTUREN 10, &A{EXA 100,000, FAIAE 5000, BARBYTHRERERR

DHRR, X=TFHRIE

FUMIBREE, MRENTRECARSHER, EXSBURIRMRFREE,

UTRORERERR N d2 MER, ZERUFTRA 1 HNERF.

cluster::*> volume file async-delete start -vserver vsl -volume voll

-path di1/d2

3. (ANi%) KMEEEHITHESHRELAPIRE:
volume file async-delete show

4. WIIREERPRILER:
event log show

U RBIERT IR E RIEEMHBER RS,



cluster::*> event log show

Time Node Severity Event

7/7/2025 09:04:04 cluster-vsim NOTICE
asyncDelete.message.success: Async delete job on path dl1/d2 of
volume (MSID: 2162149232) was completed. Number of files deleted: 7,
Number of directories deleted: 5. Total number of bytes deleted:
135168.

BXBEMEE event log show, BEEIN'ONTAP @i &E",

BUH B RMIBRIEL
1. HENSRAPRE
set -privilege advanced
2. I E RMFRE T EEHITH:
volume file async-delete show
NRBRSVM, B, (ELIDFIERERE. WA UBUEELL,
3. BUHB RMIbx:

volume file async-delete cancel -vserver <SVM name> -volume <volume name>
-jobid <job id>

BIERPIRMNIELLER FlexGroups 4 1ii% ONTAP BHR

MONTAP 9.11.1 FF4&, FREERATLUIRETELINE, LA NFS #l SMB EFiHH
TR MERRIE, UEBBRRLMEREY, Linux ERWBFAUER mv i<l
Windows B FimE P ] LUER rename’ ip 2183 & B RIZoHEIFAIAR 7 .ontaptrashbin B9
paiEl B REMPRIEEE LB R,

N BIEER T, NFS ZFIHAPMIZTE NFS EFiE_ERA root HIEMNR, H7E NFS S EAGBLAR
TR BR,

BREBHER. EFERKXHEE0E] ontaptrashbin B R,

"7 FRAN{AI{EFA ONTAP MFlexGroupER S HIBRE R" -
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1. MEEMSTREHNSENREN: -privilege advance
2. FENERRERARFPmEL MR, HEMNREFE, MIGERIRHSHERFR:

volume file async-delete client enable volume volname vserver vserverName

trashbinname name

TERRRINRIRAR R FRBY R -

clusterl::*> volume file async-delete client enable -volume vl -vserver

vsO0

Info: Async directory delete from the client has been enabled on volume
"V]_" in

Vserver "vsO".

1E7E & RO 2 ARRI R

clusterl::*> volume file async-delete client enable -volume test
-trashbin .ntaptrash -vserver vsl

Success: Async directory delete from the client is enabled on volume
"Vl" in

Vserver "vsO".

3. WIFERRERAEF RS MFR:

volume file async-delete client show

Nl

10

clusterl::*> volume file async-delete client show

Vserver Volume async-delete client TrashBinName
vsl voll Enabled .ntaptrash
vs2 vol2 Disabled =

2 entries were displayed.



BRAEFmRT B RMER

p
1. FEEECLIFP. BREFIRIEIRS B RMIFR:

volume file async-delete client disable volume volname vserver vserverName

]l

clusterl::*> volume file async-delete client disable -volume voll

-vserver vsl

Success: Asynchronous directory delete client disabled
successfully on volume.

2. BiERRERATEF RS MR
volume file async-delete client show

Nl

clusterl::*> volume file async-delete client show

Vserver Volume async-delete client TrashBinName
vsl voll Disabled =
vs2 vol2 Disabled =

2 entries were displayed.
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volume gtree create -vserver <vserver name> -volume <volume name> -gtree
<gtree name>

TR LURAE R qtree IEEL 2R, SMB REBIE, UNIX AR S HZERE,

clusterl::> volume gtree create -vserver vs0 -volume fgl -gtree gtreel
-security-style mixed

BXES
"R EEIE

YtONTAP FlexGroup#{E B AR

7£ ONTAP 9.4 NEERhrZAR, ReeHFIREBMX FlexGroup &N AEEFN, BAF
BEFE T oREISCREECEN R Hl. M ONTAP 9.5 718, & LA F FlexGroup ERIECERFR
M S HE Rl

KFUIAES
* M ONTAP 9.5 FF44, ZBILLA FlexGroup HIEERE, #RH1S{EEHIECE,

A S E X L PRHIRIRT =B E, RERF, A gtree AIUBIENXHHEXFHE, EFRFISEUT
BRTERESTHER:

c NRFEAEBIRLENIIRE], ONTAP 2AHESHES, BMATFESRE,
NRERAEHEBREERENTIREILLT, NAH—FABHES.

c NRFEAEBILEREERY], ONTAP BAHE_FRERHE.
NREAEHEREEENRERFILLT, WASAHT2FRERER,

 NRFEASREICEBEMNERE, N ONTAP =i mE, LML #H—F EHiER R,
* 7£ ONTAP 9.5 H, J57ATE SnapMirror X ZABIBH5 FlexGroup & _E SIS EUERCEFIN,
* EECEMIAERIEl. ARRFISEHEECER. HBEERTWIIRKZ BASWEE R ECERIE R

EREBRIVBHHIEIREER TR, EAILUEE volume quota report <!

RESEavil it
ECERRVRE A LUR AP, Aait. BN EE N BECHREINAR,, A gtree o
TRING T EMBERREE, SMERFBETKBRNETRE UL M EFENTRRAN:

REI=E [REIESI BArHIRTR AT AR
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BR AP EcER UNIX BF# UNIXUID  RILARHFESE gtree 2

A PEE,
Windows 2000 Z A&z
A9 Windows BB &
Windows SID
¢H (AFCEN UNIX HZ#F UNIX GID  BILIHFESL D gtree [
FRLARREN,
ONTAP &~
=IRIE
@ Windows
ID [z FA4H
[iTREIT
gtree W ECER qtree Z#7R WETNAFEES, &
SEMEMEFRD gtree
" FF quotagroup BC#h wals (") FCENB#r " &R~ _default
BCEn _ o X FEOANECER,
I ERER AoEE R B FERRYME
REo

B ECE IR %IES FlexGroup &81TH

M ONTAP 9.5 FF#4, FlexGroup HXXHFECEMRR. 5 FlexVol #48LL, 7E FlexGroup % 52 SEhEECERPR A9
HRBEFRARRE.

B EHPRFIEY, FlexGroup HAJRER BRI TTN:

c MBI IESE S R EREILEECEREI 28T, FlexGroup HRMNZRIMXAFEREAI eIt EENERHS
HZiE 5% o

NTIRMREERE, ONTAP FIRERTEFFIASRHISSIEECER 2 Al A 1F = BLEFE BV B FTEAE Hh AC B RO BEFR
il XMERIM= B HFEA S EIFRECEREIRFIRY 5% , BD 1 GB Bf 65536 X {4, LUIBKE .

 RIERFRHE, MRAFHEEGNGTREXHHE R, FERFEREIERTRSG, NWESEREE
X HRERTRERIERME (ATREEERIA 5 A REME) -

* YN FlexGroup HEM ST RN XA FERASBIEENEFIRS], NiZREHASEENESE/VIFER,

* 1R FlexGroup EMRE LM DEEH, BERIAZIEFRES], Melge=HI "no space’ " FHixo

* 5 FlexVol &_ERVEBME(EMELL, WECE T ECMERFINVETMBIAMITIRGE (FINEnRXHHERNE
qtree Z[BIFEEN M) AIREFREE KATiE.,
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FlexGroup &I ER&N5R S SS eIl
& 8] LUE X LR G 7 #RUNRI7E ONTAP 9.5 & E S ik A~ EC B B PR HIMERE,

AL SREISCHE R A AR IRHIRIECEAR N
1. &R BB I ECERERBE RN user BE A LIAYIREE R FRFIFIREIE R IR,

clusterl::> volume quota policy rule create -vserver vsO -policy-name
default -volume FG -type user -target "" -gtree "" -disk-limit 1T -soft
-disk-1limit 800G

2. B B AR ERIR AN

clusterl::> volume quota policy rule show -vserver vsO -policy-name
default -volume FG

Vserver: vsO Policy: default Volume: FG
Soft Soft
User Disk Disk Files Files
Type Target Qtree Mapping Limit Limit Limit Limit
Threshold
user " " off 1TB 800GB = =

3. ERUEIECEAMN, BERANE LRVECE:

clusterl::> volume quota on -vserver vs0 -volume FG -foreground true
[Job 49] Job succeeded: Successful

4. fTa] LUMERECER 5 EF FlexGroup BRI EFERBERMXHERBRES.
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clusterl::> volume quota

Vserver: vsO

Volume Tree Type
Specifier

FG user
FG user

report -vserver vs0 -volume FG

ID

2 entries were displayed.

———-Disk----
Used Limit

-——-Files
Used

REERRHIE, Bk BT (ELERTA user) RRFALERXHE NE SR,

2 0 3SR R EISEhEECEAR N

Limit

1. BRI LR N AV ECEERBE AN user, HAPERGBETFIEE T Z AR (UNIXAEF. SMBAEFHHER
HE), HEMNEEEH R I AR R PREIF] BERE R PR

clusterl::> quota policy rule create -vserver vsO -policy-name default

-volume FG -type user -target "rdavis, ABCCORP\RobertDavis" -gtree

-disk-1imit 1TB -soft-disk-limit

2. SRl L BB ECHRE AN

800GB

clusterl::> quota policy rule show -vserver vs0 -policy-name default

-volume FG

Vserver: vsO

Policy: default

Disk

Limit

User
Type Target Qtree Mapping
Threshold
user "rdavis, ABCCORP\RobertDavis" ""

3. EFUEECEAN, BB E ERIECE:

off

Volume:
Soft
Disk Files
Limit Limit
1TB 800GB -

FG

Soft
Files

Limit

clusterl::> volume quota on -vserver vs0 -volume FG -foreground true

[Job 49] Job succeeded:

Successful
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4. BRI UISIFRCER SR B A TIEEIRE

clusterl::> volume quota show -vserver vs0 -volume FG
Vserver Name: vs0
Volume Name: FG
Quota State: on
Scan Status: -
Logging Messages: on
Logging Interval: 1h
Sub Quota Status: none
Last Quota Error Message: -
Collection of Quota Errors: -

S. BRI LUERECEIREEE FlexGroup HHMEERABERMX A ERBERER.

clusterl::> quota report -vserver vsO -volume FG

Vserver: vsO

----Disk---- ----Files-——---- Quota
Volume Tree Type ID Used Limit Used Limit
Specifier
FG user rdavis, ABCCORP\RobertDavis OB 1TB 0 -

rdavis, ABCCORP\RobertDavis

ECERRFIE R BT Y LB FRE AR ZEH R,

RERERRFIE, EFBRPIILAFBRELLRXEXHENESHIE,

5 3 0 EEAT AFRGRIIER TR E K EACER

1. @R LR N RECEN RN user T, EAEREUNIXAF Hwindows AP EAEREIBIR “user-
mapping IREN on, FHEIEFERRA RIS AR RFIA BEREE FRHIRIAEN,

UNIXFIWindows P 2 (8] FYBRET A TE R HAE A #{TECE vserver name-mapping create Mi<:

clusterl::> quota policy rule create -vserver vsO -policy-name default
-volume FG -type user -target rdavis -gtree "" -disk-limit 1TB -soft
—disk-1limit 800GB -user-mapping on

2. A LB A RN -
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clusterl::> quota policy rule show -vserver vsO -policy-name default

-volume FG

Vserver: vs0 Policy: default Volume: FG
Soft Soft
User Disk Disk Files Files
Type Target Qtree Mapping Limit Limit Limit Limit
Threshold
user rdavis " on 1TB 800GB = =

3. ERUEIECEMN, BERANE LRVECE:

clusterl::> volume quota on -vserver vs0 -volume FG -foreground true
[Job 49] Job succeeded: Successful

4. BRI DUIIERCEUAS BB A FEaIRE:

clusterl::> volume quota show -vserver vs0 -volume FG
Vserver Name: vs0
Volume Name: FG
Quota State: on
Scan Status: -
Logging Messages: on
Logging Interval: 1h
Sub Quota Status: none
Last Quota Error Message: -
Collection of Quota Errors: -

S. IERILUERECEIREEE FlexGroup M EERBRMXAHERBRER.
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clusterl::> quota report -vserver vsO0 -volume FG

Vserver: vsO

coc=Dilgkemss ooo=FllEeges=== Quota
Volume Tree Type ID Used Limit Used Limit
Specifier
FG user rdavis, ABCCORP\RobertDavis OB 1TB 0 -
rdavis

ECERPR B ECER B AR B A A S E X NAY Windows Bi UNIX R Z[EIHE,

RERERIREE, ECHERPIILAR REMERMA Windows 5% UNIX AP #BE#%FELE X 4GS NE Z iR,

M5 4 BRAECETIOUE gtree A/
1. B QIR LB I RYECENERBEFLN t ree F B FNIGERY BB 7] SEIRRYERFL 22 PR HI AN PR HEFZ PR 1

clusterl::> quota policy rule create -vserver vsO -policy-name default
-volume FG -type tree -target tree 4118314302 -gtree "" -disk-limit 48GB
-soft-disk-1limit 30GB

2. BRI B BRI AN

clusterl::> quota policy rule show -vserver vs0

Vserver: vsO0 Policy: default Volume: FG
Soft Soft
User Disk Disk Files Files
Type Target Qtree Mapping Limit Limit Limit Limit
Threshold
tree tree 4118314302 "" - 48GB = 20 =

3. ERFUEIECEAN, BRI E ERIECE:

clusterl::> volume quota on -vserver vs0 -volume FG -foreground true
[Job 49] Job succeeded: Successful

a. BRI LAERECTHR S EE FlexGroup ERMEEERIBRMXHERBRIER.

18



clusterl::> quota report -vserver vsO

Vserver: vs0
----Disk---- ---- Files——-—- Quota
Volume Tree Type ID Used Limit Used Limit Specifier

FG tree 4118314302 tree 1 30.35GB 48GB 14 20 tree 4118314302

e PR HITEECEN Binh 5 VB P 5B X AY Windows 3¢ UNIX AR Z [B)H# =,

4. EINFSEF IR, £ df dTUBFLTEERE. TATEMERZIE.

scsps0472342001# df -m /t/10.53.2.189/FG-3/tree 4118314302
Filesystem 1M-blocks Used Available Use% Mounted on
10.53.2.189/FG-3 49152 31078 18074 63% /t/10.53.2.189/FG-3

M FHERREI, TEfEAEEE NFS EFIHITESL, MTMR:

° BEEIERE = MBYEERS!
° B ATE=MEREREqtreeTEMfERAE MFLEERE. MWLM TAAMNFSER G EZEIERE

o FalfEAE = BFFEHRE
o BEE] = EHRMECEEREMYIER B SiE) 2
5. £ SMB £Z=H1, £ Windows B REEREESTEEAZ, nATEMERZIE,

£ SMB HEf, HEZTEERAENMERUTEREI

c FITBESAIATEE, RASZEEHFMARRF IR,
° tWECERALN, AP ECEURNANAECEANIBY A A== iE) Z B &/ IMER MR SMB HER A A8,
° XF SMB , SFEIEAERFAER, EEURTH, BRMAFRR)\A BB AR,

XtFlexGroup iz A AR U A1 R !

PR

1. AEFREIBEEFHFIN: volume quota policy rule create -vserver vsO -policy-name
quota policy of the rule -volume flexgroup vol -type {tree|user|group} -target
target for rule -gtree gtree name [-disk-limit hard disk limit size] [-file-
limit hard limit number of files] [-threshold threshold disk limit size] [-
soft-disk-1limit soft disk limit size] [-soft-file-limit
soft limit number of files]

° ¥FFlexGroupE. ECENERERAILARE user. group W “treeo
° 79 FlexGroup EEZETFNE, FLFEREENBER.

° M ONTAP 9.5 7F45, f&RILAA FlexGroup BERRIRE, BESCHRG], HEIRS], CHREIA
E SRR
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7Z£ ONTAP 9.4 ERhrZAF, £ FlexGroup EEIZEEAFNES, FEEISTHEIRSI, XHRHI,
FIRGIRE, R PRE SRS BR S,

UTRAIERT ARAF BIREEeZRIRAECTNIN -

clusterl::> volume quota policy rule create -vserver vs(O -policy-name
quota policy vsO 1 -volume fgl -type user -target "" -gtree ""

UTFTBIERTARRA gtree1 B9 qtree BIEAIRTECERFIN :

clusterl::> volume quota policy rule create -policy-name default -vserver
vs0 -volume fgl -type tree -target "gtreel"

1. 5%&5%?E'EF|GXGFOUD%E'\JEE§W\I volume quota on -vserver svm name -volume flexgroup vol
-foreground true

clusterl::> volume quota on -vserver vs0 -volume fgl -foreground true

1. BITECEAA AR volume quota show -vserver svm name

FlexGroupERIBER E71 mixed AT RRFIAE KD B R ARL T HEHENRT.

clusterl::> volume quota show -vserver vsO
Scan
Vserver Volume State Status

vs0 fgl initializing 95%
vsO0 voll off =
2 entries were displayed.

1. EEABEMECEIFlexGroupEMEEIRE . volume quota report -vserver svm name
-volume flexgroup vol

REEFAIEERTE volume quota report A FlexGroups

WUTFTBIERT FlexGroup HHIBFECER £q1 -
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clusterl::> volume quota report -vserver vsO -volume fgl
Vserver: vsO

----Disk---- ----Files——-—---
Quota
Volume Tree Type ID Used Limit Used Limit
Specifier
fgl user * 0B = = *
fgl user root 1GB = = s

2 entries were displayed.

WTFTBIERT FlexGroup HHINEIER £g1 :

clusterl::> volume quota report -vserver vsO -volume fgl
Vserver: vsO0

cocoDlgkeose  cocoRill@geosses
Volume Tree Type ID Used Limit Used Limit
Specifier
fqgl gtreel tree 1 68KB = 18 =
gtreel
fgl tree & OB = 0 =

2 entries were displayed.

“
ECERAL N AN PR 2 A3 F-FlexGroup#,
£ ONTAP L E LR EKRHILE T 281, ERENRSILEERNERFISHZIE 5% o

HBRIER
* "ONTAP S 9 BE"

TEONTAP FlexGroup®% L[5 RN

é:__[L,LT‘ T FlexGroup & LRIV BINIEITE S HIEMIBRMEGEESE, LASSIT

Froaz a0
FleXGrOUp %/Z\ ﬁi?ﬂ**ﬂ:’lkn_.\o

p

Quota
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- TEFlexGroupE LB AF#EME: volume efficiency on -vserver svm name -volume

volume name

FlexGroup BB R EE B T FHERERF,

REE L BREENEGT R FlexGroup %, MRS E2BMEBEENE,
fEFTEFlexGroup® £ /B FAFT R FMENERIZIE volume efficiency modify #p<:

1&B]LATE FlexGroup & L BRI EEHUEMIFR, FAEESHUEMFR, KEESAMEREESE, EEaTLL
REEERE (TRIEER) , H7 FlexGroup BHEE T RIZAZE R,

WNRKFERIT R A R R TEERERIRE. BRIERIE. volume efficiency start

-vserver svm name -volume volume name

MREELERTESBUEMRNGIEES S, NWkisTHEES, ARBTITESHERR. MR
FlexGroup & L EREMERIEEATIENRT, MibasSRRK,

. BIETEFlexGroup% LB AR ZEIRIE: volume efficiency show -vserver svm name -volume

volume name

clusterl::> volume efficiency show -vserver vsl -volume fgl
Vserver Name: vsl
Volume Name: fgl
Volume Path: /vol/fgl
State: Enabled
Status: Idle
Progress: Idle for 17:07:25
Type: Regular
Schedule: sun-sat@0

Compression: true
Inline Compression: true
Incompressible Data Detection: false
Constituent Volume: false
Compression Quick Check File Size: 524288000
Inline Dedupe: true
Data Compaction: false

fEFIRIE{RIFONTAP FlexGroup

1R

NN

3
B

22
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ONTAPEESS JIFlexGroupERIZ T D ERIEIZIRIBZ 5. Z = AFlexGroupEEIE
VIR



XTFIAES
* MNRE Z 1 FlexGroupES5—MREBERIEKEL. MR HRFlexGroupBItXIFAREE,

* MONTAP 9.8FF%A. FlexGroup® EXFHRAREE91023,
MONTAP 9.8F%8. volume snapshot show'i&F FFlexGroupBRIan LG ERIZEIRIR S IRER
@ K MABITERENR/ ML, XMFHNKIMTES ETRERFERBANERAKRTEERIR
ZRONTAPHHITEE,

p
1. BIZIRIRERER S F RN IRER .

NREBRIE ... WAL ...
TRER R volume snapshot policy create

@ 5FlexGroup#&fYSnapshot RE& K< Bx
BRI BViBIFRA A F 3053 Fho

BlEFlexGroup#&hY. “default RIBERIEIE R
FFlexGroup®,

FhelESnapshot volume snapshot create

JIFlexGroupE I ZREBE. ERE

@ EEBIREBIVE M., INRBEHOXLE
B, BIOERBRRE. AEBER
e FE

BIRIRIZEY. B imXiFlexGroupBRIIFIR SR E L FFHERE.

1. IIF R B /IFlexGroupE LI T BMAVIRER: volume snapshot show -volume volume name
-fields state

clusterl::> volume snapshot show -volume fg -fields state

vserver volume snapshot state

fg vs fg hourly.2016-08-23 0505 valid

2. BEEFlexGroupER D ERIMRIR: volume snapshot show -is-constituent true

23



clusterl::> volume snapshot show -is-constituent true

---Blocks-—-
Vserver Volume Snapshot Size Total%
Used%
fg vs fg 0001
hourly.2016-08-23 0505 72MB 0%
27%
fg 0002
hourly.2016-08-23 0505 72MB 0%
27%
fg 0003
hourly.2016-08-23 0505 72MB 0%
27%
fg 0016
hourly.2016-08-23 0505 72MB 0%
27%

MONTAP FlexGroup&i5&ipi 5o &

TR LU FlexGroup BB D EM— T REBHEIZ —ITRG. UEERERDEEEE
ZRENTENEH. BRI EEEMTRERES LHN=E, UEREAEMIEHK

o

FFeaz Bl
E# 5 SnapMirror X R HRY FlexGroup R E, ANE#E SnapMirror XF.

*FIES
1£¥ B FlexGroup M DERY, TERNITERIRE

PIE
1. E B oIRIFlexGroup&E D& :

volume show -vserver svm name —-is-constituent true
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clusterl::> volume show -vserver vs2 -is-constituent true
Vserver Volume Aggregate State Type Size
Available Used%

vs2 fgl = online RW 400TB
15.12TB 62%
vs2 fgl 0001 aggrl online RW 25TB
8.12MB 59%
vs2 fgl 0002 aggr2 online RW 25TB

2.50TB 90%

2. HE RS FlexGroup BN B EINERE !

volume move target-aggr show -vserver svm name -volume vol constituent name

PMER SRR AT EATRA T ESTIRY FlexGroup BRI ERIAR/.

clusterl::> volume move target-aggr show -vserver vs2 -volume fgl 0002
Aggregate Name Available Size Storage Type

aggr2 467.9TB hdd
nodelZ2a aggr3 100.34TB hdd
nodel2a aggr2 100.36TB hdd
nodel2a aggrl 100.36TB hdd
nodelZ2a aggri4 100.36TB hdd

5 entries were displayed.

3. I8iFFlexGroup& 9 &2 A LTS THEIFREASE
volume move start -vserver svm name -volume vol constituent name -destination

-aggregate aggr name -perform-validation-only true

clusterl::> volume move start -vserver vs2 -volume fgl 0002 -destination
-aggregate nodel2a aggr3 -perform-validation-only true
Validation succeeded.

4. $5ThFlexGroupBR N %5 :

volume move start -vserver svm name -volume vol constituent name -destination
-aggregate aggr name [-allow-mixed-aggr-types {true|false}]

SR EIRPRENEEHIZETT,



MONTAP 9.5F 84, &) LUEd 1 B & FlexGroupthk 73% MFabric Pool#% i El3EFabric Pool. & Z7R$A
-allow-mixed-aggr-types SIGEN true. BIANBERT. -allow-mixed-aggr-types EHIKE
7 falseo

@ fEARBEMFR volume move FFTEFlexGroups LB BAMERFS,

clusterl::> volume move start -vserver vs2 -volume fgl 002 -destination
-aggregate nodelZ2a aggr3

WNREZoHREREENBISnapMirrort@EmL . MRz d5 < # 1k SnapMirrorig(E

(D snapmirror abort -ho TERLEIERT, SnapMirror FIHIEEHEIEERIK. TEXMIBERT
, BRI EERREHEREIR. BXMFMER snapmirror abort, B M"ONTAP
wEBE",

O. FNEESERIERVIRE

volume move show -volume vol constituent name

AT RBIERT B E G BB T EZ RN ELR FlexGroup D ERIRES

clusterl::> volume move show -volume fgl 002

Vserver Volume State Move Phase Percent-Complete Time-To-
Complete
vs2 fgl 002 healthy cutover = =

fEFabricPoolf %1115 ONTAP FlexGroup& AR &

M ONTAP 9.5 FF#4, FlexGroup #&3%#F FabricPool o SNSRE¥IA FlexGroup &H1EH
FabricPool FHIER S, BILUE FlexGroup BFITERIR &F5#)9 FabricPool FRIR S, tA]
LAY FlexGroup & 3EE 2 FabricPool IR S,

FHAZ H
* FlexGroup& 4 space-Guarfig I B N noneo
* WREN FlexGroup HFFTERIER AN FabricPool MRS, NIXLERENAERFRE SSD M.

EFIAES
WRIME FlexGroup HHITFIE SSD BE L, MwAIiE FlexGroup B2 BT % FabricPool FHIER S,

EIM
* E¥% FlexGroup BFFEMIR S 55#R FabricPool FIFIRE, BRITUTHE:

a. EIBFlexGroupE LIRERHRIE: volume modify -volume flexgroup name -tiering
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-policy [auto]|snapshot|none|backup]

cluster-2::> volume modify -volume fgl -tiering-policy auto

b. HEFlexGroupEFIERIE A . volume show -volume flexgroup name -fields aggr-list

cluster-2::> volume show -volume fgl -fields aggr-list
vserver volume aggr-list

vsl fgl aggrl,aggr3

C. BMREFMMEINEIBRETIRPIIHHNENES: storage aggregate object-store attach
-aggregate aggregate name -name object-store-name -allow-flexgroup true

B IE AR AN RFE,

cluster-2::> storage aggregate object-store attach -aggregate aggrl
-object-store-name Amazon(01Bl

* B¥ FlexGroup 9 & T E| FabricPool PR E, BHITUTISE:
a. EIBFlexGroupE LIRERHRIE: volume modify -volume flexgroup name -tiering

-policy [auto]|snapshot|none|backup]

cluster-2::> volume modify -volume fgl -tiering-policy auto

b. J&FlexGroupBEHE M9 BB E—&E 2P FabricPool FH— 1M EA: volume move start

-volume constituent-volume -destination-aggregate FabricPool aggregate
-allow-mixed-aggr-types true

1R, \;m_,)iﬁﬁ FlexGroup &7 & ahE| FabricPool FHIERE (UNR FlexGroup B NENTERE
FRF) , HRFRFIERDEEEETDIT S ZERFFE,

cluster-2::> volume move start -volume fgl 001 -destination-aggregate
FP aggrl -allow-mixed-aggr-types true

HEXER
* "HEMBAEEE"

TR AT RN
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1B BT X SRR #ONTAP FlexGroup®&

MONTAP 9 16.1FF%5. ErILIBASABREFE. UWEE—THRRE LNBAXHIEKH
A= 8]BS 7EFlexGroup Rl i & Z 181 9 R #iE.

SREEFEY B TONTAP 9. 12135 NBVKIEERIEINEE, ZINREEONTAPH] LUBS R XS Bl Lt R

R EHFEFlexGroupE"s MONTAP 9 16. 1788, WMRFERIEMEA T SABEFH -granular-data
advanced. NM&ENFE"ER" X HEHFEINENSHREEEE.

@ AIANBERT. XHEFTENSRBEETEILTERARS. BAXLINEGE. BLEERE
. MMRF[EZATETE. UBITIMBRASHEEEFEZAEIBIRIBEITIER,

SRBETHRAREFATIERI10 GBE1 %AV E NR K.

XHRDHAI

NREEBIXHF B REICUMASHEEFE. WEXHZEMSIFlexGroupEZ[EILL1 GBEI10 GBRYF
L0175 ki

BEEARETFEE. ONTAPASEMH MM B A G HITE T L. IRBASKB=FEEMB A4k

grig, MIMEAXGEFHFRB A ESTER GFlexGroupE 2 Bi# TR K. BFEURATXENANIET AT
18

ESRAETH A BEIFERARAE LN BT EEXRMER T RE, aRhAETFEHRCBE— I XHRE. ZFHHE
UFAATEN1%, XEKE. NREESAATE. FHFBRST A, MMEEFlexGrouptEf. FHEEET

o

SeFFRYIY
DNV ZSTSESES -SSR

° NFSv3. NFSv4. NFSv4.1
* pNFS
+ SMB

EREABTETE

AINERT. BRBRETHRTERRS. EUTBEASRBETE S BT #FlexGroupBE., 15/E]
BERAILLINEE. ERTEREZER. EERAUNBEARARETE ZAISIRIIRIBHITIER,

f

dl

NN

Faazan
* SEERBFIE T REBLAUSITONTAP 9.16. 18 E S hit s,

* MRBRATEREETE. NWIEERZIONTAP 9 16.1ZHIRMRZS, MNRFELXR. MHMEMBREEH
AETHZAEIZINRIRER,

* YN B ('vserver nfs -vstorage enabled TESVM_EBEANFSEIZEZ), MTETEFlexGroupE LEEEABRE
T, B, WRESVMHRIEMIFlexGroupt LEBRA T BABEFE. NEEBANFSRIZAEE,

* FlexCache[BlIEARLZ R A =T,
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* YNRTEIEIT9.16.1 9. 161 HEBHRANERPHE LEATSRBEFE. WETF9.16.1 9.161HIONTAPAR
ARz $FSnapMirrorfE fhio

s EEREAAETE 2R, IBZA SMB Multichannel, 3§ SMB Multichannel 55/ AEEH T EESEH
AREESMEIEIR, BXFHAEER, EEI"CONTAP-400433: £/E2MA SMB Z@ENEFiF H{EH
FlexGroup Rebalancing/GDD B¢, #/BiERE"

KXFUIES
EERAE—REHEAT(EASEAR)EIZEDPEREHE. BfraiiItitE B R disdisabled (BEA)". B

ZISnapMirrorfE5iser Lk, ZHiSER/S. DPEFSBHIELIEE RN enabled (EEA)"
£ 8)EFlexGroupHiiEl E SR A = i

p
&I LUEFSystem Managers{ONTAPar < 1T R EE L@ FlexGroupE T B AEA A = F 1,

System Manager
1.
SHEEE-5, AEss R
2. I AMEEOTR, MASIMAKN. REBEHEZIE,
3. I FEEMMB AT, EREEE DD HEEIE(FlexGroup)*s
4. TR BRREFE
o. T EECEH B L Save®,
TR E
1. SIEBRET A B=FEMNE:

volume create -vserver <svm name> -volume <volume name>-size <volume
size> -—auto-provision-as flexgroup -junction-path /<path> -granular

-data advanced

]l

volume create -vserver vsO -volume newvol -size 1TB -auto-provision

-as flexgroup -junction-path /newvol -granular-data advanced

7ZIlBEFlexGroup® LB AEA A = F i

B
& B LUE A System Managers{ONTAPS ST RE R AS R A EF 4,
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System Manager
1. SMEEFE-E, BE:, AREFEREE-E
2. TRESEONFENNRA T, SR BRESTES
S BEHEREF",
LITHRE
1. B8 B FlexGroupB LB ABA S 2 T4

volume modify -vserver <svm name> -volume <volume name> —-granular

-data advanced

]l

volume modify -vserver vsO -volume newvol -granular-data advanced

BB EFHFEONTAP FlexGroup®

MONTAP 9.12. 1718, & r] LUBE TS Bt ST MFlexGroup FEY— N D &5 502 5B
— D EREFHTFEFlexGroup o

FEE TSR INAI SIS K. A RTIEIAHETS. FlexGroup EFTFEEBIFEFHHERE. FoIRHEHRT
EIR1ES. ONTAP REtFR X HH B ah TRt ohiX L 4,

IR, NREENENFHEHIRO T KEXH. HERTRIET 2B InodeMEAEZNE
MFEEH. NFlexGroupEM FHE SRR ALK MR EENFHEHIBRINE N XHEE21!

@ 5 X HERBENZINES 5. BB ZE5 InodeBIXHER G FlexGroup X4 S BB O LA
IERER R IATA R, FLEEAIERZ(BIE0FlexVolZIFlexGrouphIsEit) Al R SR EIE K EZE D
AJInode,

QB YUEEDNIE T RERETTONTAP 9.12 A EShRAEY . A A UEHFH, ERMEEITER FEREN
EfaIFlexGroup® LB ARIELUEINRE. BRAMLIIEEE. BELELRRE.11.1 9. 1M ANER . FRIEMERILL
LM E RIS E 2 it ERB#HITIER,

MONTAP 9.14. 1735, ONTAPSINT —MEE. ATFEHMENBEIEA T HEHIENETHNXE. MEER
FPXRE, ZBEEAEIEFE EANBREE FialT. UERMERERT, B AT/ ERNB aiE: £idh—
MR EN—EAREXGESANHIEEE. AERXRBFIESH. XHFEIEK,

MONTAP 9 16.1F4. XA LIBR" S4B & F&"EFlexGroupil R % 2 8] E# %8 A B SRR

FlexGroup EFF#EFEEI
&N T f#FlexGroup EFTFEN TERIERESHMONTAP INEEMNRE A .
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* FlexVol E|FlexGroup By%%#

BN EEFlexVolE|FlexGroupit it [ A EH A B ohFlexGroupE#iF 8, tHk, ErILUER volume
rebalance file-move start #9%, fEONTAP 9.10.1 NMESIRAFRIA, RIAERT, LREFR
RIERK AT (-is-disruptive false’) o WMRFLEITXHTEST), ERIUUPMEXEINE TR (-1
-disruptive true) TEITRILIFBTERA, #4872 volume rebalance file-move start 7Z£"ONTAP fi$ £
z",

fEFAFlexGroup BRI EHT FEITHAE B TR RERTE S B AR B XXM RIFR(RIERE. FIUNHITFIexVol
FIFlexGroupRY4%iREt. LUK RiFlexVol#& £ £i1A50%%85% N EIES chE I 5 &Y,

* R/NHRAXHERN

BT EMERTEENXEFERETERENR. RNERT. TEEHTEHNHR/INXHAR/INE100 MB (A]fF
B TEPrREImin-file-sizeB¥URE EHECE AEE20 MB). & AXHK/3100 GB,

* RERARAYSCfF

1ER] LIS FlexGroupE T FEECE NXE REB T4, XEXHHFIREERIRERS, BhEHRTE
& MREEFTEIRERREMER R HRITRIERE. WZER—FE/,

NREFERBEXAAEERUERITHRM. WRRFEZERE, EXAENTFEIRER. TRAFRITRRIE
R,

B B ItET S BB RVMEIIRERED “granular-data T2 EHIFiE179.11.1 9. 1M A RERREAN RS, E99.11.1
9. 1M A NRERRAERZIFLER 57 Inode,

* SnapMirror 21E

WM TEITXIBISnapMirrorig{E 2 i8]l 1TFlexGroup EHT 1, WNRESnapMirrori2{EFIRZ BIEFMEMRENX

. MizXEBohR7E24 73 FSnapMirrorE X HAB)A5ER. NSnapMirrort@{ErlgE=kM. TESnapMirrorff
WA EF RN E A X ERE U AEK,

* BEFXHWEREERER

FERAETFXHNEEFERERN. XHEEEIERZaEESE. AitEETENTEREER. ENTF
e, FaBEohNE&IEEEFEFlexGroup £ LIZ1T/E. BEMREEETENTE,. BE. NRERX

HERAE LRRBRXEL. NEIRBESRRZREZ X

« EEHUEMBR

& ohizd EE HUEMIFRAY S ] LUBE R £ R E 1R S FlexGroup HMERMKAERE, EXHEHTERE. 2
SRE—RRENE BiF. MMIBHRRELENARE, HEREEEEL. HEHEIBR. BFAXEFCT LTSI
VRS HERSE LNERRENBR. ERTFEMRBIRLESTHZHR FIiFTIgESEFlexGroup &

TR EREIEM, BB T IREB—IRISXHE . BRI LIRITILIRIE, REEIRBITRIEIURFHIEIREEH

TBEFEEXHAIEAZE. 7a272iR5=EhE.

* FlexClone %

MR BIEFlexClone B IEEHITXHEH FE. NAEMFlexCloneEHITEM T, NEEL!
#EFlexCloneE B EHITE R FE,

* XI5
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EFlexGroup EFTTEHRIEHAEIRS BN RS, RO EM BARE D & LREIREH SR EXHER N Z5
e, EFRERMEER. FERSIEMBERLRESXHR.

* BEHRRFRIP

MONTAP 9.13. 17745, FERUERFNTTPET ST AR FRAIE S 15 B Bl = RN RIF.
* WREFMEE

MNRIFMEE(FIUNSIFE D BR) A S E R EEN T,

& FAFlexGroup BT

fé:\ONTAP 9.12. 188, BRI LUBBITHMiFlexGroup® BohEFHF#. LUETEFIexGroup & Z BIEF 72X

MONTAP 9.13. 1748, &R LU RITERF KAV BEAFN B B FF 651 T M FlexGroup E#T T #11%1F.

Frazal

EAMBRA granular-data %W, FlexGroup A58 B AFlexGroup EF T, ol LUMERUTAEZ—
BRE:

* fEFBI#EFlexGroup &Y volume create W<
@B B FlexGroup ELAFBBAIKE volume modify i
* (TEABIFlexGroup EFFEBSBMIZE volume rebalance i<

NREFEARIRONTAP 9. 16. 1HEBARA, H'FlexGroupBAaA & T EAONTAPEH S
@ TR EPRYIEINEL FEHSystem Manager/BF T “granular-data advanced' E# 1, Mif=s
& FFlexGroupE#F#i,

g
& R] LUfEEFAONTAP System Managers{ONTAP &< 1T R E S IEFlexGroup E#HF1,
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System Manager

1. SMMEEE>E HIXBIEEH T ERFlexGroup &o
2. %&F v UEELSHEMER.

3. 7£“* FlexGroupF&RE T, &R EHTFE,

() RUFlexGroup AR TR, “BHTHETA T,
4 B THSEOD, REBEEREALE.
5. BB TAR(E, B PR ER TN D BAEYE,
HLTRE
1. REEEER T

volume rebalance start -vserver <SVM name> -volume <volume name>

A AT LAFS RE LA T 3de T .

[-max-runtime]<time interval>& Kz 1TAT 8]
[-max-threshold"<percent>: S MH D EHNRAFFEHE
[-min-threshold"<percent> & 7 &R/ FE&EHE
[-max-file-Moves <integer>|Z NN EHNRAHEAXHETIE
[-min-file-size {<integer>[KB|MB|GB|TB|PB]} |&/\XA/)\
[-start-time <mm/dd/yyyy-00:00:00>]31%| & F &4 B #AF1ATE]
[-export-Snapshot {true | false} 1HEBRHBTERBHBISX 4

(]l

volume rebalance start -vserver vsO -volume fgl

&2 FlexGroup Eff FH# A E

A LASECAFlexGroup =T FHIECE . MEMAFEEE. HAXHHEBEIRNXGR RKETRHURES
BHEERIRIE, MONTAP 9.13.17F18. &) AEA—EE IR IECAFlexGroup EFF& L,
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System Manager

1. SMEPEE>-E H IR EEERFEBIFlexGroup %o
2. %&F v UEELSHEMER.

3. 7£“* FlexGroupF&RE T, &R EHTFE,

() RUFlexGroup AR TR, “BHTHETA T,

4. T ENTHEEOR. RIEFTEBENRINEE,

N\

A A
P

PITHRE
1. BB hEHFE:

volume rebalance modify -vserver <SVM name> -volume <volume name>

TR LS A R — N SNt

[-max-runtime]<time interval>& 3z {T8Yd]
[-max-threshold"<percent>: BN ENRARFEHRE
[-min-threshold"<percent> &1 5&E N &R/ N FEHEE
[-max-file-Moves <integer>|E MR EHRAH EX B IE
[-min-file-size {<integer>[KB|MB|GB|TB|PB]} [&/\XfFA/)
[-start-time <mm/dd/yyyy-00:00:00>]it+%IZE £ & FF 54 B HAF06Ta]

[-export-Snapshot {true | false} HEbR#HB1EIREBHAISXHF

{Z1FFlexGroup 1
BRIt XIFlexGroupEHMFHiE. ErTUMRELEE.
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System Manager

1. SAEFiE>EHIXEIFlexGroup o
2. %&F v UBEELSHEAER.

3. EEME LB TE

volume rebalance stop -vserver <SVM name> -volume <volume name>

EEFlexGroup EFTFEIRS

A LU E "B XFlexGroup EFRTFEMHR(E. FlexGroup EFfTFEHACE. EF T EIRIEN B AN EH FE LG4
= REPRT,
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System Manager

1.

5]

8
1.

SnE*EiE>EH 1K EIFlexGroup &o

TR v LIBEEFlexGroupiFAE &,

A R E MRS = 27~ FlexGroup Balance Status*,
EEEFE XL RENRFEIRENER, BEF LRSERTEIRSS

aLITRE

EEFlexGroup EFNFEIREEVIRE:

volume rebalance show

B TENIRSRA:

> volume rebalance show

Vserver: vsO

Target
Imbalance
Volume State Total Used Used
Size %
fgl idle 4GB 115.3MB =
8KB 0%
B EEEEIFAE RN
> volume rebalance show -config
Vserver: vs0
Max Threshold Max
Min Exclude
Volume Runtime Min Max File Moves
File Size Snapshot
fgl 6hOmOs 5% 20% 25
4KB true

ERRLNEIEZ SN N N



> volume rebalance show —-time
Vserver: vsO
Volume Start Time Runtime

Max Runtime

fgl Wed Jul 20 16:06:11 2022 Ohlml6s
oh0OmOs

BT SEHFAE SRR

> volume rebalance show -instance

Vserver Name: vs0

Volume Name: fgl

Is Constituent: false

Rebalance State: idle

Rebalance Notice Messages: -

Total Size: 4GB

AFS Used Size: 115.3MB

Constituent Target Used Size: -

Imbalance Size: 8KB

Imbalance Percentage: 0%

Moved Data Size: -

Maximum Constituent Imbalance Percentage: 1%
Rebalance Start Time: Wed Jul 20 16:06:11 2022
Rebalance Stop Time: -

Rebalance Runtime: 0hlm32s

Rebalance Maximum Runtime: 6hOmOs

Maximum Imbalance Threshold per Constituent: 20%
Minimum Imbalance Threshold per Constituent: 5%
Maximum Concurrent File Moves per Constituent: 25
Minimum File Size: 4KB

Exclude Files Stuck in snapshots: true
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