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Perform infrastructure checks.

Check the protocol settings on
the storage system.

.

Check the netwaork settings on
the data switch.

.

Check the MTU network setting
on the storage system.

.

Check disk throughput and
latency.

v

Check throughput and latency
between nodes.

!

Manage workloads.

Identify remaining
performance capacity

;

Identify high-traffic
clients or files.

v

Guarantee throughput
with QoS.
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1. BRANEEIRES!

set -privilege advanced
2. 1% TCP smABHA/N:

vserver nfs show -vserver vserver name -instance
3. R TCP |AFIANKN, FEEBINAK:

vserver nfs modify -vserver vserver name -tcp-max-xfer-size integer
4. R[] FIEENREF

set -privilege admin

AN
IR ERMITCPRAE A/ svMl £1048576:

clusterl::*> vserver nfs modify -vserver SVMl -tcp-max-xfer-size 1048576

S ZSONTAP iSCSI TCP &/ A/

T iSCSI , EAJLIQE TCP % / EAR/NURMEA/NKER T IEE IR MEEREER, W
RibAR/NERBEARRYR, AT ELEAR .

FreaZ Al

HAESRESFAREIIH L

SR

1. B RBRIRES:



set -privilege advanced
2. & TCP BOKNMEE:

vserver iscsi show -vserv,er vserver name -instance
3. B TCP BOA/NRE:

vserver iscsi modify -vserver vserver name -tcp-window-size integer
4. R[EFIEEENR

set -privilege admin

AN
UTREEERNTCPE O K/ svMl E131. 400FT:

clusterl::*> vserver iscsi modify -vserver vsl -tcp-window-size 131400
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1. 12%& CIFS ZRERIRE:

vserver cifs options show -vserver -vserver name -instance

2. {824 CIFS ZRILHISE

vserver cifs options modify -vserver -vserver name —-max-mpx integer

Nl
AR AR B LSRR SRR svml 2255:

clusterl::> vserver cifs options modify -vserver SVMl -max-mpx 255

@B ONTAP FC i&fcasinm iERE
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1. EEACRR ML

network fcp adapter modify -node nodename -adapter adapter -state down
BXIEMEE network fcp adapter modify, IBEI'ONTAP @i $&ZE",
2. KBEIHROSERENRARE:
fcp adapter show -instance
BXBEMSEE fecp adapter show, BBI'ONTAP @Gi$&E",
3. IREREEROERE:

network fcp adapter modify -node nodename -adapter adapter -speed
{1121418]10]16|auto}

4. (EIERCER kML
network fcp adapter modify -node nodename -adapter adapter -state up
5. fEIEACEs LAYFRE LIF BXAL:

network interface modify -vserver * -1if * { -home-node nodel -home-port elc }
-status-admin up

BXBEMEE network interface modify, IBEM'ONTAP mS$&E",

BNl
MU RBIEeR T &R 2sMim R E 0d FF/EB nodel E2 Gbps:

clusterl::> network fcp adapter modify -node nodel -adapter 0d -speed 2

KEHIEI N EAIONTAPMEIS B

REGOITEEZEPin, RSSEMNEERS BINSRR) ERFERRN MTU K8, 8
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NTIRGRIEMRE, WMEFHIFTEAMFERUIAERE A ERM (B LKMERR] 9000 F73 IP, 9022 F13
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1. WFEIERHEAN, BRE MTU KNEFIZTEN 9022 HEE,

BXFMAES, 5SS,
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KEFEZRS EHIONTAP MTU WEISE

MRFEARAELHNBZIEESRE P R EMNE RS EAINLIZERE, NE] L EHXLE
KB, BEMNLE MTU IKE A 1500 , MEHIEMNLE MTU X/\EZ79 9000 ,

KTFUAES

[P FREIROEEEEREN MTU K/, BRMEEEREN eOM IO, MMRIFEABFI B, 156
F broadcast-domain modify ¥ ARG G BIHHPFAEmREBMTU,

HAR, NIC BRI EFRIEMZIRE A LUKENLENBIRREAN MTU X/h. BXIFAER, BHSL"
B SRS LMK E"

p
1. EFHEARL LR MTU HOIRE:

network port show -instance
BXBEMEE network port show, IBB'ONTAP GiS$E&E",
2. ErimOFRERRN T g ERMTU:

network port broadcast-domain modify -ipspace ipspace -broadcast-domain
broadcast domain -mtu new mtu

AN
U T REEMTUIR D1 E Fe4/99000:

network port broadcast-domain modify -ipspace Cluster -broadcast-domain
Cluster -mtu 9000

KEONTAPH;E FMH S IR
BRI EEET A EETEMIERIENR, UEBEFHITHRIEHER,

KFIAES
IESHESRINBRRANGEL.
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1. BAERRES

set -privilege advanced

2. BWRBETENERIER:
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statistics disk show -sort-key latency

AN
UTREERNENEFIEERSE NRER S22 node2 B clusterl:

::*> statistics disk show -sort-key latency
clusterl : 8/24/2015 12:44:15

Busy Total Read Write Read Write *Latency

Disk Node (%) Ops Ops Ops (Bps) (Bps) (us)
1.10.20 node?2 4 5 3 2 95232 367616 23806
1.10.8 node2 4 5 3 2 138240 386048 22113
1.10.6 node?2 3 4 2 2 48128 371712 19113
1.10.19 node?2 4 6 3 2 102400 443392 19106
1.10.11 node?2 4 4 2 2 122880 408576 17713
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KET S ZBINONTAPEMH EFER

SR LU#EA network test-path FATFHEMEHRINE T = 2 BRI R #H1 TS
FRRINENGR L. ERLIEEEET A EHAT R ZEE1TI S,

FroaZ Al
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© WFEEHERE, RERHNBEMERMINRILINEXR,

J

KXFIAES

B, TRZIEMNMNSMERERIEET AR ERIZEERIFIM. B0, £ SnapMirror EFHEIER, WFXMAREL
#EfZH, 1 Gbps NFHERRSRERFMBITEE ZEIRY 10 GbE FEBA—

EAILAEA network test-path AFNET REEHEFIERNHS, B UEEHETARIEEATRZ

E—'_ll_'f—_l'ﬂl'-' <o

@ MR SR PR R SBURIEM, R, BNERSFRREITULT R ZERNMERERKIET
tbar<. MIRTE 10 F/EEERY, Ithan< REETE ONTAP 9 TR ZIENETT.

o session-type EIMAFIMREEEBTMNERFZIZITHRESRE, 590, BF R SnapMirrorEHIEIiZiEBE
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#RE9“AsyncMirrorRemote”s

=IERE

AsyncMirrorLocal

AsyncMirrorRemote

RemoteDataTransfer

p
1. BRNEEIIRES!:

REURE 7 NP ERAIEREE, TREXT R1ERE:

Description

SnapMirrorfEE—& BN TR Z BERNISE

SnapMirrorfE R EIEEF I T = Z BIfERANIRE (BHA
)

ONTAP BFER—SEPHNT R ZEIZ %zlﬁlﬂ_];&?EE’J
REBIW. MTHRAENFSIER, BREFEES—T
= ERERRI)

set -privilege advanced

2. METRZERFELEMER:

network test-path -source-node source nodename |local -destination-cluster
destination clustername -destination-node destination nodename -session-type
Default|AsyncMirrorLocal |AsyncMirrorRemote | SyncMirrorRemote|RemoteDataTransfer

BT R FAERFR, BirTmn UL FAtEsf s EERH, WEN"Iocal" -source-node 15

/Eg ‘/f—_rF'I'-' VElJ-Ij/n\O

T ATFNEZEISnapMirrorE B S FHIRERE 2R nodel EAMERE . 7RG node3 3

cluster?2.

clusterl::> network test-path -source-node nodel -destination-cluster

cluster?2 -destination-node node3 -session-type AsyncMirrorRemote

Tl et iF (S B AT RE

Test Duration:

Send Throughput:

FIEHIONTAPRRZAS TR :

10.88 secs
18.23 MB/sec

Receive Throughput: 18.23 MB/sec

MB sent:
MB received:

Avg latency in ms:

198.31
198.31
2301.47

BXBEMEE network test-path, IBB'ONTAP S E&E",

3. REIFEIENR:
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set -privilege admin

SRR

NRMEEATEREZEENTH, WNOETRMEERFIHES, ERUALARSEMETHEE, RERZBNIKL
BF.

BIET RN

HBEONTAPHFHRIREES =

MR E (X _RE_) BTFHEEHRENITEAEMERFERIEREmMZA, &7

%é?‘ IHARRS HHITSL " TE, THESER: LRI RAMRERERMTEEEMN TEIIER

FaaZ Al
ESFESENREF L.

KXTFUES
ERILAGEALLTE -object AFWEMERIERERERIHE BHIED:

* ¥FCPU. resource headroom cpu.

* WHFEE. resource headroom aggro

& AT LIER System Manager #1 Active IQ Unified Manager SERItEESS

g
1. ENERIRES!:

set -privilege advanced
2. AR REREBRITERIRE:

statistics start -object resource headroom cpulaggr

BXBEMEE statistics start, BBR'ONTAP Gi$&E",
3. BEREMNMEERERITER

statistics show -object resource headroom cpulaggr
4. REF|IEENR:

set -privilege admin

Nl
UTRAIERT ST RS/ It RESITHER.

TR LUBT R ERITE T RN AR E current utilization FRBYitEaes
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optimal point utilization it¥{&8. ELLRBIR. BHFBHRBE CPU sti2520-213 F-14%(72%
-86%). FTMCPUTEE E—/NBYHFIFIBERI S,

BRI LMERE ewma_daily, ewma weekly B “ewma monthly BURBURKEYEIEXARIMERIE BRITFIIE,

sti2520-2131454963690::*> statistics show -object resource headroom cpu
-raw —-counter ewma hourly
(statistics show)

Object: resource headroom cpu
Instance: CPU sti2520-213
Start-time: 2/9/2016 16:06:27
End-time: 2/9/2016 16:06:27
Scope: sti2520-213

Counter Value

ewma_ hourly -

current ops 4376

current latency 37719

current utilization 86

optimal point ops 2573

optimal point latency 3589

optimal point utilization 72
optimal point confidence factor 1

Object: resource headroom cpu
Instance: CPU sti2520-214
Start-time: 2/9/2016 16:06:27
End-time: 2/9/2016 16:06:27
Scope: sti2520-214

Counter Value
ewma hourly =
current ops
current latency

current utilization

optimal point latency

0
0
0
optimal point ops 0
0
optimal point utilization 71

1

optimal point confidence factor

2 entries were displayed.

BXBFMEE statistics show, IBESI'ONTAP (s S & ZE",
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BERNAEHNFLNER R

LAt R R 0]

statistics top client show -node node name -sort-key sort column -interval
seconds between updates -iterations iterations -max number of instances

U T BRAE/AEIJLNEF G clusterl:

clusterl::> statistics top client show

clusterl : 3/23/2016 17:59:10

Client Vserver

BXRHFEMAER statistics top client show, 5SS

EEEEE DIpRBE LS

sideropl-vsim4
sideropl-vsim3
sideropl-vsim3
sideropl-vsim3
sideropl-vsim3
sideropl-vsim4
sideropl-vsim4
sideropl-vsimé
sideropl-vsim3

*Total

Ops

nfs 668
nfs 337
nfs 142
nfs 137
nfs 137
nfs 95
nfs 92
nfs 92
nfs 0

S 1"ONTAP iS5 E",

statistics top file show -node node name -sort-key sort column -interval

seconds between updates -iterations iterations -max number of instances

UTFaR L ERELIBRMNEIL MY clusterl:
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clusterl::> statistics top file show

clusterl : 3/23/2016 17:59:10

*Total

File Volume Vserver Node Ops
/vol/voll/vml70-read.dat voll vs4 sideropl-vsimé 22
/vol/voll/vmé69-write.dat voll vs3 sideropl-vsim3 6
/vol/vol2/vml71.dat vol2 vs3 sideropl-vsim3 2
/vol/vol2/vml69.dat vol2 vs3 sideropl-vsim3 2
/vol/vol2/pl23.dat vol2 vs4 sideropl-vsimé 2
/vol/vol2/pl23.dat vol2 vs3 sideropl-vsim3 2
/vol/voll/vml71.dat voll vs4 sideropl-vsimé 2
/vol/voll/vml69.dat voll vs4 sideropl-vsim4 2
/vol/voll/vml69.dat voll vs4 sideropl-vsim3 2
/vol/voll/pl23.dat voll vs4 sideropl-vsim4 2

BXMEMEE statistics top file show, BEI'ONTAP @i $&E",

1#Z QoS RItEFMHLE
BiITONTAPHHQoSELRRIEEH &

TR LMERF#ERSFRE (QoS) RRIEXBIENEMNMRFASEFARRNIEAE
Mgk, ERIUNFRRFNITEAFHIREFHE LR, DRGIEXNRFRRIRME, 1
ALUAXBIEOHEHIKEETEE FIR, LARKESRNELIERR, MAEFAREFENT
EAHBRIER, BEEJUNR—TEAEIRE ERM TR,

HitE FIR(QoSHRAKIE)

HHE PRSI ERHNETEMRHENERA IOPS 3 MBps 2%, 3¢#& IOPS # MBps #, 7 &, T{EH
H 2 WEME LIRAIBEREARS "8h " TERE 1/ 3,

RESAEX T — I HENLIERHNELE LR, TIEAERT _storage WR: _ &, X, qtree F LUN,

& SVM FEIFES, X, qtree 3 LUN B 1/0 #4F, ERILITECIREISARTIERE LR, WAIEHKET
sz IEBIEE LR,

(D IT’Fﬁ%ﬁE’JﬁﬂiETﬁE%»’EHﬂ ELFR 10% , TEHREILEMENELERERET L, 24t
REFEMH, LIRAIEERET 50% . SEREREREIA 150% B, BEMTRERERER

11


https://docs.netapp.com/us-en/ontap-cli/statistics-top-file-show.html
https://docs.netapp.com/us-en/ontap-cli/statistics-top-file-show.html
https://docs.netapp.com/us-en/ontap-cli/statistics-top-file-show.html
https://docs.netapp.com/us-en/ontap-cli/statistics-top-file-show.html
https://docs.netapp.com/us-en/ontap-cli/statistics-top-file-show.html
https://docs.netapp.com/us-en/ontap-cli/statistics-top-file-show.html
https://docs.netapp.com/us-en/ontap-cli/statistics-top-file-show.html
https://docs.netapp.com/us-en/ontap-cli/statistics-top-file-show.html
https://docs.netapp.com/us-en/ontap-cli/statistics-top-file-show.html

Befare QoS Boot Starm

Perform ance

Perform anca

HITETIR(QoSE/I\ME)

BHHETRITHEIEAHNEIEFSETR/NOPSHMBpsIEIOPSHIMBps#, £ TFEF, TEfZ 1
TRAHE 3 NEHETRABFRRER/NELERR, MAEIERE 2 BIFERWA,

RBIFR, EHE LREZEZRFIEHE, EHETREMAZERET FREVIERR, M
miEEREIELE,

TR LR QI SRR A RTHEE T IR, WAlLIFR ST TEREZ EBIEE TR

MONTAP 9.13.1F 8, EraILUERESVMEEIZE R E FPR[adaptive-qos-templates]o 1£9.13.1Z81
HIONTAP hRAH., EXBFHE T IRIVKREEAREENHETFSVM,

7£ ONTAP 9.7 ZBifORRA T, MRERBNFBILEEE, WAUREFILE TR,

£ ONTAP 9.7 REShiiAH, BMERTAMETERE, BAIURIEEHE TR, XMHIEETT
FFRA Floor v2 o AT HREMRIEENK, W 2AFLE TR ITIEAHEEL FRIKERITER
@ ¥, Floor v2 AIReRSBUEEES. % 2 REM7=R QoS MIBEN QoS .

ONTAP 9.7P6 M Em R At it 7 /B /2 A BV2IIT AREDL, EHITXEIE(EWD)ERE). TF
AHARESRTFIEEA TR volume move trigger-cutover., BMEE EBBHRIABT=BH RN
TR, TEAENEREWTRERIBTIEE TR 5% . IREERRELE, HEEGHMEE
RE, WREETEAFHTERBETIEEHES,

12



Before QoS Eoot Storm

ONTAP 9.4 FF4&, &eJLIEA non-shared QoS %Bﬁéﬂﬁj\nlﬁ EEMHRAIERENEEXEFTE LRHT
ERA75, shared FRESARIITRHEUATREESE

M
PR

* WFEHE LR, HSRARERBANTEHNHNSEHEREEIEEN LR,
* WFEHE TR, HERBRARENATFREDII A,

BHiEN QoS

BE, NEAFENRIVREAEREERN. SEENREANZETNE, EFEFohELE. Fa0, %M
& LNERTEEEEFEAMEMAEEENETLE LR,

Adaptive QoS = Bl RERAEYN REITIFAH A/, HAETELREHANLKETWIRE IOPS 5 TBSGB BY
EbR, MREBAEAREBEFERHFIHTIHIEAEH, WXR—HEZMNE.

BE, EEILUEABIEN QoS RKRAEFMUE LR, BHRaAUERAEKREEELHE TR (Y IR K/IMEMES
) o TRAHK/NRRAFENRDECH T B SEFMENRERNTE,

@ £ ONTAP 9.5 EEHrAEAH, ERATEITATELE TR, £ ONTAP 9.4 NERAH, Fit
2 NIRRT IF I INEE,

* BO TR FERAIRIEFME N RIFRTR A/ VER IOPS/TBGB bR, tNRLLEL=5 100 IOPS/GB , MR
150 GB &iR#FIL A/, HELE RN 15, 000 I0PS, izu%rl—;%jcd\ﬂ*&ﬁ 300 GB , mua@*
QoS =¥ &= FFRIAE N 30, 000 I0PS,

s BEATERE (BRIAME) SRIBEEFENE ZAIEENLREUEE RIS IOPS/TBGB tbE, RILEEZE A 100
IOPS/GB , M7ZfET 100 GB #E8Y 150 GB £HIHFEME=E LR 10, 000 IOPS . FEEEBTRIEMNTK
, B&RN QoS 2RIELL R ARSI E FIR,
M ONTAP 9.5 F44, ERILIANAIERFIEE I/0 3R, LELL IOPS # MBps NI RRETERS, MBps
PRI IEIIRA/NTELL IOPS FREITES tHE’Jo Fan, WS 1/0 HRrA/NA 32K, T IOPS FREIA 614410PS/TB
> W MBps BRI/ 192 MBps o
&2 FRAMTRYSHIU T

* RIEAHDECL BIEN QoS RERAS, LIRS TIRREIZLAIEH,
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* HEBIEN QoS REAFMIIERHA/NG, ERITRANDZERIHRNEN.
EHITEMZAT, FHEXFHZEDIEM 10 IOPS,
BIEN QoS RIRAIWANIEHFA: EXNELE FRIE IR TERHN TIRERTR.
MONTAP 9.6F 88, KFISSDHIONTAP Select @EhRZIFEMHE TR,
BIE N SRR IEIR

MONTAP 9.13.1FF88. EEILAFESVM LI E BiEN QoSiEIR, @i BiEN RIEAER. &Er] LIASVMABIFRE
HIGBELE TR LR,

ABEELESVMZ G, AEEIRE BEMN RIEARR. A vserver modify #3% -gos-adaptive-policy
-group-template SHLILE R,

REBEMNREABRIRES, FIREREGRIZSEIBHNES BEIMRREL, DECRESIEREN. SVMLEIARE
AEARRFM, MRESVMERAILREE. NIt/EEEESVMETELLSVM_ESIBREMEEH A S ULE L SREE,
FRABENREARRFT I MBARBERNE. EAENSFRERBIRR.

BXBFAER, BN REBENRRARR,

s

TRETRTEZFELE LR, FHETRMEEN QoS HHIER-

HRIRTINEE EHE R EHETIR EFEHETE v2 Hi&L QoS
ONTAP 9 i s 2B 9.2 E Sk~ 9.7 E SR~ 9.3 EEhRAS
Tra 2B « AFF « AFF e
« C1901 « C190
* ONTAP Selectd * EH SSDH
iR, &SSD ONTAP Select
=4k hR
Ve 20 28 2B 28
FabricPool =28, 2, NRDEEKRIE 2, IRDPELRKRIE &
BN"LT"H=HE EN"LT"BsHE
B E=po
SnapMirror &% =0, S 5 =0,

MONTAP 9.6hRFFI62+F" C190F1ONTAP Select,

SXFNTEREATELE LR
T&RIZ ONTAP 9 it A B T TEAHNELE LRIV, FZHRE, MEHRRENBIERIPRER.
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TSRS

Volume
X
LUN
SVM

FlexGroup #&

gtrees '

BIRBARBZSIIME

g

FEHZRERA

ONTAP 9.8 E S 4

=,

=0

=

=

=i

=

=i

=,

ONTAP 9.7 £ 9.4

=,

=0

=

=

=i

=
=

=i

=,

ONTAP 9.3 B R hrZ

10
=Y
=10
=R
E(IXRONTAP 9.3)

=
=

=i

a
=]

" MONTAP 9.9.1 FF#4, EF SMB BIFlexVolFIFlexGroup&HIAY gtree 23755 SMB i5ial, MONTAP 9.8 FF4

, B NFS fFlexVolFIFlexGroup&H I gtree X#F NFS i5ido

BB TRNIERE
TR ONTAP 9 i A BR T EHE TR ITERESZ . FXHIRE, MAHEAZHRENBERIPHRE.

TR

Volume

X

LUN

SVM
FlexGroup #&

gtrees '

SNEREEFSD
T

FEHZREEAH

'MONTAP 9.8F4. TE/EH T NFSHIFlexVolFlFlexGroup&H Hgtreesz#HENFSifial, M ONTAP 9.1.1 744,
BAT SMB B FlexVol #1 FlexGroup &H qtree t852#F SMB A1,

ONTAP

9.13. 1 EFhR7s

[
=i
=i
[
=i
=i

i

[

BIEN QoS ZHHITEfH
TRETRT ONTAP 9 IRAX BIEN QoS M TIFHHR. FTXFHRE, MBHAZEHRENMERPESR.

ONTAP 9.8 |

9.13.0
1,

;o

ONTAP 9.4%19.7

f 0§ A0 DN

f=ey
[y
(o]

[

ONTAP 9.3

=i
=i

89

17 I 17 I 17 I

7]

iy
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TEREHSE ONTAP 9.13.1%¥E =7 ONTAP 9.4 ¥ 9.13.0 ONTAP 9.3
Volume 28, 28, 28,

X =, =28, &

LUN =28, =28, e

SVM 28, ES ES
FIeXGrOUp % ZEEE,\JO ZEEE,\JO IZZI:
BIRBAEEZIMNIE 2B =28, =28,

k=

JEHZ=RBRA =i, =i, =1
TEABMERANSANSE

T &I ONTAP 9 hr A BR T TIEAEHMRRAMN R KIS,

T F ONTAP 9.4 B S hrA ONTAP 9.3 FE 2k
BNEBNRATIERELK 40. 000 12, 000

BTN ENEATEREE 40. 000 12. 000

ERARER LA 12, 000 12, 000

BHEHZEONTAPEM &KL v2

A LITE AFF LR ZREETE TR v2 . ZRIAEN enabled » NEBATHEE v2,
MEIEHISs RKEFERAN, UEMTEAHESERARKN, JLUHRETE TR, 5 2
BiEA17E QoS MBEIERN QoS .

p
1. BEAERRES

set -privilege advanced

2. AU TFaLZ—!

MREE ... ERUTHL:
EREE v2 gos settings throughput-floors-v2

-enable false

BREZE v2 gos settings throughput-floors-v2
-enable true
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£7E MetroCluster SEEB¥HERAFTHE TR v2 , BIBIT
@ gos settings throughput-floors-v2 -enable false
A A
=

T

clusterl::*> gos settings throughput-floors-v2 -enable false
BXMEMEE gos settings throughput-floors-v2, IBEW"'ONTAP m<$E&E",

ONTAP7=fiE QoS L{Eiz

NREELMEERER QoS EENITERHAIMEREENR, NAILIEeIZRIANIEERL
£MRH. BN, ERAIUFE BT IRrRHZ EBEERS,

Identify storage objects
to assign to policy
groups

'

Do you know the
performance
requiraments for the
workloads?

Create policy
groups with groups without
throughput limits throughput limits

M’

Assign the storage
objects to policy
groups

¢

Monitor performance
by viewing statistics

¢

Adjust policy
group settings,
if necessary

Create policy

17


https://docs.netapp.com/us-en/ontap-cli/qos-settings-throughput-floors-v2.html
https://docs.netapp.com/us-en/ontap-cli/qos-settings-throughput-floors-v2.html
https://docs.netapp.com/us-en/ontap-cli/qos-settings-throughput-floors-v2.html
https://docs.netapp.com/us-en/ontap-cli/qos-settings-throughput-floors-v2.html
https://docs.netapp.com/us-en/ontap-cli/qos-settings-throughput-floors-v2.html
https://docs.netapp.com/us-en/ontap-cli/qos-settings-throughput-floors-v2.html
https://docs.netapp.com/us-en/ontap-cli/qos-settings-throughput-floors-v2.html
https://docs.netapp.com/us-en/ontap-cli/qos-settings-throughput-floors-v2.html
https://docs.netapp.com/us-en/ontap-cli/qos-settings-throughput-floors-v2.html

TEONTAPHEAQoSIRERME LR

AT LUEA max-throughput AFENXFEN R TEAHELE LR(QoSHEAIE)IIREE
HFER, Bl LUITERIETERTFMEXT REY N A SRERLH,

FaZ Al
* BB R EER T RECIERERA,
* ERRRANAT SVM , ENNERHFEIER,

KXFIAES

* M ONTAP 9.4 748, ERILUGER non-shared QoS RERARIEEEXMNELE FIREBIRETHATIE
. BN, REKHN _shared : _ DECLARBRANTERENSEFLHEREBIREEN LR,

%8 -is-shared=false, qos policy-group create A< IUIEEIFHZHRRA,

* TR LIERE IOPS , MB/#8( IOPS , MB/ # LIRINEMERFIMNREIIEE I0PS F MB/ 7, M=32H!
WITE X EIRIPRS,

() WRAE—TERHRET LRATR, MR I0PS RRAHEE LRIEL BRI,
* B QoS RHINEE RV ABSEHBAFEH SUM B, SMEIREFTIUEFE— SUM

* MRENERENRHNEENRBAFHRETENREAE, WAERIZEFENR D LA % REEA.,
* QoS RIFLHRIFRESAN AT HERRENFENR.

TR
1. B SRR,

gos policy-group create -policy-group policy group -vserver SVM -max
-throughput number of iops|Mb/S|iops,Mb/S -is-shared truelfalse

BXMEHMEE gos policy-group create, BEIL'ONTAP ei$&E",
&R AR “qos policy-group modify sn AR EH 2 EIR,

LTSI ZRA pg-vs1 RAFHENS. 000/XIOPS:

clusterl::> gos policy-group create -policy-group pg-vsl -vserver vsl
-max-throughput 5000iops -is-shared true

TS5 R = HIRA pg-vs3 BABME 100 IOPSFI400 KB/FD:

clusterl::> gos policy-group create -policy-group pg-vs3 -vserver vs3
-max-throughput 100iops, 400KB/s -is-shared false

T an R eIBIF-ZRIEA pg-vs4 TEHERS):
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clusterl::> gos policy-group create -policy-group pg-vs4 -vserver vsé
-is-shared false

BXBEMIEE qos policy-group modify, IBBM'ONTAP fi$E&ZE",
- BERBEANATF SYM , X, &I LUN :

storage object create -vserver SVM -qos-policy-group policy group

X IRTPFRGSHESER, 52NW'ONTAP $E&E", SR LUER storage_object modify 3§
HthZRBRAN AT EMEN R

AT e SR AR pg-vs1 FISVM vs1:

clusterl::> vserver create -vserver vsl -gos-policy-group pg-vsl
T BNAERKYA pg-app 1% appl #l app2:

clusterl::> volume create -vserver vs2 -volume appl -aggregate aggrl
-gos-policy-group pg-app

clusterl::> volume create -vserver vs2 -volume app2 -aggregate aggrl
-gos-policy-group pg-app

- SRR MERE

gos statistics performance show

BXMEMEE qos statistics performance show, IBEM'ONTAP GiS&ZE",

() meEssistmitse. EMERIN LW TAKE

tBE

LX—Fﬁ Mz // \%Bgéﬂﬁ

clusterl::> gos statistics performance show

Policy Group IOPS Throughput Latency

-total- 12316 47.76MB/s 1264.00us
pg vsl 5008 19.56MB/s 2.45ms
_System-Best-Effort 62 13.36KB/s 4.13ms
_System-Background 30 0KB/s Oms
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4. BIETERHIEEE:

gos statistics workload performance show
() msmmesrtese. WOERIN CHTAKIEMEE.

Ta S ERTIEREMRE:

<

clusterl::> gos statistics workload performance show

Workload ID IOPS Throughput Latency

-total- = 12320 47.84MB/s 1215.00us
appl-wid7967 7967 7219 28.20MB/s 319.00us
vsl-widl12279 12279 5026 19.63MB/s 2.52ms
_USERSPACE APPS 14 55 10.92KB/s  236.00us
_Scan_Backgro. . 5688 20 OKB/s Oms

BXIEMEE gos statistics workload performance show, BEIL'ONTAP i $&E",

&R LI gos statistics workload latency show B EFHQoSITENEFAIIEA
ERFITHER. BXAFMEE "qos statistics workload latency show, 1S
JL"ONTAP @< &E",

EONTAPH{EAQoSIREEFME IR

AT LUFEA min-throughput AFAFEENRITIEAEHEXEFLE TR(QoSHE/IVE )R

BRIAFES, EeIERIB S SFEN RETN FARERZH, M ONTAP 9.8 FFi8, &ErTLAL

|OPS 8¢ MBps X IOPS #1 MBps N iEEEFHLE TR,

Froa 2> B

TN R R ST A BRI R,

* MONTAP 9.131FF#4, Ea]LUERIESVMARRISREISSHIEI 8 TR BiE M I AE R, BREEAEBQSE
BRAABISVM I8 B B5E Ry SRR A IR .

XFIAES

* M ONTAP 9.4 748, ERJLAER non-shared QoS RERARIEEREXIFLE TROFINABFE MR
TRAH. RBEEXMERT, EHETIRMRBAZTBENATZS T TIERE,

%HE -is-shared=falseo, gos policy-group create L IEEIEHZ SRR,
*MRTRFIRELNMUERRTE (RE) T8, WIFH#ENEtErT R THEEN TR,
* % QoS [REINFHENRMANE STERIRAFTER SVM A, ZMRERARLUEFE—1 SVM,
* QoS RfELHERHRIEAN A THRAERENFERR.
* EXBEHETRIVKRARENATF SVM .
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p
1 RETREARESLEEEERBHILRRE, WP HERRUEESE"
2. BIERERERA,

gos policy-group create -policy group policy group -vserver SVM -min
-throughput gos target -is-shared true|false

BXBEMIEE qos policy-group create, IBBM'ONTAP fi$E&ZE",
3. #EAILUfEA “qos policy-group modify i LA AL 2 TR,

LTSt/ NETE 1. 000 IOPSHHEZHEMRA pg-vs2:

clusterl::> gos policy-group create -policy group pg-vs2 -vserver vs2
-min-throughput 1000iops -is-shared true

U TS EANRIERZRIRA pg-vs4 TEL=REH:

clusterl::> gos policy-group create -policy group pg-vsé4 -vserver vs4
-is-shared false

BXIEHMEE gos policy-group modify, BEIL'ONTAP ei$&E",
4. FERBELBR A FHEL LUN ¢

“storage_object create -vserver SVM -qos-policy-group policy group &I LA{#EFE °_storage_object_modify”
SRR AR RIS A N AR FHEN Ro

LU R e SR FA%EEE4E pg-app2 % app2:

clusterl::> volume create -vserver vs2Z2 -volume app2 -aggregate aggrl
-gos-policy-group pg-app?2

BXEIEPRRGSHNESER, BEI'ONTAP 5 <SE "
o. M ERBRAA AR

gos statistics performance show

() memmsmtiee, WOERIN EHT A,

AT ap< B eRBRAERE
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clusterl::> gos statistics performance show

Policy Group I0PS Throughput Latency

-total- 12316 47.76MB/s 1264.00us
pg_app2 7216 28.19MB/s 420.00us
_System-Best-Effort 62 13.36KB/s 4.13ms
__System-Background 30 OKB/s Oms

BXBEMEE qos statistics performance show, IBEEM'ONTAP mS$&E",

mETEAEIERE:

gos statistics workload performance show

(D) memsiseitse, EMERIN EHTRKRELR,

U TS BRIEREIERE:

clusterl::> gos statistics workload performance show

Workload ID IOPS Throughput Latency

-total- = 12320 47.84MB/s 1215.00us
app2-wid7967 7967 7219 28.20MB/s 319.00us
vsl-widl12279 12279 5026 19.63MB/s 2.52ms
__USERSPACE_APPS 14 55 10.92KB/s 236.00us
_Scan_Backgro.. 5688 20 OKB/s Oms

BXBEMIEE qos statistics workload performance show, BESM'ONTAP fGi$&E",

&R LA qos statistics workload latency show' B39 EHQos LIFMEHBVIFHA
@ ERFITHER. BXFHAREE gos statistics workload latency show, BE
DL"ONTAP 83 < &E",
EONTAPHfE R BiE N QoSERIEA

TR LAER_BEMN QoS_KRERAH, RIFEA/NBEMAEELE LRI TR, Mﬁ'ﬁ?’" %jt/J\

LWRIERET IOPS 5 TB/GB BIELR, EAREEHREERMNB LT IERHE, X2—1
EZMRE,
Fraz Al

* BIETTONTAP 9.3 B mhiAs. B ONTAP 9.3 2, BIfEFABIER QoS gL,
* MR EIE R AR AR A,

XFIAES
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FEN R LIZ EENRIBANIFEEN RIEANR R, ERERNEXME, FHETRE SVM MRS
ME. FEN RGBT FEARS,

BIEN QoS REREWANIEHEAH: EXHNELE RIS IR TERHN TRERTR.
HIHEMRE SEEN RN RER T AT FRIZE:

* “expected-iops' @& 57 g TB/GB BIR{KFIEA I0PS,

‘expected-iops  {RIEAFFF A EIRMIBER, expected-
() iops REURHMIREN K" BRPEAEMRE, A REBEATrabricrool
o “expected-iops RIBEATFIESnapMirror[@FXRPHIE,

* “peak-iops’ @B ALY TB/GB BIsx K BJ8E IOPS,
* expected-iops-allocation IBEERFENETE(FHUAE)EREB=EIHEFHEAIOPS,
(D expected-iops-allocation IEFATFONTAP 9.5 EShrZS, ONTAP 9.4 NEERRASF
ZHFIEINEE,
* peak-iops-allocation IEERFENIETEHFEERREEBRTIE(BINME)ETF peak-iopso

* absolute-min-iops BAEITER/OPSE, ERILIMIEE/NNEENREALLFE, EaANBESXRE
peak-iops M/ T expected-iops BY[E] absolute-min-iops KFITEFHA expected-iopso

a0, NREIGET expected-iops ITEFHAIEN1. 000 I0S/TB. FHEKIVIF1 GB expected-
iops BEEFIIOP, 1HHEM peak-iops FE—1E/NHILLHI, Er]LLBETIZERKE R absolute-
min-iops MIRIEEFRNE,

* block-size IEENAIEFIORAN. BINMEN 32K, BREN 8K, 16K, 32K, 64K, £E, any
RN SREISE IR AN,

FIABIER QoS HRE&AH
AANZ=TEAEERN QoS RSB TRAR. ERIURXERBAEBRENA TS,

ERINERBRLH ¥5iHA 1OPS/TB &8 IOPS/TB #33 5=/)\ IOPS
extreme 6. 144 12, 288 1000
performance 2, 048 4, 096 500

value 128. 512 75
TFEXTREREELA D ECPR S

ARLEERT, MREFENRESHNRIEFHNRBTENRBA, WEEREENRDESIZRIEA,
MONTAP 9.18.1 FH45, ERILIEAERER QoS &R, ZHREBEAVPRERBRADKRLEEMR (Flgl svM) &E
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FHR (FlINE) . FZEFFIRF, BREHN QoS RIREEIESI AR SVM £ QoS [RFEIZEIE SVM A
HENE gtree, MMEEBTEIHTEIRERFEFMEER, FITEREMITLIEXRBESTIERE,

UM RISZHFHRE QoS FRB&:

* SVM #1 SVM & & HIFlexVolZFlexGroupi,
* FlexVolg{FlexGroup#& U &R gtree,

XTFHRER QoS %RE&, FRAZM ISR,

TRYE T ZIRE,
MRESE ... AR E G H D ECEIRERA. ...
SVM ZIZRBg4A SVM HEEHMEAFEN R,
INEREEITHIZONTAP 9.18.1, NI
@ SVM & HIFlexVolFIFlexGroup%
BT Boh SRBS A,
EEZRERA BEZEHEAF LUN BY SVM,
INRIEIEITHIRONTAP 9.18.1 MBS
@ hezs, MEEER SVM AL HEdLE
RE&LH, Lb4h, EBI LA ECFlexVol
3 FlexGroup&HHY gtree,
BLUNS Bo4a SRER4H &% LUN B9ESE SVM
prga %] BEXHHED SVM
S

1. B BIEN QoS HA&A:

gos adaptive-policy-group create -policy group policy group -vserver SVM
-expected-iops number of iops/TB|GB -peak-iops number of iops/TB|GB -expected
-iops-allocation-space|used-space -peak-iops-allocation allocated-space|used-
space -absolute-min-iops number of iops -block-size 8K|16K|32K|64K|ANY

BXMEHMEE gos adaptive-policy-group create, IBEI'ONTAP Gi$&E",

@ -expected-iops-allocation #l -block-size IEBFHFONTAP 9.5 EShkad<, ONTAP
9.4 N FERARAR ZFHX LRI,

UTamLREIERENQoSHKEEL adpg-appl #F -expected-iops IRE 300 I0S/TB. -peak
-iops IWEHN1. 000 |I0S/TB. -peak-iops-allocation BN used-space, # -absolute-min
-iops KE50 IOPS:
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clusterl::> gos adaptive-policy-group create -policy group adpg-appl
-vserver vs2 -expected-iops 300iops/tb -peak-iops 1000iops/TB -peak-iops
-allocation used-space -absolute-min-iops 50iops

2. K Bi&ER QoS HRESANATE:

volume create -vserver SVM -volume volume -aggregate aggregate -size number of
TB|GB —-gos-adaptive-policy-group policy group

BXINFHMAEE volume create, I5EI'ONTAP fp$&E",

AT e LN A BIEN QoSHE& 4 adpg-appl % appl:

clusterl::> volume create -vserver vsl -volume appl -aggregate aggrl
-size 2TB -gos-adaptive-policy-group adpg-appl

TS BNAIABIENQoSHIEE extreme EIFE apps MENIMEE apps. NEKRAFAGSERE
XHELTE FR apps l apps5 I

clusterl::> volume create -vserver vs4 -volume app4 -aggregate aggré
-size 2TB -gos-adaptive-policy-group extreme

clusterl::> volume modify -vserver vs5 -volume app5 -gos-adaptive-policy
—-group extreme

TZONTAPHIR B BiE M SRERAIER

ééONTAPQ 131788, &I LUER BiEN REELAEIRESVMA 5 5E T SE it E It = TR £

KXFUIAES

* BIENRIBEARIRZINIAREE apglo FILBERHMECRILLRER, ©REEETm<LITRESIONTAP REST API#
TiRE. HAERENATRESVM,

* BENRBRARRNEZIMESVM LEIZIEEEIZSVMAE., SVMENIEESREFREEINERS.

NRBABENREEAER. SVMLENERREENARRK, RBEMEESVM LEIZIEISEISVMEIES
SR ULIHRERIRIM,

* AR BETEA B QoSRIRARISVM iR E BIE N RIRAHIRIR.

© BENRBRAEIIRET NAFF MRt AIUERMTE LIREBSNREEARIR. EIZREEAIBER SRS
it/ NEHE, B, ErILlAFabricPoolR & AR/ NEIHLENR GHRISVMARIBIEN RERAR
] BAREGSERELE TR,
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* YNERSVMEFIMetroCluster BEE ¢ SnapMirrork . METEHBEHISVM 53 HS0HE BIi&E RN SRERLEEIR

p
1. BEXSVMLLR BB BIiERN SRR HAENR . vserver modify -qos-adaptive-policy-group-template
apgl

2. BINBISEHREE: vserver show -fields gos-adaptive-policy-group
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