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HitE FFR(QoSExATE)
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H2NELELRABRERZ "8G " TIEAR 1/ 3,
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[RiEAI7S, shared FERLAMITHEURTFHRLALE:

s WFEHE LR, 2ELEHERBRANTEHEHMNEETEREETIEEMN LR,
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Hi&L QoS
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Adaptive QoS =B RESAEY REITERHA/), HEIELRHANKEZRWERE IOPS 5 TBSGB HY
tbR, MNREBFEAEBEREERBIARTIIELE, UXZE—TEZENRE,

BE, ERILUERABEN QoS RFEREHE LR, BHAUEREREEFLE TR (HIEREX/IMEMY
) o TEAHKNKRTAFENRDENTBHFEN REMAN=IE,

@ £ ONTAP 9.5 XEEAEH, ERTEITATFELE TR, £ ONTAP 9.4 NEErAH, Fit
= FIRARZIFILIEE,

* BERERETEERERIRIBEEEN RATIRA/MRRF IOPS/TBGB thE, tIRItEEZE 7 100 IOPS/GB , MR
150 GB &RHFI A/, HEME FIRIEHN 15, 000 IOPS . MIRKFEEX/NEES 300 GB , NEIERN



QoS =iFEME FFRIFAE 30 , 000 IOPS .
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EI&MN QoS XFHTIEE
TRETT ONTAP 9 it A 3 BiEN QoS NI EfHH. FXHFRE, HHAZHRGEMBUERIPER.

TEREHSE ONTAP 9.13.1%¥E =7 ONTAP 9.4 ¥ 9.13.0 ONTAP 9.3
Volume 28, 28, 28,

X =, =8, &

LUN =2/, =2/, e
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NEFEHIBRASEAN, WEMTEAFHESHNERARN, JUHEELTE TR, % 2
EiER175 QoS MBI&ER QoS

TR
1. BB EIRES!:

set -privilege advanced

2. AT aLZ—!

RREE V2 gos settings throughput-floors-v2

-enable false

BRAEE v2 gos settings throughput-floors-v2
—enable true

ETE MetroCluster EEHPEZEEFEHE TR v2 , KIET

(:) gos settings throughput-floors-v2 -enable false

AAN
[SIEic-4

o

clusterl::*> gos settings throughput-floors-v2 -enable false

BXMEMEE gos settings throughput-floors-v2, IBEEW'ONTAP mS$EE",

ONTAP7ZEfi& QoS T{ERIE

MREBLMEEM-EA QoS EENITEAHAIMREER, NAILIECIZRIANIEERL
SR, &N, EUF BT ENHZ EBEERS,
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EONTAPH{EHQoSIxEETM = LR

& LAERE max-throughput AFEXFENR TIEAHELZE FIR(QoSHRXAE )R
HFEE, B ATE QIR TS IR E X T R BT N A SRR 4H
FeaZ Al

© BB EIER T Rt B ERA,

* BRERANATF SVM , BUFEEREER,

KXTFUES

* M ONTAP 9.4 7118, f&R]LIfER non-shared QoS REKAFIEEENXEL=E FIREBIHIEE IR TE
i, TN, HRE&ABHN shared :  HDEARBRANIENENSELEREEBIIEEN LR,

®E -is-shared=false, gos policy-group create P LIEEIEHZRERA,

* WA LUERE IOPS , MB/#8( IOPS , MB/ # LfRINEFHEMRHIMRFEIIIEE I0PS F1 MB/ 7, MR
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() nEAF—TEAHRET LRATE, WREEL I0PS NBIEE LIRNEL SRS

* % QoS [REINEFMENRUME S TERIBAFREN SYVM Fo ZSPREEARILUBFE— SVM,
* WRENFENROESHRAFHRBTENRIBA, WARERZFEN R AL ZRIEH,
* QoS RIFLHENRFRESAN AT HERRENFENR,.

p
1. BUEERBRA,

gos policy-group create -policy-group policy group -vserver SVM -max
-throughput number of iops|Mb/Sliops,Mb/S -is-shared true|false

BXMEHMEE gos policy-group create, BEIL'ONTAP fi$&E",
&AT LAEA "qos policy-group modify' sp S AR AL £ IR,
UTamSEAEEZRIEA pg-vsl AT = 5. 000/KIOPS:

clusterl::> gos policy—-group create -policy-group pg-vsl -vserver vsl
-max-throughput 5000iops -is-shared true

LTSRN EHZHRIRA pg-vs3 RABTMHE 100 IOPSFI400 KB/F)

clusterl::> gos policy-group create -policy-group pg-vs3 -vserver vs3
-max-throughput 100iops,400KB/s -is-shared false

U TR eI BIFHEZRRA pg-vs4 TEHLEMRF:

clusterl::> gos policy-group create -policy-group pg-vs4 -vserver vsé
-is-shared false

BXMEHMEE gos policy-group modify, EEIL'ONTAP ei$&E",
2. BERBSAN T SVM , X, H3 LUN :
storage object create -vserver SVM -gos-policy-group policy group

BXREIEFFIRGSHESZEE, BEW'ONTAP <5 E", &R LUER "storage object modify ip <1
HhZRBRAN B FEME R

T e SN AREEA pg-vs1 EISVM vs1:

clusterl::> vserver create -vserver vsl -gos-policy-group pg-vsl
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U TS ENARIRA pg-app FE appl # app2:

clusterl::> volume create -vserver vs2 -volume appl -aggregate aggrl
-gos-policy-group pg-app

clusterl::> volume create -vserver vs2 -volume appZ2 -aggregate aggrl
-gos-policy-group pg-app

3. IEiTTRBRZA AR
gos statistics performance show

BXMEMEE gqos statistics performance show, IBEM'ONTAP Gi$&E",

(D) memmistsitse. EMERIN LW TRKRELR,

clusterl::> gos statistics performance show

Policy Group IOPS Throughput Latency

-total- 12316 47.76MB/s 1264.00us
pg vsl 5008 19.56MB/s 2.45ms
_System-Best-Effort 62 13.36KB/s 4.13ms
_System-Background 30 OKB/s Oms

miET R IERE

gos statistics workload performance show

(D) memsiseitse, EMERIN EHTRAGRELR,

UTan< BRI e EIERE:

clusterl::> gos statistics workload performance show

Workload ID I0PS Throughput Latency

-total- = 12320 47.84MB/s 1215.00us
appl-wid7967 7967 7219 28.20MB/s 319.00us
vsl-widl12279 12279 5026 19.63MB/s 2.52ms
_USERSPACE_APPS 14 55 10.92KB/s 236.00us

_Scan_ Backgro.. 5688 20 OKB/s Oms
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(D))

BXBEMIEE qos statistics workload performance show, BEBW'ONTAP fGi$E&E",

BB LA#FER gos statistics workload latency show @9 EFQosTIEREFRIIELM
@ ERFIHER, BXRIEMEE "qos statistics workload latency show, 1BZ
DL"ONTAP 83 <& E",

TONTAPH{EAHQoSIEEEFM= TR

& LAERE min-throughput ATFAFEEWNR TEHHEXEFTE TR(QoSE /MBI
BREAFES, SR LUTERIESENEEN REIT FAEREEZH, M ONTAP 9.8 FFia, &aTLUL
|IOPS 5{ MBps 5§ IOPS #1 MBps N iEEEFLE TR,
Froaz Al

BN ER SRR A e R A

* MONTAP 9.13174a, ERILUERTESVMESSEHISEIEERME FRE SN REEHIRR. EREERBQoSE
BRZBBISVM LIS B BIE N SRESBIEIR,

XFIAES

* M ONTAP 9.4 748, ERJLUER non-shared QoS RERARISTEREXHIFLE TRDFINABFE KR
TRAH. RBEEXMERT, EHETIRMRBAZTRENAT S TIERE,

®%E -is-shared=false ., gos policy-group create LB EIFHZRERA,

*MRTRFAREGLEHMETE (RB) T8, NIFAHENEHERERRTIEEN TR,

* % QoS [REINEFMENRUMESTERIBAFREN SYVM Fo ZSPREEARILUBFE— SVM,
* QoS EfEKEREIFRIRAN A FAHRERNFEN R,

* EXEHETIRIRBATENAT SVM .

p
1. RETREARSLEESEAERBHIMLRDE, WP HERRUEESE"
2. BIERERRERA,

gos policy-group create -policy group policy group -vserver SVM -min
-throughput gos target -is-shared true|false

BXBEMIEE qos policy-group create, BEM'ONTAP fi$E&ZE",
3. {&AJLUER "qos policy-group modify s S AEEMLE TR,

LTS EeER/NELEEN1. 000 IOPSHHEHRIZLA pg-vs2:

clusterl::> gos policy-group create -policy group pg-vs2 -vserver vs2
-min-throughput 1000iops -is-shared true

10
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AT e SR R IEHFZRIRA pg-vs4 THEUERS:

clusterl::> gos policy-group create -policy group pg-vsé4d -vserver vsd
-is-shared false

BXBEMIEER qos policy-group modify, BBM"ONTAP fi$E&ZE",
- BRBEAN B THE LUN :

storage object create -vserver SVM -qos-policy-group policy group™ f&B]LAfERS ° storage_object_modify’
i LR EIRY RS LA N A I F X R

U er 4N AR pg-app2 & app2:

clusterl::> volume create -vserver vs2 -volume app2 -aggregate aggrl
-gqos-policy-group pg-app?2

BEXIEIREPRRGLHESESR, BEI'ONTAP <55
- I ERBRAAERE

gos statistics performance show

() memmrsmtiee, WOERIN CHTAKISME,

clusterl::> gos statistics performance show

Policy Group IOPS Throughput Latency

-total- 12316 47.76MB/s 1264.00us
Pg_app?2 7216 28.19MB/s 420.00us
_System-Best-Effort 62 13.36KB/s 4.13ms
_System-Background 30 OKB/s Oms

BXMEMEE gos statistics performance show, IBEM'ONTAP Gi$&E",
- BT tRE

gos statistics workload performance show

() msmmesrtiee. WOERIN CHTAKEMEE,

UTan< EnRIIEnEtRE:
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clusterl::> gos statistics workload performance show

Workload ID I0PS Throughput Latency

-total- = 12320 47.84MB/s 1215.00us
app2-wid7967 7967 7219 28.20MB/s 319.00us
vsl-widl12279 12279 5026 19.63MB/s 2.52ms
_USERSPACE_APPS 14 55 10.92KB/s  236.00us
_Scan_Backgro. . 5688 20 OKB/s Oms

BXMIEMEE gos statistics workload performance show, BEIL'ONTAP i $&E",

&R LI gos statistics workload latency show B EFHQoSITIENERIIEA
ERFITHER, BXAFMEE qos statistics workload latency show, IBZ
JL"ONTAP @< &E",

EONTAPH & Bi&N QoS HRARH

TR LAER_BEMN QoS_KRERAH, RIFEEA/NBEMAEELE LIRITIR, MMEEAR/N
TIBIREF IOPS 5 TB/GB HILER, EARKNEFEENF LTI IEOEHN, X2—1
EEZMRE.

Friaz
* BAIUETTONTAP 9.3 B mhiAs. B ONTAP 9.3 2, BIfEABIER QoS HAgLH.
* R EIE R AR AR,

XFIAES

FEXN R LUZ BEN RIBANIFBEN RISENK R, ERERNEXME, FHENTRE SVM HMERBSLIHE
Bo FEXN RUTETFEAVRE.

BIEN QoS RERHMBZNIFHZEAH: EXHNELE LIRJETRATFRHEN TRERTR.
HFIHERH SEEN RN RERTF AT FRIZE:

* “expected-iops B E 2 TB/GB FIR{EFiHEA IOPS,

‘expected-iops  {NEAFFF A HIRMHIBR, “expected-
(D iovs REUREEEEN F ERFRETARE. AREBEMAFrabricrool
o “expected-iops RIBEAFIESnapMirror@FXRZPHIE,

* “peak-iops’ @B ALK ERIEY TB/GB BIsx K HJ8E IOPS,
* expected-iops-allocation IBEEFELETE(FHUAE)EEE BB FEAIOPS,
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@ expected-iops-allocation IEFATFONTAP 9.5 EShr4S. ONTAP 9.4 EERRASF
S HteIhgEE,

* peak-iops-allocation IEERFENEETEIHFEEREERTIE(FINME)ETF peak-iopso
* absolute-min-iops X ER/NOPSE, EAILINIER/ NNEENRERILLFE. EERNBEEXHE

peak-iops M/ T expected-iops B8] absolute-min-iops KFITEFHA expected-iopso

a0, SNREIKET expected-iops ITEEFHAIEN1. 000 I0S/TB. FHHEKIVIF1 GB expected-
iops BFEEIIOP, ITHEH peak-iops HFE—1TE/NEILLHl, ErILUEITIGEREFRILRM absolute-
min-iops MIRIGEFRNE,

* block-size IEEMNARRFIORAN. BRIMEN 32K, BREN 8K, 16K, 32K, 64K, f£E, any
RN ALEHITLHEIR K)o

ZMIABIERN QoS HKB&A

AAN=1EAIABIERN QoS RERLAIN TR BRI LR XLERRATIRZRN BT 5.

FRINTREE LA FER IOPS/TB I&{& IOPS/TB B3 8=/)\ IOPS
extreme 6. 144 12. 288 1000
performance 2, 048 4. 096 500

value 128. 512 75

TEX RERBRLE 7 BCPR

AREBAT, MREFENRESHNRIEFHRBTENREBA, WEEREENRDELIZREEA,
MONTAP 9.18.1 7118, ERILAERAERERY QoS R, ZREAFRKRBANEKLEEWNR Bld SVM) &H
FHR (FlINE) . FZHEFFRF, HREDN QoS RIREEIES ARG SVM £Y QoS [RFEIZESIE] SVM AT
BNEM gtree, MMEEBTEHEINRRFEEFEFRR, FINEEMTLMIEXRBESTEHE.

AP MR ISSZHFHRE QoS FREK:

* SVM #1 SVM & & BIFlexVolZFlexGroupi.
* FlexVolZ{FlexGroup® U K &ERM gtree,

XFHRER QoS HHg, FRARM SRR,
TRIG T SRS,
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NRESIE .. BT ZRFE D ECEIRERA. ...
SVM E5RE&LH SVM FE ZERIFHENR.

INREIEITHIRONTAP 9.18.1, M
@ SVM & HFlexVolFIFlexGroup%
BT Boh SRBR A,

EEZRERA BEZEHEMAF LUN BY SVM,

NREIZITHEONTAP 9.18.1 MES
@ ke, MEEEN SVM R HEt4h

HRE&4H, LbSh, ERILLSERFlexVol
3 FlexGroup&HHY gtrees

FLUNS Bo4a SRREAH & LUN B9&5L SVM

XA EI RS BEXHHESE SVM

S

1.

14

B BEEMN QoS KR!

gos adaptive-policy-group create -policy group policy group -vserver SVM
-expected-iops number of iops/TB|GB -peak-iops number of iops/TB|GB -expected
-iops-allocation-space|used-space -peak-iops-allocation allocated-space|used-
space -absolute-min-iops number of iops -block-size 8K|16K|32K|64K|ANY

BXMEMEE qos adaptive-policy-group create, IBEM'ONTAP Gi$&E",

@ -expected-iops-allocation #l -block-size IEBFHFONTAP 9.5 EShk4d<, ONTAP
9.4 B RARAR ZFHXLEEIN,

UTa2REEBRENQoSHKEEL adpg-appl F -expected-iops IRE 300 I0OS/TB. -peak
-iops IWEHN1. 000 |I0S/TB. -peak-iops-allocation BN used-space, # -absolute-min
-iops KE 50 IOPS:

clusterl::> gos adaptive-policy-group create -policy group adpg-appl
-vserver vs2 -expected-iops 300iops/tb -peak-iops 1000iops/TB -peak-iops
-allocation used-space -absolute-min-iops 50iops

- W BERN QoS RRANATH:

volume create -vserver SVM -volume volume -aggregate aggregate -size number of
TB|GB —-gos-adaptive-policy-group policy group

BXBFMER volume create, IBEMN'ONTAP G55 & ZE",
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MU T a2 N A BiEMN QoSHRE&4H adpg-appl & appl:

clusterl::> volume create -vserver vsl -volume appl -aggregate aggrl
-size 2TB -gos-adaptive-policy-group adpg-appl

U TS ENARIABIENQoSHEIEE extreme FIFTE apps MEIMEE apps5. NREAERIFHISEET
NXHEME FIR app4 Ml apps B34

clusterl::> volume create -vserver vs4 -volume app4 -aggregate aggré
-size 2TB -gos-adaptive-policy-group extreme

clusterl::> volume modify -vserver vs5 -volume appb5 -gos-adaptive-policy

—group extreme

TONTAPHIL & BiE N TR LH IR ik

MONTAP 9.13. 1788, &r] LAER BiEN REEARERTESVMA 5585 SL M 2 TR &
FR,

XFIAES

© BENRBARIRZINARE apglo FJLBBIHMECRLLRER, ©REEEIm<LITRESIONTAP REST API#
TigE. AERENATIESVM,

* BENREAERXSRIMTESVM LI ZEEE EZSVMIE, SVMENMEERERBEINEIRS.
NRZABENREEAEER. SVMLENERREENARR, RBEMEESVM LEIZIEISEISVMEIES
SR UILTHEERIR M,

* BRI EBQoSHEIRAMSVM LI E BiE N HRIRARMR,

* BIENRERARIRT NAFF FaMmikit. AJUERMTE EIREBENRBARIR. EXREAIEER RS
it/ NELE, B, ErILlAFabricPoolR & A F R/ \VEIHENR S HRISVMAIBIEN RERAR
R ERZEHKEELE TR,

* YNERSVMEFMetroCluster EEE X SnapMirrorkx %, METERGRISVM_ LR HISLHE BiE N SRS BEIR

P
1. BEXSVMLLN BB BIiEMN SRR AENIR . vserver modify -qos-adaptive-policy-group-template
apgl

2. BINBISEREE: vserver show -fields gos-adaptive-policy-group
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