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PATIRERIE—/RAI IR fEITHIE8_ EHBARY 1/0 353K (SCSI 8n<) o MENBIEENTER HBA ZITFfEiTH]
=R BIREECERHIE N 110 IBREIER—TATIFB. @5, IREMNS, Haelir. B2, NREEITFHE
EHIZMRAPTIRE, NE#EEHI2FRHETIRE QFULL MMRRIELE NG S, MREAEENIEEIHRF
figfehlas, NWINFAMY, DUgRHIL QFULL1BR, RAXSEEZRRASIERE, HFUESERERSHIE

%o
EEEZ I EER (EH) NEET, FrEENBATIREENEM. BT ELE—BinisOEED FEEs)
SR ENZ BRI TIRERBE, PATIRER/ NI ENIESH TR ERAN ENRIZF X R RIARINR.
XxF "IAE " ATIRE, FILURHULT—AZEIX:
* WFAHUNBIRYE, JEFEA 32 B9 HBA BATIIRE,
s WFABARYS, EEA 128 B9 HBA FATIRE,
* WFHIIMEREMERENIR, 5 256 MIRATIRE, LU S AIAEHIRAIBATIIER,
* FRE ENEBREBATIREIRE NEMBE, UENFRE EVIRETFENIHRNR,
* NTERMRERKTEIR, FEBIEMETHIZEENR FC imOBATIIRE,
PTIE
1. HEEZED— FC BirmOBFrE EHNFM FC BoiERF 235
2. &L 128,

° WIREFNF 2, 048, BRFAIBERHIEFHIATIREIREN 128 o
B8 15 8, Ef— P EilfiEFEEEFiE LM Bk 0PRSS NEO. 15x128=1,
920, BAF 1, 920 /NFEPAFIREFRSI 2, 048, FULERILUSFIERIEFRIATIREIRE ) 128

o

c MRELERKTF 2, 048, BFEHEEDSE 3,
TAE0aEN. EF—1EiiEFEREFEEH S LR BmikOFRS im0, 30 x128=3,
840, HF 3, 840 KFEBAFTIRERSI 2, 048, FALEHELSE 3 TidFE—MEIUHITEES,

3 ERUTIENZ —, BEZENRNEFETHIZS.
° I 1
i. TS FC BARiE,
i. ¥ FC BEhiEF.



iil. EEHEI1F2,

FRBBIBATIREE 3, 840 BHEMHONAANIIRE. BRAUNE, EFILAESMEHISER
— KO FC EARERES, B FCHMBHAK, LUE 30 &THIPE 15 SIEEE—A%
O, 25 15 ATNEEHS—AR0. 25, SIEO0AGIREEELE 15%128=1, 920

° JEIN2:
i ARIBSDENBTAR /0 TK, BHIEER "large’ "H "sn" o
ii. FABSEHIZFRIEETRIL 128 .
iil. ¥/ NESEhIEFFAYERETRLL 32,
v, RX AR LSRN,
V. NRERNF 2, 048, IFERAREENBATIREIREN 128 , NEEHBINTIREIREN 32,

vVi. iIRERMAKRFENHEO 2, 048, BRAESNBHIEFHAIIRE, BRSNIIRENTFHEF
T2, 048,

B2EELIMSEST /10 EHEFRFFHATIRE, BERAUTAI:
@ FREBAFIRE = (B /10 %) x (MmKzAYE])

g0, NREFEST 40, 000 ™ 1/O , MEEHEN 3 =2, MAAFNFATIRE =
40, 000x (0.003) =120,

WNRIEREFNTRERBIAEAREIN 32, MeLUEERIBEREONSEAENEN 64, B2, MREREE
ATREIREN 128 , MRZAILE 16 DNEVIEZE—1MBEFmO. ATIRERA, BPERREORZIFNE
Wit MREHERFEELMATIRE, NRRSEZEFRO.

FREERIBATIRE 3, 840 BHENHONTAIIRE. &8 10 N "KE " IHNEAERSEME /0 XK,
20 " s/NBL T EAEERIER /0 TR, BAREEN ENBEFNTIREIRERN 128 , F/NEFH LB
ERIFIREIREN 32,

BRANSNTEER (10x128) + (20%x32) =1, 920,

A UEE N BIEF Z B9 A ARATIIRE,

BTEEFSEINATIRERN 2, 048+30=68,

(EIXONTAP SANEHHIPATRE

BRI FEZEAEN LR IRE. UEME T RMFCIRORBANITNERAE, &R
UNERIFRRITIR(E, T ERENTIRE"

AIX E4
EE] LUERBESRAIXEN ERIBATSRE chdev 9 ERAMITINER chdev HSEEHBENEES,

ANl


calculate-queue-depth-task.html
calculate-queue-depth-task.html
calculate-queue-depth-task.html
calculate-queue-depth-task.html
calculate-queue-depth-task.html
calculate-queue-depth-task.html
calculate-queue-depth-task.html
calculate-queue-depth-task.html
calculate-queue-depth-task.html
calculate-queue-depth-task.html
calculate-queue-depth-task.html
calculate-queue-depth-task.html
calculate-queue-depth-task.html
calculate-queue-depth-task.html
calculate-queue-depth-task.html
calculate-queue-depth-task.html
calculate-queue-depth-task.html

© B hdisk7 IREHIAFIRE, EEAUTH:
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kmtune -u -s max fcp regs=256

Solaris 4]
&I AN Solaris EHIZE LUN F1 HBA BAFTIRE.

* XFF LUN BAFIRE . FEA LIEFE@FEAR LUN 3k IE LUN BIBEH (lun-queue-depth ) #AZ/NFEEE
FEHER tgt-queue-depth &,

* JFSunEiRFRRIBATIRE . BRI A RIFELUNSIZ B FRIETT max_throttle HBAKBIHILE,
BINBNIEE & max_throttle AHIREIEFIEMTFHIEIZEEE(VID_PID)A!
/kernel/drv/sd.conf M /kernel/drv/ssd.conf X, XF MPxIO B2E&, Host SERRERSEILL
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1. 4 cd/kernel/drv

2. 4 vi lpfc.conf

3. % /tft-queue (/tgt-queue)

tgt-queue-depth=32

() =#w, sEeEn 32,

4. RIBEINERE IR EMMENE,
S. REX M.
6. FEAEFHBEN sync; sync; sync; reboot —-- -r B
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R esxcfg-module SR LIERHBAEINIRE, FohEH esx.conf FEIWERXMH,
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2. {3 #vmkload mod -1 B3 LAIIE Y AIEMEANZIEHBARIR,
3. 3F Qlogic HBA FYEENSEHI, BITUATE<:

#esxcfg-module -s gl2xmaxgdepth=64 gla2300_ 707
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#/usr/sbin/esxcfg-boot -b
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#reboot
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@ 1R{E HBA FUEL S, IHHIEIRATLLIZ Ipfedd_7xx BY Ipfedd 732 . _EiRER<EA Ipfedd 7xx 18
R, BRARENLEE RFERAMEMAER vmkload mod -1

E1TIE S A Ipfc0 ZRRAY HBA B9 LUN BATIREIZE 1 16 -
4. 33F Emulex HBA 9% 5Ef, TITUA T @<

a esxcfg-module -s "lpfcO lun queue depth=16 lpfcl lun gueue depth=16"
lpfcdd 7xx

IpfcO B9 LUN BAFISREEA Ipfc1 BY LUN PAFIREISIZE N 16 -
5. WALTHS:
#esxcfg-boot -b

6. FHEMBE) #reboots

1EFAF Emulex HBA HJ Windows X 4]
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S
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2. NAEMSEFERR * IXEhEsS K * .
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WREE * NFTIRE * EBANAT 150 , WIAEEHAMMILINLLT Windows JEARE:

@ HKEY LOCAL MACHINE\System\CurrentControlSet\Services\lpxnds\Paramete
rs\Device\NumberOfRequests
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1. WEEERHIATIRESE:

modinfo lpfc|grep queue depth

LB R R RBATIRES MR H PR IR, RIBERRERSRZ, ERIERIAT—PHZ N ATIR
B2

° lpfc_lun_queue depth: BJLRFBAZISELUNBYERAFCEF <R (uint)
° lpfc_hba_queue depth: BJLIHEPAE!Ipfc HBARYERAFCER < ¥4 (uint)

° 1pfc_tgt queue depth: AJLUHEPAENFE BArimOBERAFCASE (uint)

o lpfc tgt queue depth B¥{VERFRed Hat Enterprise Linux 7.x%&%. SUSE Linux Enterprise
Server 11 SPARFM 12 xR,

2. @ ARG R ES K EHIATIRE /etc/modprobe . conf X (FFRed Hat Enterprise Linux 5.x
Z4)# /etc/modprobe.d/scsi.conf X,

RIBERHRER GRS, TR TP HE T a<:

° options lpfc lpfc hba queue depth=new queue depth
° options lpfc lpfc lun queue depth=new queue depth
° options lpfc tgt queue depth=new queue depth
3. BUEEHTRY RAM BEERMR, AREMBMEN, FEMEENRIEFREFE,

BXIFMAER, FEN "RAEE" BRAFTEN Linux 1FRZRZA,
4. WIFREENEEENES N ATIRESHENTIREE:

root@localhost ~]#cat /sys/class/scsi host/host5/lpfc_lun queue depth
30

B R B RBAT IR BRI S E1{E.
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1. WEEERENRENTIRESE:

modinfo gla2xxx | grep gl2xmaxqgdepth

R BEBLR ql2xmaxgdepth FATIREZSE . RRAIASPMLUNKENSRATIRE. MF RHEL7.5 K&
=hRAS, ERIAEN 64 o XF RHEL 7.4 REEhrA, BIMEHN 32,

root@localhost ~]# modinfo gla2Z2xxx|grep gl2xmaxqgdepth
parm: gl2xmaxgdepth:Maximum queue depth to set for each LUN.
Default is 64. (int)

2. BIRETIREE:

° MREBFEESIFA, BRITUTIE:

i B ERINBAT R EE B EREFBATIIRE /etc/modprobe . conf X (FFRed Hat Enterprise
Linux 5.x&4)# /etc/modprobe.d/scsi.conf X4 (&R FRed Hat Enterprise Linux 6.x2¢7.x
Z 45 SUSE Linux Enterprise Server 11.x3¢12.x&4%). options gla2xxx

gl2xmaxgdepth=new queue depth
ii. BIEEETAY RAM HEEMR, AEEFBMEN, FEMEENBHERIFAE,

BXEAER, BEN "AAEE" SR FTEN Linux BIERGRR S,
* MREBVELERIRIERNISE, BBITUTHL
echo new queue depth > /sys/module/glaZxxx/parameters/gl2xmaxgdepth

EUTRAIF, BRIIREIREN 128 -

echo 128 > /sys/module/gla2xxx/parameters/gl2xmaxgdepth

3. WIEPNY I REBERSEEH:
cat /sys/module/qla2xxx/parameters/gl2xmaxgdepth
LB BT R E R H HIE.
i B E S S EERQLogic HBARATISRE Execution Throttle MQLogic HBA BIOS,
a. ER%| QlLogic HBA EIZE CLI :
/opt/QLogic_Corporation/QConvergeConsoleCLI/gaucli

b. MEZEF, %£F Adapter Configuration IR

11


https://docs.netapp.com/zh-cn/ontap/system-admin/index.html
https://docs.netapp.com/zh-cn/ontap/system-admin/index.html
https://docs.netapp.com/zh-cn/ontap/system-admin/index.html
https://docs.netapp.com/zh-cn/ontap/system-admin/index.html
https://docs.netapp.com/zh-cn/ontap/system-admin/index.html
https://docs.netapp.com/zh-cn/ontap/system-admin/index.html
https://docs.netapp.com/zh-cn/ontap/system-admin/index.html
https://docs.netapp.com/zh-cn/ontap/system-admin/index.html
https://docs.netapp.com/zh-cn/ontap/system-admin/index.html

[root@localhost ~]#

/opt/QLogic Corporation/QConvergeConsoleCLI/gaucli

Using config file:

/opt/QLogic Corporation/QConvergeConsoleCLI/gaucli.cfg

Installation directory: /opt/QLogic Corporation/QConvergeConsoleCLI
Working dir: /root

QConvergeConsole
CLI - Version 2.2.0 (Build 15)
Main Menu

1: Adapter Information

**2: Adapter Configuration**
3: Adapter Updates

Adapter Diagnostics
Monitoring

FabricCache CLI

Refresh

Help

Exit

O O J o U1 >

Please Enter Selection: 2

C. MiEECSRECE SRS, %R HBA Parameters &

1: Adapter Alias
2: Adapter Port Alias
**3: HBA Parameters**
4: Persistent Names (udev)
5 Boot Devices Configuration
6: Virtual Ports (NPIV)
7 Target Link Speed (iiDMA)
8 Export (Save) Configuration
9: Generate Reports
10: Personality
11: FEC
(p or 0: Previous Menu; m or 98: Main Menu; ex or 99: Quit)
Please Enter Selection: 3

d. M HBA BROIFIR, HEIZFTRHI HBA 1.



Fibre Channel Adapter Configuration

HBA Model QLE2562 SN: BFD1524C78510
1: Port 1: WWPN: 21-00-00-24-FF-8D-98-E0 Online
2: Port 2: WWPN: 21-00-00-24-FF-8D-98-E1 Online
HBA Model QLE2672 SN: RFE1241G81915
3: Port 1: WWPN: 21-00-00-0E-1E-09-B7-62 Online
4: Port 2: WWPN: 21-00-00-0E-1E-09-B7-63 Online

(p or 0: Previous Menu; m or 98: Main Menu; ex or 99: Quit)
Please Enter Selection: 1
BT R R HBA IR ORFAE E,

€. MHBA Parameters328 1, i%#R Display HBA Parameters iEIAEBRHFIE Execution
Throttle &I

MIEIAE Execution Throttle &I A65535,

HBA Parameters Menu

HBA : 2 Port: 1

SN : BFD1524C78510

HBA Model : QLE2562

HBA Desc. : QLE2562 PCI Express to 8Gb FC Dual Channel
FW Version : 8.01.02

WWPN : 21-00-00-24-FF-8D-98-E0

WIWNN : 20-00-00-24-FF-8D-98-E0

Link : Online

1: Display HBA Parameters
Configure HBA Parameters
Restore Defaults

(p or 0: Previous Menu; m or 98: Main Menu; x or 99: Quit)
Please Enter Selection: 1

HBA Instance 2: QLE2562 Port 1 WWPN 21-00-00-24-FF-8D-98-E0 PortID 03-
07-00
Link: Online
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Connection Options

Point

Data Rate

Frame Size

Hard Loop ID

Loop Reset Delay (seconds)
Enable Host HBA BIOS

Enable Hard Loop ID

Enable FC Tape Support
Operation Mode

Interrupt Delay Timer (100us)
**Execution Throttle

Login Retry Count

Port Down Retry Count

Enable LIP Full Login

Link Down Timeout (seconds)
Enable Target Reset

LUNs Per Target

Out Of Order Frame Assembly
Enable LR Ext. Credits
Enable Fabric Assigned WWN

Press <Enter> to continue:

a. ¥ BN HRER,

2 - Loop Preferred, Otherwise Point-to-

Auto
2048

0

5
Enabled
Disabled
Enabled

0 - Interrupt for every I/0 completion

0
65535* %
38
30
Enabled
30
Enabled
128
Disabled
Disabled
N/A

b. MHBA Parameterss82HA, %1% configure HBA Parameters IEILUEXHBASEL,

C. MConfigure ParametersS2E A, i%#F Execute Throttle EIMHEMILSEHIE,



Configure Parameters Menu

SN

HBA Model
HBA Desc.
FW Version
WWPN

O J o O w N

N R N e = e e e
P O W ® J o U WN F O W

(p or O:

2 Port: 1

BFD1524C78510

QLE2562

QLE2562 PCI Express to 8Gb FC Dual Channel
8.01.02

21-00-00-24-FF-8D-98-EO0
20-00-00-24-FF-8D-98-EOQ

Online

Connection Options

Data Rate

Frame Size

Enable HBA Hard Loop ID

Hard Loop ID

Loop Reset Delay (seconds)

Enable BIOS

Enable Fibre Channel Tape Support
Operation Mode

Interrupt Delay Timer (100 microseconds)
Execution Throttle

Login Retry Count

Port Down Retry Count

Enable LIP Full Login

Link Down Timeout (seconds)
Enable Target Reset

LUNs per Target

Enable Receive Out Of Order Frame
Enable LR Ext. Credits

Commit Changes

Abort Changes

Previous Menu; m or 98: Main Menu; x or 99:

Please Enter Selection: 11
Enter Execution Throttle [1-65535] [65535]: 65500

d. % * BN * 4R

e. MConfigure Parameters328 7, 1%3F Commit Changes EBUARFE S,

fIRHZES,

Quit)
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