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配置存储系统

在 Windows 主机上配置存储

配置 LUN 存储

您可以使用 SnapCenter 配置 FC 连接或 iSCSI 连接的 LUN 。您还可以使用 SnapCenter

将现有 LUN 连接到 Windows 主机。

LUN 是 SAN 配置中的基本存储单元。Windows 主机将系统上的 LUN 视为虚拟磁盘。有关详细信息，请参见
"《 ONTAP 9 SAN 配置指南》"。

建立 iSCSI 会话

如果您使用 iSCSI 连接到 LUN ，则必须在创建 LUN 之前建立 iSCSI 会话以启用通信。

• 开始之前 *

• 您必须已将存储系统节点定义为 iSCSI 目标。

• 您必须已在存储系统上启动 iSCSI 服务。 "了解更多信息。"

• 关于此任务 *

您只能在从 IPv6 到 IPv6 或从 IPv4 到 IPv4 的相同 IP 版本之间建立 iSCSI 会话。

您可以使用链路本地 IPv6 地址进行 iSCSI 会话管理，并且只有当主机和目标位于同一子网中时，才能在两者之
间进行通信。

如果更改 iSCSI 启动程序的名称，对 iSCSI 目标的访问将受到影响。更改名称后，您可能需要重新配置启动程
序访问的目标，以便它们能够识别新名称。更改 iSCSI 启动程序的名称后，必须确保重新启动主机。

如果主机具有多个 iSCSI 接口，则在使用第一个接口上的 IP 地址与 SnapCenter 建立 iSCSI 会话后，您将无法
使用其他 IP 地址从另一个接口建立 iSCSI 会话。

• 步骤 *

1. 在左侧导航窗格中，单击 * 主机 * 。

2. 在主机页面中，单击 * iSCSI 会话 * 。

3. 从 * Storage Virtual Machine* 下拉列表中，选择 iSCSI 目标的 Storage Virtual Machine （ SVM ）。

4. 从 * 主机 * 下拉列表中，选择会话的主机。

5. 单击 * 建立会话 * 。

此时将显示建立会话向导。

6. 在建立会话向导中，确定目标：
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在此字段中 … 输入 …

目标节点名称 iSCSI 目标的节点名称

如果存在现有目标节点名称，则此名称将以只读格
式显示。

目标门户地址 目标网络门户的 IP 地址

目标门户端口 目标网络门户的 TCP 端口

启动程序门户地址 启动程序网络门户的 IP 地址

7. 对输入内容感到满意后，单击 * 连接 * 。

SnapCenter 将建立 iSCSI 会话。

8. 重复此操作步骤，为每个目标建立一个会话。

断开 iSCSI 会话的连接

有时，您可能需要将 iSCSI 会话与具有多个会话的目标断开连接。

• 步骤 *

1. 在左侧导航窗格中，单击 * 主机 * 。

2. 在主机页面中，单击 * iSCSI 会话 * 。

3. 从 * Storage Virtual Machine* 下拉列表中，选择 iSCSI 目标的 Storage Virtual Machine （ SVM ）。

4. 从 * 主机 * 下拉列表中，选择会话的主机。

5. 从 iSCSI 会话列表中，选择要断开连接的会话，然后单击 * 断开会话 * 。

6. 在断开会话对话框中，单击 * 确定 * 。

SnapCenter 会断开 iSCSI 会话的连接。

创建和管理 igroup

您可以创建启动程序组（ igroup ）来指定哪些主机可以访问存储系统上的给定 LUN 。您
可以使用 SnapCenter 在 Windows 主机上创建，重命名，修改或删除 igroup 。

创建 igroup

您可以使用 SnapCenter 在 Windows 主机上创建 igroup 。将 igroup 映射到 LUN 时，可以在创建磁盘或连接磁
盘向导中使用此 igroup 。

• 步骤 *

1. 在左侧导航窗格中，单击 * 主机 * 。
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2. 在主机页面中，单击 * igroup* 。

3. 在启动程序组页面中，单击 * 新建 * 。

4. 在创建 igroup 对话框中，定义 igroup ：

在此字段中 … 执行此操作 …

存储系统 为要映射到 igroup 的 LUN 选择 SVM 。

主机 选择要创建 igroup 的主机。

igroup 名称 输入 igroup 的名称。

启动程序 选择启动程序。

Type 选择启动程序类型 iSCSI ， FCP 或混合（ FCP 和
iSCSI ）。

5. 对输入的内容感到满意后，单击 * 确定 * 。

SnapCenter 会在存储系统上创建 igroup 。

重命名 igroup

您可以使用 SnapCenter 重命名现有 igroup 。

• 步骤 *

1. 在左侧导航窗格中，单击 * 主机 * 。

2. 在主机页面中，单击 * igroup* 。

3. 在启动程序组页面中，单击 * Storage Virtual Machine* 字段以显示可用 SVM 的列表，然后为要重命名
的 igroup 选择 SVM 。

4. 在 SVM 的 igroup 列表中，选择要重命名的 igroup ，然后单击 * 重命名 * 。

5. 在重命名 igroup 对话框中，输入 igroup 的新名称，然后单击 * 重命名 * 。

修改 igroup

您可以使用 SnapCenter 向现有 igroup 添加 igroup 启动程序。创建 igroup 时，只能添加一个主机。如果要为集
群创建 igroup ，可以修改 igroup 以将其他节点添加到该 igroup 。

• 步骤 *

1. 在左侧导航窗格中，单击 * 主机 * 。

2. 在主机页面中，单击 * igroup* 。

3. 在启动程序组页面中，单击 * Storage Virtual Machine* 字段以显示可用 SVM 的下拉列表，然后为要修
改的 igroup 选择 SVM 。
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4. 在 igroup 列表中，选择一个 igroup ，然后单击 * 将启动程序添加到 igroup* 。

5. 选择一个主机。

6. 选择启动程序并单击 * 确定 * 。

删除 igroup

您可以使用 SnapCenter 删除不再需要的 igroup 。

• 步骤 *

1. 在左侧导航窗格中，单击 * 主机 * 。

2. 在主机页面中，单击 * igroup* 。

3. 在启动程序组页面中，单击 * Storage Virtual Machine* 字段以显示可用 SVM 的下拉列表，然后为要删
除的 igroup 选择 SVM 。

4. 在 SVM 的 igroup 列表中，选择要删除的 igroup ，然后单击 * 删除 * 。

5. 在删除 igroup 对话框中，单击 * 确定 * 。

SnapCenter 将删除 igroup 。

创建和管理磁盘

Windows 主机将存储系统上的 LUN 视为虚拟磁盘。您可以使用 SnapCenter 创建和配置
FC 连接或 iSCSI 连接的 LUN 。

• SnapCenter 仅支持基本磁盘。不支持动态磁盘。

• 对于 GPT ，仅允许一个数据分区，对于 MBR ，允许一个主分区具有一个使用 NTFS 或 CSVFS 格式化的
卷且具有一个挂载路径。

• 支持的分区模式： GPT ， MBR ；在 VMware UEFI VM 中，仅支持 iSCSI 磁盘

SnapCenter 不支持重命名磁盘。如果重命名由 SnapCenter 管理的磁盘， SnapCenter 操作将失
败。

查看主机上的磁盘

您可以查看使用 SnapCenter 管理的每个 Windows 主机上的磁盘。

• 步骤 *

1. 在左侧导航窗格中，单击 * 主机 * 。

2. 在主机页面中，单击 * 磁盘 * 。

3. 从 * 主机 * 下拉列表中选择主机。

此时将列出这些磁盘。
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查看集群模式磁盘

您可以查看使用 SnapCenter 管理的集群上的集群磁盘。只有在从主机下拉列表中选择集群时，才会显示集群磁
盘。

• 步骤 *

1. 在左侧导航窗格中，单击 * 主机 * 。

2. 在主机页面中，单击 * 磁盘 * 。

3. 从 * 主机 * 下拉列表中选择集群。

此时将列出这些磁盘。

创建 FC 连接或 iSCSI 连接的 LUN 或磁盘

Windows 主机将存储系统上的 LUN 视为虚拟磁盘。您可以使用 SnapCenter 创建和配置 FC 连接或 iSCSI 连接
的 LUN 。

如果要在 SnapCenter 之外创建和格式化磁盘，则仅支持 NTFS 和 CSVFS 文件系统。

开始之前

• 您必须已为存储系统上的 LUN 创建卷。

此卷应仅包含 LUN ，而只能包含使用 SnapCenter 创建的 LUN 。

除非已拆分此克隆，否则无法在 SnapCenter 创建的克隆卷上创建 LUN 。

• 您必须已在存储系统上启动 FC 或 iSCSI 服务。

• 如果您使用的是 iSCSI ，则必须已与存储系统建立 iSCSI 会话。

• 适用于 Windows 的 SnapCenter 插件软件包只能安装在要创建磁盘的主机上。

• 关于此任务 *

• 除非 LUN 由 Windows Server 故障转移集群中的主机共享，否则不能将 LUN 连接到多个主机。

• 如果 LUN 由使用 CSV （集群共享卷）的 Windows Server 故障转移集群中的主机共享，则必须在拥有集群
组的主机上创建磁盘。

• 步骤 *

1. 在左侧导航窗格中，单击 * 主机 * 。

2. 在主机页面中，单击 * 磁盘 * 。

3. 从 * 主机 * 下拉列表中选择主机。

4. 单击 * 新建 * 。

此时将打开创建磁盘向导。

5. 在 LUN 名称页面中，确定 LUN ：
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在此字段中 … 执行此操作 …

存储系统 为 LUN 选择 SVM 。

LUN 路径 单击 * 浏览 * 以选择包含 LUN 的文件夹的完整路
径。

LUN name 输入 LUN 的名称。

集群大小 选择集群的 LUN 块分配大小。

集群大小取决于操作系统和应用程序。

LUN 标签 或者，输入 LUN 的描述性文本。

6. 在磁盘类型页面中，选择磁盘类型：

选择 … 条件

专用磁盘 LUN 只能由一台主机访问。

忽略 * 资源组 * 字段。

共享磁盘 LUN 由 Windows Server 故障转移集群中的主机共
享。

在 * 资源组 * 字段中输入集群资源组的名称。您只
需要在故障转移集群中的一个主机上创建磁盘。

集群共享卷（ CSV ） LUN 由使用 CSV 的 Windows Server 故障转移集
群中的主机共享。

在 * 资源组 * 字段中输入集群资源组的名称。确保
要创建磁盘的主机是集群组的所有者。

7. 在驱动器属性页面中，指定驱动器属性：

属性 Description

自动分配挂载点 SnapCenter 会根据系统驱动器自动分配卷挂载
点。

例如，如果系统驱动器为 C ：，则 auto assign 会
在 C ：驱动器（ C ： \scmnpt\ ）下创建一个卷挂
载点。共享磁盘不支持自动分配。

分配驱动器号 将磁盘挂载到相邻下拉列表中选择的驱动器。
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属性 Description

使用卷挂载点 将磁盘挂载到相邻字段中指定的驱动器路径。

卷挂载点的根目录必须归要创建磁盘的主机所有。

请勿分配驱动器号或卷挂载点 如果您希望在 Windows 中手动挂载磁盘，请选择
此选项。

LUN 大小 指定 LUN 大小；最小值为 150 MB 。

在相邻下拉列表中选择 MB ， GB 或 TB 。

对托管此 LUN 的卷使用精简配置 对 LUN 进行精简配置。

精简配置一次只会根据需要分配尽可能多的存储空
间，从而使 LUN 能够高效地增长到最大可用容
量。

确保卷上有足够的可用空间来容纳您认为需要的所
有 LUN 存储。

选择分区类型 为 GUID 分区表选择 GPT 分区，为主启动记录选
择 MBR 分区。

发生原因分区可能会在 Windows Server 故障转移
集群中出现 MBR 不对齐问题。

不支持统一可扩展固件接口（
Unified 可扩展固件接口， UEFI ）
分区磁盘。

8. 在映射 LUN 页面中，选择主机上的 iSCSI 或 FC 启动程序：

在此字段中 … 执行此操作 …

主机 双击集群组名称以显示一个下拉列表，其中显示了
属于集群的主机，然后选择启动程序的主机。

只有当 LUN 由 Windows Server 故障转移集群中
的主机共享时，才会显示此字段。

选择主机启动程序 选择 * 光纤通道 * 或 * iSCSI * ，然后选择主机上
的启动程序。

如果您使用的是具有多路径 I/O （ MPIO ）的 FC

，则可以选择多个 FC 启动程序。
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9. 在组类型页面中，指定是要将现有 igroup 映射到 LUN ，还是要创建新的 igroup ：

选择 … 条件

为选定启动程序创建新的 igroup 要为选定启动程序创建新的 igroup 。

选择一个现有 igroup 或为选定启动程序指定一个
新的 igroup

您希望为选定启动程序指定一个现有 igroup ，或
者使用指定的名称创建一个新的 igroup 。

在 * igroup name* 字段中键入 igroup 名称。键入
现有 igroup 名称的前几个字母以自动填写此字
段。

10. 在摘要页面中，查看所做的选择，然后单击 * 完成 * 。

SnapCenter 将创建 LUN 并将其连接到主机上的指定驱动器或驱动器路径。

调整磁盘大小

您可以根据存储系统需要的变化增加或减小磁盘大小。

• 关于此任务 *

• 对于精简配置的 LUN ， ONTAP LUN 几何大小显示为最大大小。

• 对于厚配置 LUN ，可扩展大小（卷中的可用大小）显示为最大大小。

• 具有 MBR 模式分区的 LUN 的大小限制为 2 TB 。

• 具有 GPT 模式分区的 LUN 的存储系统大小限制为 16 TB 。

• 最好在调整LUN大小之前创建Snapshot。

• 如果您需要从调整LUN大小之前创建的快照还原LUN、SnapCenter会自动根据快照大小调整LUN的大小。

还原操作完成后、必须从调整大小后创建的Snapshot还原调整大小后添加到LUN中的数据。

• 步骤 *

1. 在左侧导航窗格中，单击 * 主机 * 。

2. 在主机页面中，单击 * 磁盘 * 。

3. 从主机下拉列表中选择主机。

此时将列出这些磁盘。

4. 选择要调整大小的磁盘，然后单击 * 调整大小 * 。

5. 在调整磁盘大小对话框中，使用滑块工具指定磁盘的新大小，或者在大小字段中输入新大小。

如果您手动输入大小，则需要在大小字段外单击，然后才能正确启用缩减或扩展按钮。此
外，您还必须单击 MB ， GB 或 TB 以指定度量单位。

6. 对输入的内容感到满意后，根据需要单击 * 缩减 * 或 * 扩展 * 。
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SnapCenter 会调整磁盘大小。

连接磁盘

您可以使用连接磁盘向导将现有 LUN 连接到主机，或者重新连接已断开连接的 LUN 。

开始之前

• 您必须已在存储系统上启动 FC 或 iSCSI 服务。

• 如果您使用的是 iSCSI ，则必须已与存储系统建立 iSCSI 会话。

• 除非 LUN 由 Windows Server 故障转移集群中的主机共享，否则不能将 LUN 连接到多个主机。

• 如果 LUN 由使用 CSV （集群共享卷）的 Windows Server 故障转移集群中的主机共享，则必须将磁盘连接
到拥有集群组的主机上。

• 适用于 Windows 的插件只需安装在要连接磁盘的主机上。

• 步骤 *

1. 在左侧导航窗格中，单击 * 主机 * 。

2. 在主机页面中，单击 * 磁盘 * 。

3. 从 * 主机 * 下拉列表中选择主机。

4. 单击 * 连接 * 。

此时将打开连接磁盘向导。

5. 在 LUN 名称页面中，确定要连接到的 LUN ：

在此字段中 … 执行此操作 …

存储系统 为 LUN 选择 SVM 。

LUN 路径 单击 * 浏览 * 以选择包含 LUN 的卷的完整路径。

LUN name 输入 LUN 的名称。

集群大小 选择集群的 LUN 块分配大小。

集群大小取决于操作系统和应用程序。

LUN 标签 或者，输入 LUN 的描述性文本。

6. 在磁盘类型页面中，选择磁盘类型：

选择 … 条件

专用磁盘 LUN 只能由一台主机访问。
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选择 … 条件

共享磁盘 LUN 由 Windows Server 故障转移集群中的主机共
享。

您只需将磁盘连接到故障转移集群中的一台主机即
可。

集群共享卷（ CSV ） LUN 由使用 CSV 的 Windows Server 故障转移集
群中的主机共享。

确保要连接到磁盘的主机是集群组的所有者。

7. 在驱动器属性页面中，指定驱动器属性：

属性 Description

自动分配 让 SnapCenter 根据系统驱动器自动分配卷挂载
点。

例如，如果系统驱动器为 C ：，则 auto assign 属
性会在 C ：驱动器（ C ： \scmnpt\ ）下创建一个
卷挂载点。共享磁盘不支持自动分配属性。

分配驱动器号 将磁盘挂载到相邻下拉列表中选择的驱动器。

使用卷挂载点 将磁盘挂载到相邻字段中指定的驱动器路径。

卷挂载点的根目录必须归要创建磁盘的主机所有。

请勿分配驱动器号或卷挂载点 如果您希望在 Windows 中手动挂载磁盘，请选择
此选项。

8. 在映射 LUN 页面中，选择主机上的 iSCSI 或 FC 启动程序：

在此字段中 … 执行此操作 …

主机 双击集群组名称以显示一个下拉列表，其中显示了
属于集群的主机，然后选择启动程序的主机。

只有当 LUN 由 Windows Server 故障转移集群中
的主机共享时，才会显示此字段。

选择主机启动程序 选择 * 光纤通道 * 或 * iSCSI * ，然后选择主机上
的启动程序。

如果将 FC 与 MPIO 结合使用，则可以选择多个
FC 启动程序。
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9. 在组类型页面中，指定要将现有 igroup 映射到 LUN 还是创建新的 igroup ：

选择 … 条件

为选定启动程序创建新的 igroup 要为选定启动程序创建新的 igroup 。

选择一个现有 igroup 或为选定启动程序指定一个
新的 igroup

您希望为选定启动程序指定一个现有 igroup ，或
者使用指定的名称创建一个新的 igroup 。

在 * igroup name* 字段中键入 igroup 名称。键入
现有 igroup 名称的前几个字母以自动填写此字
段。

10. 在摘要页面中，查看所做的选择并单击 * 完成 * 。

SnapCenter 会将 LUN 连接到主机上的指定驱动器或驱动器路径。

断开磁盘连接

您可以在不影响 LUN 内容的情况下将 LUN 与主机断开连接，但有一个例外：如果在拆分克隆之前断开克隆的
连接，则克隆的内容将丢失。

开始之前

• 确保 LUN 未被任何应用程序使用。

• 确保监控软件不会监控 LUN 。

• 如果 LUN 是共享的，请确保从 LUN 中删除集群资源依赖关系，并验证集群中的所有节点是否均已打开电源
，正常运行并可供 SnapCenter 使用。

• 关于此任务 *

如果断开 SnapCenter 创建的 FlexClone 卷中的 LUN ，并且该卷上没有连接任何其他 LUN ，则 SnapCenter 会
删除该卷。断开 LUN 连接之前， SnapCenter 会显示一条消息，警告您可能会删除 FlexClone 卷。

为避免自动删除 FlexClone 卷，应在断开最后一个 LUN 的连接之前重命名此卷。重命名卷时，请确保更改多个
字符，而不仅仅是名称中的最后一个字符。

• 步骤 *

1. 在左侧导航窗格中，单击 * 主机 * 。

2. 在主机页面中，单击 * 磁盘 * 。

3. 从 * 主机 * 下拉列表中选择主机。

此时将列出这些磁盘。

4. 选择要断开连接的磁盘，然后单击 * 断开连接 * 。

5. 在断开磁盘连接对话框中，单击 * 确定 * 。

SnapCenter 将断开磁盘连接。
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删除磁盘

您可以删除不再需要的磁盘。删除磁盘后，您将无法取消删除该磁盘。

• 步骤 *

1. 在左侧导航窗格中，单击 * 主机 * 。

2. 在主机页面中，单击 * 磁盘 * 。

3. 从 * 主机 * 下拉列表中选择主机。

此时将列出这些磁盘。

4. 选择要删除的磁盘，然后单击 * 删除 * 。

5. 在删除磁盘对话框中，单击 * 确定 * 。

SnapCenter 将删除该磁盘。

创建和管理 SMB 共享

要在 Storage Virtual Machine （ SVM ）上配置 SMB3 共享，您可以使用 SnapCenter 用
户界面或 PowerShell cmdlet 。

* 最佳实践： * 建议使用 cmdlet ，因为它可以让您利用 SnapCenter 提供的模板自动配置共享。

这些模板包含卷和共享配置的最佳实践。您可以在适用于 Windows 的 SnapCenter 插件软件包安装文件夹中的
"Templates" 文件夹中找到这些模板。

如果您愿意这样做，可以按照提供的型号创建自己的模板。在创建自定义模板之前，应查看
cmdlet 文档中的参数。

创建 SMB 共享

您可以使用 SnapCenter 共享页面在 Storage Virtual Machine （ SVM ）上创建 SMB3 共享。

您不能使用 SnapCenter 备份 SMB 共享上的数据库。SMB 支持仅限于配置。

• 步骤 *

1. 在左侧导航窗格中，单击 * 主机 * 。

2. 在主机页面中，单击 * 共享 * 。

3. 从 * Storage Virtual Machine* 下拉列表中选择 SVM 。

4. 单击 * 新建 * 。

此时将打开 " 新建共享 " 对话框。

5. 在新建共享对话框中，定义共享：
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在此字段中 … 执行此操作 …

Description 输入共享的描述性文本。

Share name 输入共享名称，例如 test_share 。

您为共享输入的名称也将用作卷名称。

共享名称：

• 必须为 UTF-8 字符串。

• 不得包含以下字符： 0x00 到 0x1F 之间的控制
字符（包括两个字符）， 0x22 （双引号）和
特殊字符 ` \ / ] ：（竖条） < > + = ；，？`

共享路径 • 单击字段以输入新的文件系统路径，例如 / 。

• 双击字段可从现有文件系统路径列表中进行选
择。

6. 对输入的内容感到满意后，单击 * 确定 * 。

SnapCenter 会在 SVM 上创建 SMB 共享。

删除 SMB 共享

您可以在不再需要 SMB 共享时将其删除。

• 步骤 *

1. 在左侧导航窗格中，单击 * 主机 * 。

2. 在主机页面中，单击 * 共享 * 。

3. 在共享页面中，单击 * Storage Virtual Machine* 字段以显示包含可用 Storage Virtual Machine （ SVM

）列表的下拉列表，然后为要删除的共享选择 SVM 。

4. 从 SVM 上的共享列表中，选择要删除的共享，然后单击 * 删除 * 。

5. 在删除共享对话框中，单击 * 确定 * 。

SnapCenter 将从 SVM 中删除 SMB 共享。

回收存储系统上的空间

虽然在删除或修改文件时 NTFS 会跟踪 LUN 上的可用空间，但它不会向存储系统报告新
信息。您可以在适用于 Windows 的插件主机上运行空间回收 PowerShell cmdlet ，以确保
新释放的块在存储中标记为可用。

如果要在远程插件主机上运行 cmdlet ，则必须先运行 SnapCenterOpen-SMConnection cmdlet 以打开与
SnapCenter 服务器的连接。
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开始之前

• 在执行还原操作之前，您必须确保空间回收过程已完成。

• 如果 LUN 由 Windows Server 故障转移集群中的主机共享，则必须在拥有集群组的主机上执行空间回收。

• 为了获得最佳存储性能，您应尽可能频繁地执行空间回收。

您应确保已扫描整个 NTFS 文件系统。

• 关于此任务 *

• 空间回收耗时且需要占用大量 CPU 资源，因此，通常最好在存储系统和 Windows 主机使用率较低时运行此
操作。

• 空间回收几乎会回收所有可用空间，但不会回收 100% 的空间。

• 不应在执行空间回收的同时运行磁盘碎片整理。

这样做会减慢回收过程的速度。

• 步骤 *

在应用程序服务器 PowerShell 命令提示符处，输入以下命令：

invoke-SdHostVolumeSpaceReclaim -Path drive_path

drive_path 是映射到 LUN 的驱动器路径。

使用 PowerShell cmdlet 配置存储

如果您不想使用 SnapCenter 图形用户界面执行主机配置和空间回收作业，则可以使用适
用于 Microsoft Windows 的 SnapCenter 插件提供的 PowerShell cmdlet 。您可以直接使
用 cmdlet 或将其添加到脚本中。

如果要在远程插件主机上运行 cmdlet ，则必须运行 SnapCenter Open-SMConnection cmdlet 以打开与
SnapCenter 服务器的连接。

有关可与 cmdlet 结合使用的参数及其说明的信息，可通过运行 get-help command_name 来获取。或者，您也
可以参考 "《 SnapCenter 软件 cmdlet 参考指南》"。

如果由于从服务器中删除 SnapDrive for Windows 而导致 SnapCenter PowerShell cmdlet 损坏，请参见 "卸载
SnapDrive for Windows 后， SnapCenter cmdlet 断开"。

在 VMware 环境中配置存储

您可以在VMware环境中使用适用于Microsoft Windows的SnapCenter插件来创建和管
理LUN以及管理快照。

支持的 VMware 子操作系统平台

• 支持的 Windows Server 版本
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• Microsoft 集群配置

使用 Microsoft iSCSI 软件启动程序时，最多支持 VMware 上支持 16 个节点，或者使用 FC 最多支持两个节
点

• RDM LUN

对于普通 RDM ，最多支持 56 个 RDM LUN 以及 4 个 LSI Logic SCSI 控制器；对于适用于 Windows 的
VMware VM MSCS 盒对盒插件配置，最多支持 42 个 RDM LUN 以及 3 个 LSI Logic SCSI 控制器

支持 VMware 半虚拟 SCSI 控制器。RDM 磁盘可支持 256 个磁盘。

有关受支持版本的最新信息，请参见 "NetApp 互操作性表工具"。

VMware ESXi 服务器相关限制

• 不支持在使用 ESXi 凭据的虚拟机上的 Microsoft 集群上安装适用于 Windows 的插件。

在集群模式虚拟机上安装适用于 Windows 的插件时，应使用 vCenter 凭据。

• 所有集群节点必须对同一集群磁盘使用相同的目标 ID （在虚拟 SCSI 适配器上）。

• 在适用于 Windows 的插件之外创建 RDM LUN 时，必须重新启动此插件服务才能使其识别新创建的磁盘。

• 不能在 VMware 子操作系统上同时使用 iSCSI 和 FC 启动程序。

SnapCenter RDM 操作所需的最小 vCenter 特权

要在子操作系统中执行 RDM 操作，您应在主机上具有以下 vCenter 权限：

• 数据存储库：删除文件

• Host ：配置 > 存储分区配置

• Virtual Machine ：配置

您必须将这些特权分配给 Virtual Center Server 级别的角色。不能将分配这些特权的角色分配给没有 root 权限
的任何用户。

分配这些权限后，您可以在子操作系统上安装适用于 Windows 的插件。

管理 Microsoft 集群中的 FC RDM LUN

您可以使用适用于 Windows 的插件管理使用 FC RDM LUN 的 Microsoft 集群，但必须先在该插件外部创建共享
RDM 仲裁和共享存储，然后将磁盘添加到集群中的虚拟机。

从 ESXi 5.5 开始，您还可以使用 ESX iSCSI 和 FCoE 硬件来管理 Microsoft 集群。适用于 Windows 的插件为
Microsoft 集群提供了开箱即用支持。

要求

如果您满足特定配置要求，适用于 Windows 的插件可为在属于两个不同 ESX 或 ESXi 服务器的两个不同虚拟机
上使用 FC RDM LUN 的 Microsoft 集群提供支持，这两个虚拟机也称为跨机集群。
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• 虚拟机（ VM ）必须运行相同的 Windows Server 版本。

• 每个 VMware 父主机的 ESX 或 ESXi 服务器版本必须相同。

• 每个父主机必须至少具有两个网络适配器。

• 两个 ESX 或 ESXi 服务器之间必须至少共享一个 VMware 虚拟机文件系统（ VMFS ）数据存储库。

• VMware 建议在 FC SAN 上创建共享数据存储库。

如有必要，还可以通过 iSCSI 创建共享数据存储库。

• 共享 RDM LUN 必须处于物理兼容模式。

• 必须在适用于 Windows 的插件之外手动创建共享 RDM LUN 。

您不能将虚拟磁盘用于共享存储。

• 必须在集群中的每个虚拟机上以物理兼容模式配置 SCSI 控制器：

Windows Server 2008 R2 要求您在每个虚拟机上配置 LSI Logic SAS SCSI 控制器。如果只有一种类型的
LSI Logic SAS 控制器存在，并且该控制器已连接到 C ：驱动器，则共享 LUN 无法使用现有 LSI Logic SAS

控制器。

VMware Microsoft 集群不支持半虚拟类型的 SCSI 控制器。

在物理兼容模式下将 SCSI 控制器添加到虚拟机上的共享 LUN 时，必须在 VMware

Infrastructure Client 中选择 * 原始设备映射 * （ RDM ）选项，而不是 * 创建新磁盘 * 选项。

• Microsoft 虚拟机集群不能属于 VMware 集群。

• 在属于 Microsoft 集群的虚拟机上安装适用于 Windows 的插件时，您必须使用 vCenter 凭据，而不是 ESX

或 ESXi 凭据。

• 适用于 Windows 的插件无法使用多个主机中的启动程序创建一个 igroup 。

在创建要用作共享集群磁盘的 RDM LUN 之前，必须在存储控制器上创建包含所有 ESXi 主机中的启动程序
的 igroup 。

• 确保使用 FC 启动程序在 ESXi 5.0 上创建 RDM LUN 。

创建 RDM LUN 时，系统将使用 ALUA 创建启动程序组。

限制

适用于 Windows 的插件支持在属于不同 ESX 或 ESXi 服务器的不同虚拟机上使用 FC/iSCSI RDM LUN 的
Microsoft 集群。

ESX 5.5i 之前的版本不支持此功能。

• 适用于 Windows 的插件不支持 ESX iSCSI 和 NFS 数据存储库上的集群。

• 适用于 Windows 的插件不支持在集群环境中使用混合启动程序。

启动程序必须为 FC 或 Microsoft iSCSI ，但不能同时为这两者。
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• Microsoft 集群中的共享磁盘不支持 ESX iSCSI 启动程序和 HBA 。

• 如果虚拟机属于 Microsoft 集群，则适用于 Windows 的插件不支持使用 vMotion 迁移虚拟机。

• 适用于 Windows 的插件不支持在 Microsoft 集群中的虚拟机上运行 MPIO 。

创建共享 FC RDM LUN

在使用 FC RDM LUN 在 Microsoft 集群中的节点之间共享存储之前，必须先创建共享仲裁磁盘和共享存储磁盘
，然后将其添加到集群中的两个虚拟机。

共享磁盘不是使用适用于 Windows 的插件创建的。您应创建共享 LUN ，然后将其添加到集群中的每个虚拟
机。有关信息，请参见 "跨物理主机的集群虚拟机"。
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