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SnapDrive for UNIX 中的 Snapshot 操作是什么

通过 SnapDrive for UNIX ，您可以使用 Data ONTAP Snapshot 技术为存储系统上存储的
主机数据创建映像（ Snapshot 副本）。

此 Snapshot 副本可为您提供一份数据副本，您可以稍后还原这些数据。Snapshot 副本中的数据可以位于一个
存储系统上，也可以跨越多个存储系统及其卷。这些存储系统可以位于 HA 对或节点本地文件系统中，也可以位
于主机集群环境中的磁盘组或 LUN 中。在安装了 SnapDrive for UNIX 的非集群模式 UNIX 主机上，您可以为存
储系统上的一个或多个卷组创建 Snapshot 副本。

Snapshot 副本可以包含文件系统，逻辑卷，磁盘组， LUN 和 NFS 目录树。创建 Snapshot 副本后，您可以对
其进行重命名，还原或删除。您也可以连接到同一主机上的其他位置或其他主机。连接后，您可以查看和修改
Snapshot 副本的内容，也可以断开 Snapshot 副本的连接。此外，您还可以通过 SnapDrive for UNIX 显示有关
已创建的 Snapshot 副本的信息。在安装了 SnapDrive for UNIX 的集群模式 UNIX 主机上，您可以对包含磁盘组
和文件系统的主机集群节点执行 Snapshot 操作。Snapshot 操作包括创建，重命名，还原，连接，断开连接，
显示和删除。

使用 Snapshot 副本时的注意事项

在使用 Snapshot 副本时，应牢记一些注意事项，例如 SnapDrive for UNIX 仅适用于其创
建的 Snapshot 副本，或者 Snapshot 副本自动从存储系统复制到主机等。

使用 Snapshot 操作时，应考虑以下事项：

• SnapDrive for UNIX 仅适用于其创建的 Snapshot 副本。

它无法还原未创建的 Snapshot 副本。

• 在目标存储系统上创建 Snapshot 副本时， Snapshot 副本会自动从创建该副本的源存储系统复制到目标存
储系统。

通过 SnapDrive for UNIX ，您还可以还原目标存储系统上的 Snapshot 副本。

• 如果您使用 SnapDrive snap connect` 命令在上次连接（或仍连接）的主机上的新位置连接到 Snapshot 副
本，则会连接到源主机。

• 对跨多个存储系统卷或多个存储系统的存储实体的 Snapshot 支持仅限于不允许在软件堆栈中执行冻结操作
的配置。

• 通过 NFS 协议导出卷时，必须将匿名用户 ID 选项设置为 0 ， SnapDrive for UNIX 命令才能正常运行。

• 如果一个磁盘组中有两个 JFS 文件系统（ JFS 和 JFS2 ），则 SnapDrive for UNIX 仅支持对 JFS2 文件系
统执行操作。

• 通过 SnapDrive for UNIX ，您可以创建并发卷组的 Snapshot 副本，以及使用相同属性克隆或还原。

• 在创建 Snapshot 副本后立即执行单文件 SnapRestore （ SFSR ）操作失败。

必须在经过一段时间后重试此操作。有关详细信息，请参见 "《集群模式 Data ONTAP 逻辑存储管理指南》
"。
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