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a. # % SG6000-CN 15422 [FEAY MAC AT, HAEBEMLRIHEOM MAC Hitk,
MAC RS 5 H T BMC BIRiE O MAC ik,
EfESEMLZIROMN MAC ik, HAEFRS EHNEGEERRM *. 2 Fi, NRIFEERN
MAC 33t *09 £, NIERiROH MAC #3EELL 0B £E., NRIFE EFY MAC st * (y)
FF* 4R, NERIKOMN MAC IEELL > (y+1) 01* &2, EAILUEITE Windows T FF
Calculator , BHISENIEFHZEN, EF+70HE, %ﬁ)\ MAC ik, RSN * + 2 =* REBMHIT
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b. MMKBEIERIEM MAC ik, LIEITRILITEEIRMLE EEHiIR&ER DHCP ttiit,

C. EE IR, tAStorageGRID EHFLERZFMLITURL: +
https://Appliance Controller IP:8443

iEAT S66000-CN Controller IP. JE{EFDHCP#E,

d MRAFRTEETZLER, BEANESENREOSEEHREIEH,
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TRAELE URL B, R=ERIEER,

HEBPRE B StorageGRID 8B LEIZFETNE, B/RFELLIENERIESHERIUATIRE A
5 StorageGRID WENEE AN, ARESETREIRES, XEHBRBEESEIBERER,

NetApp® StorageGRID® Appliance Installer

Home Configure Networking = Configure Hardware - Monitor Installation Advanced -
Home

€ The installation is ready to be started. Review the settings below, and then click Start Installation.

This Node

MNode type Storage

Mode name MM-2-108-SGA-lab25

Primary Admin Node connection

Enable Admin Node discovery [
Primary Admin MNode [P 172.16.1.178

Connection state Connection to 172.16.1.178 ready

Installation

Current state Ready to start installation of MM-2-108-5GA-1ab25 into grid with
Admin Mede 172.16.1.178 running StorageGRID 11.2.0, using
StorageGRID software downloaded from the Admin Mode.

Start Installation

2. INRFEMER DHCP 3REX IP #itit, NS LAGEFRSERE A%,

a. AR LR AR SS EiC A M E %22 SG6000-CN =28 LR A MIAY RJ-45 ik,
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StorageGRID &M IFXHRN . zip 131, HAEEFE StorageGRID 1&& 3 S 89 L miA0 S a1 E 4k
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p
1. 1£ StorageGRID iR&REEFH, B * LEMKERE * > * #REE

" MEHEREE " THETRERSE, HPEamsS NS ERRO.

Network Link Configuration

20 00

) EEEEEEE" +Ti
5®)

A You might lose your connection if you make changes to the natwork or link you are connected through i you are not reconnected within 1 minute, re-
oenter the URL using one of the other IP addresses assignad o the appliance
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PERRERIIH T ERSIHONERIRES (Boh/ xH) FHRE (1/25/40/100 Gbps ) »

Link Status

Link State Speed (Gbps)

1 Up 10

2 Up 10

3 Down N/A

4 Down N/A

5 Up 1

6 Up 1
BR8] DT E A

° * ERRIREE * IREN * 10GbE o

° *IROPERT * KEN * BE * o

° MWFMIEMLE, * WEHERRN * IREN * E6hEHD * o

° WWEHEEA * EEML *, HRNESHERIIREN * ML,
© BERBRRMNSE



Link Settings

Link speed | 10GbE

Port bond mode | (@) Fixed | () Aggregate

Choose Fixed port bond mode if vou want to use ports-2-and 4 for the Grid Network and ports 1
and 3 for the Client Network (if enabled), Choose Aggregate port bond mode if vou want all
cennected ports to share a single LACP bond for both the Grid and Client Networks.

Grid Hetwork

Enable network

Network bond mode | (@) Active-Backup () LACP (802 3ad)

Enable VLAN (202.1qg) ]
tagging

MAC Addresses ol6b 4b42.d700 S506b4b42:d7.01 S06bc4bdaZ.di 24 S0.6b4b42.d7 25

If you are using DHCP, it is recommended that you configure a permanent DHCP reservation. Use
all of these MAC addrezses in the reservation to assign one IP address to this network
interface.

Admin Network

Enable netwaork E|

Metwork bond mode @ Independent {T) Active-Backup

C.enneet the Admin Network to port 5. Leave port 6 unconnected. If necessary, you can make a
temporary direct Ethernet connection to port § and use link-local IP address 165.254.0.1 for
ACCESS

MAC Addresses d8:c4:9723:24:05

If wou are using DHCP, itz recommended that you configure a permanent DHCP reservation, Use
all of these MAC addresses in the reservation to assign one IP address to this network
interface.

Client Network

Enable network | |:|

.'E'n'ebling the Client Network causes the default gateway for this node to move to the Client
Metwork. Before enabling the Client Network, ensure that you've added all necessary subnets
to the Grid Network Subnet List. Otherwise, the connection to the node might be lost,

2. PNRIE RIS ML im O {ER25 GhEFERRRE . 15 MBS IR E T HIFFRPEF* 25 GbE*,

TR T MR M P iRME NS B AT IR EH A EREHITE R, EUTER SFP28 I
M2 L4 SFP28 Wk 28,

3. BAHZAITRIERA StorageGRID M4,
P PILE JI BT, AR BEZE AR It L
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a. NRIGEREZDNEENS, BEUHEPEIENEN * BRAMLE * Ei%iE,
Admin Network

Enable network

b. {RIGEEEEEIETFIHMLE, FiEREF KK * BRARNE * E%E,
IR B RS IR O R E P IR AiR E.
4. FENK, HEEROAPEELHMEZHEERE

IRFIER:

© AMBMEFIRMNIEET * BE * M * LACP * . BHTNEIMWEZIEEM—R VLAN #512. &rILIE

£ 0 3 4095 ZjE|MI{E,
° BRNEEMLEERE * &M * o
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Link Settings
Link spesd 10GLE j

Part bond meosde { Fioed {+ Aggregate

ce ports 2 and 4 for the Grid Network

d). Choose Aggregate port bond

a single LACF bond for both the Grid and

Grid Network

Ensble network p

Network bond mods {~ Active-Backup (o LACF (202 2ad)
If the port bond mode is Aggregate, all bonds must be in LACP (B2, 3ad) mode.
Enable VLAN {B02.1g) p
tagging
VLAM (B02.1q) tag 328 =]
Admin Metwork
Enable network p
Network bond mode {~ Independent v Active-Backup
Connect the Admin Metwork to ports 5 and 8. |f necessary, you can make a tem ry
direct Ethermnst connection by d n G, then connecting to port &
and using link-local IP address 169.254.0.1 fo
Client Metwork
Enable network F
Network bond mode {— Active-Backup (o LACP (202 . 2ad)
If the port bond mode is Aggregate, all bonds must be in LACGP (802, 3ad) mode

Enable VLAN (802.19) |7
tagging

VLAN (80213 tag 332 -]

o. WEMMANERREIHRG, BE *REFE

SNREH T FRIEEIIMAE SRS, AT RUTFHESE, MR HNKEIEE. BEANE
(i)  “StorageGRID BEMEIMIPHAL > —BIHNIIREREIZFHURL: +
https://SG6000-CN Controller IP:8443

HEXER
"SG6000-CNIZ 23RV IR O 48 E ="
"Eg & StorageGRID IP3it"

fig & StorageGRID [Pt

&R LUfEFS StorageGRID & &R EFIEF1E StorageGRID Wig, BIEMNEF imME LEE
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REFMET RFTEAR IP tAtANEREER.

XFUIES
TN E BEENE LRSS NE— 155 IP, 3(F 9 DHCP R385 LRI D EC— R ATELY,

NRBEERACE. 155 WA XELISG6000-CNIEHIZEAY TR EC & RI5 A,

il
1. £ StorageGRID KB LEEFH, %F * EMEEE >~ IPEE *o

AT 2R "IP Configuration” TIE,

2. EECEMRWL, BENERY * ARMLE * B0k * §35 * 8 * DHCP *,

Grid Network

The Grid Metwork iz used for all internal StorageGRID traffic. The Grid Metwork provides connectivity
between all nodes in the grid. across all sites and subnets. All hosts on the Grid Metwork must ke able to
talk to all other hosts. The Grd Metwork can consist of multiple subnets. Networks containing critical grid
sernvices. such as NTF, can also be added as Grid subnets

P ® Static (O DHCP
Assignment
IPvd Address 172.16.3.72/21
(CIDR)
Gateway 172.16.01

A All required Grid Netwark subnets must also be defined in the Grid Metwork Subnet List on the
Prmary Admin Mode before starting installation

Subnets 172 18.0.0/21 4
(CIDR)
17218 0.0/21 b4
102 168.0.0/21 + %
MTU 1500 &3l
Cancel
Save
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3. SIS * B ¢, BFRBUT S RECEMMRMNLE:

a. {£F CIDR FRTERINGRE IPv4 ik,
b. FARIX.

INREHNELENX, BEEMRWNEERFS IPv4 i,
c. NRBEAERM, B MTU FERENERTERMAYE, 1909000, &M, BREEINE 1500

[e}

@ MEH MTU [BX05 T3 RS R IR O EECENELE. BN, AJiskENE
PERER) R IR B B R

N T RIGRAEFEILEE, WAEFTE T BRSO EREMM MTU (&, RIS
() REEEIHALEMIURBERAZER, URHE - MHRE MTU TR © £55,
SEFTAMEEIE MTU (2518,

d 8&*RE"S
SN IP #uhkRY, MK FMFIRATEESRZEEN,

YNR5 StorageGRID K& RFIZFEZMFF, BERENINSECRIFRZS IP it EHWA URL. I
9. +https://services appliance IP:8443

e. NI F M 5IR EFBTIR.

INREEREFR, WFEZMEMEMK, 15TEBIFAAE Mg FRERL AR MK BE)
StorageGRID R¥&RY, EHITEE EET = _ERIRIAR RIS F 517 AR TE XX LRI PILE T W

() FobBisG. NRREREFENE, NBABEEERRERERL,

* BARIFN, BREEEANER 4 &RE—MFEEM.
* BERIBRARERBIFM, IR ERFRET %o
fBERE

4. INREFT * DHCP * , IFIRIBUUTH BECE MERILE

56

a. J%&#E * DHCP * Bitigsllfs, & * RE *o

RS BDET * IPv4 ik, X * 0 FM * FE. 1R DHCP ARSS[IKENIE MTU fE,
*MTU * FERHETRIZ(E, HERFERBTENREL

289 Web H¥i28= BohEE A2 StorageGRID & & REEFZFHIHT IP ik,
b. HIAMERLE F M5 R IEFBTIR

NREEREFH, WEEZMEMEMK, 1EEBIFIE NS FRELFEES MK B
StorageGRID 38, EAMIEEEIR T R LRI IS FRF R A E SOX LRI I F Mo

(D) FolbBiksm. MBREREFHME, VARG ERNERERR,



* BARIFN, BREEEANER 4 RE—MFEEM.
* ERIBRARERBIFM, IFRERFRET %o
c. MNREBMEAERMN, B MTU FERENRNERTERMANE, FI409000, BN, FHRERIAE 1500

[e}

@ MEE MTU BX5S T3 ARSI RIG O EECENELE. BN, AJieskENE
PRER R IR B B R

N T RGREMANERE, WS T RBMIEMLAE0 ERERM MTU &, MRS
() #EE ERLMMIURBEASER, NAME * MERE MTU FLE * Bk, H3EFHE
RIZE KB MTU {EEBHER

a BEREFES
S. ERCEBIEME, BENEMN * BEWLE * S0 HiksE * #5 * 5 * DHCP *,

() =mEwERS, PAEERRENE LEREERS

Admin Network

The Admin Metwork is a closed network used for system administration and maintenance. The Admin
Metwork is typically a private network and does not need to be routable between sites.

P ® Static () DHCP
Assignment
IPvd Address 10.224 3 T2/21

(CIDR)

Gateway 10.224.01

Subnets 0.0.0.0/32 +
(CIDR}
MTU 1500 &
Cancel
Save

6. WNFRERF B, BREUTSBEEEENS:
a. f£f CIDR R ENIRE LHNERIRO 1 MAFHS IPv4 tthllt,

BBiwO 1 L TFISEAWNTED 1-GbE RJI45 tHORIAEM,
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b. T NMIX,
NREHNMELENX, BEMWNAEERFHS IPv4 itk
c. MNREBMEAERMN, B MTU FERERNERTERMAIE, FI409000, B, FHRERIAE 1500

[e}

@ MEE MTU BX5S T3 ARSI RIG O EECENELE. BN, AJieskENE
PRER R IR B B R

d B8F*RE"
By IP #uhkRY, R FMFIRATEESREEN,

YNR5 StorageGRID i &R EIZFHIERETF, EEAERINISECRIFERS IP HULEHBAN URL . I
U, +https://services appliance:8443

e. INEEME FWFIRERBLIR.
1 BIE R 7S AT LU R B X I TR PR A F Mo

() EremmABEREREEREMR,

* BARIFN, BRESEANET 4 &E—MFEEM.
* EERARERBFR, BFRERFRET %o
fBERE
7. WNREFET *DHCP * , BIRRIUATH BRI EEENL.
a. & * DHCP * Bitigsllfs, S *RE "o

RS BDET * IPv4 ik, X % F0C FW * FE. 1R DHCP ARSS[IKENIE MTU B, T
*MTU * FERHATRIZ(E, HFERFERBITEANREL

&/ Web N 5282 BhEE A ZF StorageGRID & & RERFHIET IP Hilit,
b. HINEIEMLE FMFIRIERBTIR,
EANEITE R 7 P LA IR B X 15 1 PR B F Mo

() FEremmABEREREERERMR,

* BARINFM, BRESEAET 4 &RE—TFEEM.
* EMBRAREABFR, R EMFRET %o
c. MMREBFERERMN, 1HF MTU FERENRNERTERMBIE, B0 9000, SN, BERERIAE 1500

o

@ MR MTU [BX05 T3 RS i O EECENELE. BN, ARk EMLE
tERERASHIEEER.
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d BF*RE"
8. BRERFIHMLE, BTEREN * BFIHMLE * Bk * #5 * 50 * DHCP *,

() =mEzFERE, SAEERRERE LEREFBNE.

Client Network

The Client Metwaork 15 an open network used to provide access to client applications, including 53 and Swift.
The Client MNetwork enables grid nodes to communicate with any subnet reachable through the Client MNetwork
gateway. The Client Network does not become operational until you complete the StorageGRID configuration

steps
IF (® Static ) DHCP
Assignment
IPvd Address AT 47 T 183721
(CIDR)
Gateway 47.47.0.1
MTU 1500 =

0. NRER * #E *, BRBUTHIERER P IHMNLSE:
a. £/ CIDR RTEMNBES IPv4 ik,
b. BF * RTF *
C. HIAZ P IRILRMKRY IP It IFFETIR,

CD MRBATEFHENSE, NWEERMRIABR, RANBRBERTFENENX, HETERA
B IRMENTESEEMED,

d. MNREBFEAERM, HE MTU FERENNERTFERMAIE, 1409000, BN, HREHIAE 1500

o

(D MR MTU [BX05 T3 R SRR RGO EEEENELE. BN, fTaexkEMNS
MERER B IR Bl B Ko

e B RE",
10. INBHEIET * DHCP * , ERBL TS BEEE P IBME:

a. j%&#E * DHCP * BitiRsllf5, S *RE *o
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ARGz BRNET * IPv4 ik * H * X * FEo Y1R DHCP Ar55281KE NI E MTU {E, M *MTU *
FERBERZE, FEZFERBETENRE,

&89 Web N 5B BEIEE A E StorageGRID & RERFAIF IP Hit,
a. AR EE EH.

@ MRBATEFPHEME, NEERMIABE, ABBERTFPENENX, HEERA
& P IRRLEEY TTEB EE IE O,

b. yIREFAERM, B MTU FEREVERTERMAIE, £I%09000., BN, FREMIAE 1500

o

@ MLEE MTU BXS T3 R FTEER RGO EECENELE. BN, ARk ENE
tRER RS IR B AR,

BXES
"BELISG6000-CNiZ 23 AV ACE"

BOTIEPLRIZE

BN HIART LA iR {E AR StorageGRID 4R, BIIL@TMEMXIRE, B
it StorageGRID KB LEREFSARFW LR IP st 7 [8AV&EE, &R ] LAIEIE MTU
BE

PIE
1. M StorageGRID & ZEEFRE:=F, B * BEEMNLZIERE * > * Ping #1 MTU i *

tEEHE 7R Ping #1 MTU IR TIE.
Ping and MTU Test
Use a ping request to check the appliance’s connectivity to a remote host. Select the network you want to check connectivity

through, and enter the IP address of the host you want to reach. To verify the MTU setting for the entire path through the network to
the destination. select Test MTU

Ping and MTU Test

Metwork Grid et

Destination [Pvd
Address or FQON

Test MTU [

2. ML THES, EREZVIHNWNE: Mg, EERNEF K.
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3. WNZME EEADENM IPv4 it 2R EHZ (FQDN) ,
B0, ERIREEE XML EEIET = LM XHIT ping 121k,

4. 5F, EH NS MTU* EREIERS W& T BirNENBREN MTU 1RE,
50, EEILOMIRIR&E T RS HMIL AT R Z B RERER.

5 g MiAEE

MBEMRIEEE, MEER "Ping test passed" SHE, FH5H ping s5< it

Ping and MTU Test

Use a ping request to check the appliance’s connectivity to a remote host. Select the network you want to check connectivity
through, and enter the IP address of the host you want to reach. To verify the MTU setting for the entire path through the netwaork to
the destination, select Test MTL

Ping and MTU Test

Metwork Grid [

Destination |Pvd 10.96.104 223
Address or FQDON

Test MTU

Test Connectivity

Ping test passed

Fing command output

PING 10.96.164.223 (10.96.184,223% 1472(1508) bytes of data.
1438 bytes from 19.96.164.223: icmp seqg=1 ttl=64 time=8.318 ms

--- 18.96.184.223 ping statistics ---
1 packets transmitted, 1 received, 8% packet loss, time ems
rtt min/avg/max/mdev = 8.318/0.318/8.313/6.008 ms

Found MTU 1568 for 18.96.1604.223 via bre

HEXER
"ERE LK 55 B8 (SG6000)"

"EHMTUIEE"
IR B HIRRE
ZfR StorageGRID KB REREFSHMTIR/AZERIHPAIREIFIAEIER, BHIA
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StorageGRID & & & &2 A LUEEZEIHEE IP it siiitii SRR E TCP ik
M

RFUIES
fiEF StorageGRID iR ERERREFPRMNIFEOFIR, ERTLUNIRIRESMRMERE T R ZERIERE,

tesh, SRR LR EIEME P IR AR UDP iR B, FIs0MAF 9B NFS 8¢ DNS fRSS2809IK0. &
KXLEIEOMTIR, 1550 StorageGRID MEIEZENFNHEOSE,

@ IR OEER D H AR MR iE O {ER T StorageGRID 11.5.0hk. BIIFSMHT mXRMEHO
BEIEH, ENIAERSEERTEM StorageGRID ArasHIRILZEZ AN

SIE
1. 7 StorageGRID & ZEEFF, B * EMKZEE * > * mHEENX (nmap) *o

IR B i O N 15t DT

I ERRR M T AR RS TCP EEMN T REE, WTFEMhREER, RIIETIREN AR/
PO £ 1% .o

The following node types require TCP connectivity on the Grid Network

Node Type Grid Network Ports

Admin Node 22,80,443,1504,1505,1506,1508,7443,9999

Storage Node without ADC  22,1139,1502,1506,1511,7001,9042,9999,18002,18017,18019,18082,18083,18200

Storage Node with ADC 22,1139,1501,1502,1506,1511,7001,9042,9999,18000,18001,18002,18003,18017,18019,18082,18083,18200,19000
API Gateway 22,1506,1507,9999

Archive Node 22,1506,1509,9999,11139

TR LU R AR AYig & iR O 5 PR A RV E M T R Z B8V

2. A * RER - THIFIRD, ERENROWE: g, *EE HBFH
3. NEMLE LR ENIEE— IPv4 ST,

5N, ErIRERERNMEH T EET = LMK,
EREFEE—1EE, WRFIFR.

4. A TCP KOS, WESHRNHOFIRSHOTERE,
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The following node types require TCP connectivity on the Grid Network.

Node Type

Admin Node

Storage Node without ADC
Storage Node with ADC
API| Gateway

Archive Node

Grid Network Ports

22,1506,1507,9999
22,1506,1509,9999,11139

Port Connectivity Test

Network Grid ¥
IPv4 Address 10.224.6.160-161
Ranges
Port Ranges 22,2022
Protocol ® TCP uDP

Test Connectivity

o B * MIAERE * o

° NIRRT IHROALANMLEZER, WEaEE

an LA FITEREIE T 75,

Port connectivity test passed

Nmap command output. Note: Unreachable hosts will not appear in the output

# Nmap 7.7@ scan initiated Fri Nov 13 18:32:@3 2820 as: /usr/bin/nmap -n -oN -

Nmap scan report for 10.224.6.160
Host is up (0.80872s latency).

PORT STATE SERVICE
22/tcp open ssh
2022/tcp open down

Nmap scan report for 10.224.6.161
Host is up (0.20060s latency).

PORT STATE SERVICE
22/tcp open ssh
2022/tcp open down

# Nmap done at Fri Nov 13 18:32:84 2020 --

* NMREZEFHNEILT Ik D*&Iﬂéﬁl_?ﬁ, BENROIF—PE S MIEE IR

22,80,443,1504,1505,1506,1508,7443,9999
22,1139,1502,1506,1511,7001,9042,9999,18002,18017,18019,18082,18083,18200
22,1139,1501,1502,1506,1511,7001,9042,9999,18000,18001,18002,18003,18017,18019,18082,18083,18200,19000

= 7R "Port connectivity test passed’ " JHEo. nmap

-e br@ -p 22,2022 10.224.6.160-161

2 IP addresses (2 hosts up) scanned in 9.55 seconds

NEEFEEPRER

"Port connectivity test failed” " JH2., nmap S HIHTITERERE T 5,

FENRMITHELIERRORIRES A "closed" .
StorageGRID NMS RSB HAREZ TR LE

ap.A
&algEs

TE-J:

17]-]&”’ élu\ﬁﬁt ?ﬁm%,.\\y\?%ﬁ?%ﬁm\
Bk R,
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© Port connectivity test failed
Connection not established. Services might not be listening on target ports

Nmap command output. Note: Unreachable hosts will not appear in the output.

# Nmap 7.70 scan initiated Sat May 16 17:07:02 2020 as: fusr/bin/nmap -n -oN - -e br@ -p 22,80,443,1524,1505,1506,1508,7443,9999
Nmap scan report for 172.16.4.71
Host is up (@.00020s latency).

PORT STATE
22f/tcp  open
80/tcp  open
443/tcp open
1504/tcp closed
1505/tcp open
1506/tcp open
1508/tcp open
7443/tcp open
9999/tcp open

SERVICE

ssh

http

https

evb-elm
funkproxy

utcd

diagmond
oracleas-https
abyss

MAC Address: 00:50:56:87:39:AE (VMware)

# Nmap done at Sat May 16 17:07:03 202Q -- 1 IP address (1 host up) scanned in @.59 seconds

° MREEN—DHZMEE IR DR ILHOARKSIMEERE, NABEIERSER "Port connectivity test
failed” " JBHS. nmap i YITEREIE T 5,

TEEER R ESHET TCP EEAImEEN LHENRD, BEXRAXKZXGEEEFAAT. NRAFEE
ErERz, MitbwmOsRESR " Bk ", HERIEESWIAIGHELE,

() iesh, FRFILHE "closed " BIH

© Port connectivity test failed
Connection failed to one or more ports.

Nmap command output. Note: Unreachable hosts will not appear in the output.

# Nmap 7.7@ scan initiated Sat May 16 17:11:01 2020 as: fusr/bin/nmap -n -oN - -e br@ -p 22,79,80,443,1504,1505,1506,1508,7443,9999 172.16.4.71
Nmap scan report for 172.16.4.71
Host is up (@.00029s latency).

PORT STATE SERVICE
22/tcp open ssh
79/tcp  filtered finger
80/tcp  open http
443/tcp open https
15@4/tcp closed evb-elm
1505/tcp open funkproxy
15@6/tcp open uted
1508/tcp open diagmond
7443/tcp open oracleas-https
9999/tcp open abyss

MAC Address: @@:50:56:87:39:AE (VMware)

# Nmap done at Sat May 16 17:11:02 2@2@ -- 1 IP address (1 host up) scanned in 1.6@ seconds

BXER
"L "

JHIRIFIEC B SANtricity RS EIEE
Zo] LAfEA SANtricity RAEIER NI FEITHIZE, FHEMEMNEMEITFIZIRPEMENS

d\
15N
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AHRVRTS. Ltbsh, EEBILLA E &5 AutoSupport BEERIE, FEREBEAERER
i O RYE ™ MIZ & &3% AutoSupport JB 2.

]
* & EIHIESANtricity RAEIEEE"
* "E£SANtricity RAEIESZPEFEHIRE"
* " StorageGRID & &L EIZFIKEFEITHIZZHIIPHIE"

G EMIAIRISANtricity RS ETE2S

Eol g R B IHNTFEITHI28_ EBY SANtricity RAEIES R IGITFEITHI2S R P aEMSEC
& E %% AutoSupport .

BEENRA
* WIEEFRAZZFNWeb 5

© BEd AR EIE23IA10) SANtricity RAEIERS, BT E RE StorageGRID , HEMMAEEFHISEEIE
BENPREAR A AT PR

* E{FF StorageGRID & &R EIZF 17 SANtricity RAEIESS, EUIATR SANtricity RAEIERREIER
R &fMEE,

* E{FEFH Web %28 E #2117 SANtricity System Manager , &8 H SANtricity System Manager BI25
R &fEE,

EFAMISEIESI T StorageGRID &&ZEIEF 510 SANtricity RAEIESS, BHNLE
(D sANtricity Bl 8.70 SUEBHRA. EEILER StorageGRID R EREIRFFASE * 18 *> * %
F * RIOBEHRA.

MR E IS IR R EFZF 18] SANtricity RAEIERBEENA T RIEBAMEE E 27
@ AutoSupport . SANTtricity System Manager FEVIFZIHEEFIR(E (BISNALEH) RiEATFIEE
StorageGRID 1&&. AEEEIRM, BRERRIERTEIEEIBEREMSEIPIGREIITER

e}

XFIES
RIS AR B FEC B IS IZMIMNER, B =Fh75757] LUIAIR] SANtricity System Manager :

* PRI FEKREPZE S StorageGRID ZRAEFRIT R, NMREA StorageGRID & & REIERF FRISRIED

~o0

() mEwsE, EHEEBER StorageGRID &8 REI2RFIHI SANtricly RASES.

* NRIIKEBEZBE N StorageGRID RLEHFMT =, HFEAMISEIREEPT = E LAY SANtricity RAEIE
FEI R,

* YNRTEfEA StorageGRID IR RERRF I MIZEIESS, Mol UERAEZEEIERERON Web XN aSEIER
i8] SANtricity R4 SR8,

ItIEP B S5 ERIA1E) SANtricity System Manager B2 8, IIREEIXE SANtricity R EIERE, 15T
EEEGER P&,
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@ EAMMEEIEEREN StorageGRID & & RERER, ErILLKIR SANtricity RAEIERE, MARILE
FEFGFENERIR,

1EE] LAER SANtricity REEER BT TARS !

* FHEREDIRAIERE, /O FEIR, CPU FAXRMEHEFIHRELNIE
* BAAMRS
* ZRNIhREBEEE MR

&R LAEA SANtricity RAEIERIEU TILE:

* FhEIERISS NP AN BT ER, SNMP ERHAFZATER
* FiEEHIZERPAMH E &5 AutoSupport 1 E

BX E &% AutoSupport WEZFHER, 1BEEW E RIISXEF L,
"NetApp E RIIRF XL ILER"

* RapRL e, BTHRIITeRE WRERATRSLZLIEE, WESHITIHSE)
* BT iAiR SANtricity R4 EIRSSHNEE R ZY

p
1 HITUUT#REZ—:

° f£f StorageGRID & & REZFHIXEFE * B * > * SANtricity RAEIESS *
o FRMIMEEIESSFHILE T R*> appliance Storage Node >* SANtricity A4 E IEEs"

@ MR XEEIMA AR ETRERIE, WNIERFETEIZEN 1P i, X ERFHE
1=HI28IP: +LLIIRISANTtricity System Manager https://Storage Controller IP

HEPE R SANtricity RAEIRIMNE T,
2. REAHNEERES,
(D sanviciy RgBESER— M ERREE, FHDEHERSZERE,

R ERRERS,
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Set Up SANtricity® System Manager

Welcome to the SANtricity® System Manager! With System Manager, you can...

* Configure your storage array and set up alers.

» Monitor and troubleshoot any problems when they occur.

s Keep track of how your system is performing in real time.
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a. %&$% * B * LUIAIE) SANtricity R B IR2RRIBLANEE BN,

b. EFRABAEEEIR * KB * > * iR * 9 THRER.

C. 1RER "UNfAl " IHBRIG BB FHMEER, SNMP ERFALKHAETER.
2. BEIRFfEIEHIZRZE A 4RI AutoSupport o

a. %&$% * FBh * LUIAIE) SANtricity R B IR2RBLAEEEN,
b. BN EEBIAY 215> T FH 08859 T fRAutoSupport ThEE,
C. 1B "UNfa" " W EAEIE AutoSupport .

B XL E StorageGRID RIBUEAFERAEIRIFEAMNER FAIE E &5 AutoSupport JH E RV E{KIHEE,
1B E StorageGRID EIRiHEAHIEZE "E &% AutoSupport FUILIRIZE " o

"&I2 StorageGRID"

3 MRMEEBATRMBRLIEE, FUEHEER2ER.
a. 4% * #Bh * LUiAIE) SANtricity R EIRERAIBXHI BN,
b. EFREXNEENR * IRE * > * RS * > * T2THEE * BH THEHRR 2.
C. 1R "N " AR ERR 2N,
4. R AE N EE R T,
a. &R * #BBh * LUiAIE] SANtricity R4 EIRRHIBXHI RN,
b. {EFEAHIEEBNRY ¥ T * > * FFEMETIEIR * 5050 T REERE.
C. ¥ZIR "N " BB,
HBXER
"Web %3 25 K"

"{§Fi StorageGRID 18 & R EIZFIG B IF LI HI28 8 IPHibL"

7ESANtricity RAEIRRPERFHRE

{ERTIUER SANtricity RATERRIBH BRI S NBHAY, HEER
HSERITFEIER, FIARE MR 5 IR EX a0,
EREHNE

* BIEEERARSHFIIWeb 528,

© Bl AR EIERR 1R SANtricity RtEIRSE, T MABEFEIREEERNIR root IHRIAIR,

* E{FH StorageGRID 1&&REIZF iR SANtricity R EIESS, BNIATR SANtricity RAAEIRREIER
R &f/ME,

* B(FER Web %28 E#Z1/18] SANtricity System Manager , & IF1EH SANtricity System Manager B2 5
FFR&fMEE,

@ EfEAMKEIESRL StorageGRID & & L2150 SANtricity R EIERE, BHMRRE
SANtricity El4 8.70 S E =k,
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Home Hardware

HARDWARE
Learn Mare »
Legend v I Show status icon details )
Controller Shelf 99 - ﬁ} [+ ﬂ& EI Show front of shelf
Fan Canister 1 Power Canister 1 ’:J Fan Canister 2
Controller A
* *
Controlier B
Powrer Canister 2 ’:J

MEEZREE , BRILEER N FEEGEE, ST FEERIZRPEMN, WIEIRE, RPOXBMENTRER
(WIFRB) . EEAUEERAHEE.

a. BEEESMAEHIZRMIRE, BEFERSE, ARMETIGRERERE * EFRE S
b. EEEMBREEHAMAHNRE, BEAREEENAN.
C. B BHMEBRIER *, AEEREEENAN.

MERIRIEE, EOUEEFHERISHERIY BEER (WRE) HREEMEEME.
MNBFEXFEMABHIRT, 15 Recovery Guru PRSI N EHER HEX R AT IF

£ StorageGRID 1§ & REEF KB FEITHIZZAVIPHIIL

’éﬁ‘ﬁ1i%?”‘”rﬁﬂ%§iﬂ’]'mi¥iﬁ”ﬁ[| 1 ﬁﬁ:’I 18 & 1EHER SANTtricity System Manager FYEIER
&, MR EM StorageGRID & B R EIZFIH18] SANtricity RAEIEE, MANMAETNF
EIEFIEISE— S IP ik, DR ASERSIEHISREPNEGNITH SEHFNERE
E
BERENAS

* IBIETEE AR LUEEE| StorageGRID BIEMEHNEMIBEER iR, HEEFERANIRSE B,

© BPRERSEIARMAEE S Web AN

KTFULES
DHCP BRIt AT LARERY B el Joizhl2s o ECEsaS P #itk, LAMBR—ERIEIAIE) 4.

@ RE LTI EEI StorageGRID & REZF (B> SANtricity RAEIRS ) MK ETELR (T
m=>* SANtricity R EIE2S*)151a]SANtricity RAEIRIRN, A ROBREIHREL B,
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TR

1. EEP IR, JAStorageGRID & RZEIZFHURL: + https://Appliance Controller IP:8443

i&BTF “Appliance_Controller_IP" . {#{EfAIStorageGRID M4&_Li&&FRIIP#HLE,
IEEHE B StorageGRID 1& & R332 3 Tl Ho

2. 7eF * LB * > * FEITHIRNEKE *
LB B R Tr i fl 28 MR AC E TUE,

3. IRIEEHIMKRECE, WF IPv4, IPv6 HXFE, HEF*EBA*,
4. i FEIETRR IPv4 Hitit,

DHCP B AFfitizhlZs ERiR 0 EC IP #ILRIRIAT o

(D) 27 DHCP BAIREBE/H M

IPv4 Address Assignment i Static @ DHCP
IPv4 Address (CIDR) 10:224 516621
Cefault Gateway 10224 .01

5. (AI%) REFEEHISERBOMES P ULk,
()  cEznEEBOSEES P, &N DHCP RS LM STARRL,

a. R EBES
b. 5 CIDR RJEHN IPv4 ik,
C. HNBRIAM X,

IPvd Address Assignment ® Static DHCP
IPv4 Address (CIDR) 10.224 .2 200/21
Default Gateway 10.224 0.1

d 8FF®E"S
N AP B E e RT BE R 22 T L 90 AR Bl

EHEESANtricity RGBT, SR FERFFEHSIPHIULEANURL: +
https://Storage Controller IP
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EcEBMCHO

SG6000-CN #=Hlzs ERENREIRITH|2: ( Baseboard Management Controller , BMC )
AR REREM T EXBAHIRSES, FARFEAN SG6000-CN =H|ZZECE SNMP 1RE
FIE D,
B

* "E{BMCHEORIRERS"

* "I BEBMCERim AP

* "JHEBMCHRE"

* "J3SG6000-CNIZ4| 2SR B SNMPIZ & "

* "HERIGE B FHRIER"

FEMBMCEONIRERS
ﬁ??éﬁm, ;f@/\\gﬁi\EE& BMC root }EHF' El‘JEEEgo
TRENAR

© BEEEFIREEERRSHFIIWebN 525,

KFULES

BRREIIGHEN. BMCREArootl FRIRIAZERS (root/calvin) o EUANERK root FAF RYERS LURIF IS
RS

3
1. EEFIHH. HIAStorageGRID & & REIEFHIURL: + https://Appliance Controller IP:8443

iEFTF "Appliance_Controller IP" . R {EIStorageGRID M4E Li&&aIIPHIL,
IEEHE B/ StorageGRID & & REEFE A TTE,

2. e} * ECERE *>*BMCECE * o

NetApp® StorageGRID® Appliance Installer

Home Configure Networking + Configure Hardware ~ Monitor Installation

BMC Configuration
Home Storage Confroller Metwork Configuration

IttBYi§ B 7~ Baseboard Management Controller Configuration T

3. TERMERIF D F PRI root BKF BIFT R,
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Baseboard Management Controller Configuration

User Settings

Root Password | seees

Confirm Root Password | seess

A BERE
18 EBMC IR AIPH L
TEI51E) BMC #O2 /1, &9 SG6000-CN 1125 LA BMC BRI ORE IP #ulk,

TBEENANS
* BIEE P IREEERRZFRNWeb 588,
* IRIETE A AEREE] StorageGRID MEMEAEIER P i,
* BMC B2 ORNER TSI XIFERNEIEWLE,

XFIAES
HFZFER, BMC ERimOATFHITIREEHE AR,

@ TRERLEOEED RS, PIEHNAEEENLS, NRLBIENETA, BFE BMC kO
RIEZARFALE, BRIFRASZIFIER BMC &z

gl
1. EEF . HiAStorageGRID 1§ & REFRZFHIURL: + https://SG6000-CN Controller IP:8443

iEFF "SG6000-CN_Controller_IP" . {#R{E{aIStorageGRID M£E_Eig&BIIPHE,
IEEHE B/ StorageGRID 1& & REIEF T AT E,

2. e} * ECEREMF *>*BMCECE * o
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3.

4.
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NetApp® StorageGRID® Appliance Installer

Home Configure Networking Configure Hardware - Monitor Installation
( BMC Configuration )
Home Storage Controller Metwork Configuration

It AT 2 Baseboard Management Controller Configuration I,
LT EIEREY IPv4 ik,
DHCP @ AZimA 57 S IP shiteIBRINF &

() 27 DHCP BAIREBE/H M.

Baseboard Management Controller Configuration

LAN IP Settings

IP Assignment " Static & DHCP
MAC Address d8:c4:97:28:50:62
IPv4 Address (CIDR) 1
Default gateway 10.224.01

AL BMC BIRHIRESE 1P Hik,
() fmmrzn BMC ERBOSEES 1P, 5#E K DHCP Fi5S5E Lrotl TR AL,

a EBR RS,
b. {#F CIDR RTEHN IPv4 ik,
C. HNERIAMI R,



Baseboard Management Controller Configuration

LAN IP Settings

IP Assignment &+ Static " DHCP
MAC Address d8:c4:97:28:50:62
IPv4 Address (CIDR) 10.224.3.225/21
Default gateway 1022401
e [
d 8&*RE*S

N PR BY B LR AT RE TR 2 13 #HRY A (alo

iHiR BMCRE

&R LA BMC EIEix /Y DHCP 833 IP #isikif[a) SG6000-CN =H28_ ERY BMC %
Ho

EREHNE
* SG6000-CN F2#28_E ) BMC BRI RIER BT LRI SRR,

1. 5 A\BMC#[MJURL: + https://BMC_Port_ IP
ﬁﬁﬁ:_F BMC Port P —F\ ﬁmDHCPj%IL;\IPi‘miJJ:1’E?gBMC’:EqiEﬁ#JﬁDO
LB’ B/~ BMC B RIHES,

2. EREEELERIArootZIEETIE BRI A root AR BED: + root

password
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root

I- Remember Username

NetApp® | forgot my password
3B ER

e 7R BMC 15 BiRo

A % Sync 2> Refresh A root ~
*
Dashboard Control Fanel

# Home - Dashboard
# Dashboard

& Sensor

Device Information
BMC Date&Time: 17 Sep 2018

62d 13"

18:05:48 System Up Time

FRU Information More info @

EITEFIE Erie & Today (4) Details & 30days (64)

Details

® Threshold Sensor Monitoring

All threshold sensors are normal.

\ |
Settings
Login Info Login Info
m Remote Control 4 avents 32 events

Power Cantrol

~

Maintenance

® Signout

4 S, HWATLIEE  RE > BREIE FREEE S o BARAEEAR.
() 4BPERESN, RATESETIEREEUEERSM,

BXES
"EBMCE O RYIRERS"
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79SG6000-CNiZHIZSECESNMPIRE

NRERABNEGECE SNMP , METLUER BMC /9 SG6000-CN £HI23ECE SNMP
K8, BAURMERZeHXFRE, BA SNMP EBHHRZIEERT SNMP Bir.

BEENHRA
* EHEINEAE) BMC 5 B,
* {813 SNMPv1-v2c I&&EECE SNMP 1REHFEEB LK,

S
1. M\ BMC 5Bk, %#E *18E *>* SNMP 18 *,
2. 7£ SNMP I8 BE. L, %% * BA SNMP VINV2 * , RAERHPEHRFZFEMIEEHXFZFE,

QX FAREMUTAR ID SEE, ENERIE, UBHLENEERNEXRNZRENER, REHX
FFRAIRIPIRERRRERNEIER,

3. (A% % - BANH T, ABHAFBEL.
() 8 P HEHEAS SNVP IEHHEHT P . FEFRLREES.

YNRFAEE SG6000-CN = HIZR7E SNMP 125 4 TR EIRSI I BIRE L X BN, 152 AMKM. FafHaIEE
ERSMAMEH RSB LR E R E,

4. 5E, WaBRE * RENEHREH - R ERIZE,
o WRIREIEH, BRE*RE .
NERIZE BT B FEA

NREREBERETIRIT X B FERAFER, WABER BMC REACE SMTP IRE, A
F, LAN Bt5, EiRREMEIinites,

BEENAR
TRIE A5 1R BMC 152 4R0

XFIAES

£ BMC REY, EAUERKERNE LN * SMTPIRE *, * BFAEE * M * TaFMinikss * XIREER
FERFEA
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# Home - Settings

Settings Configure BMC options

& 5 B aa

External User Services KVM Mouse Setting Log Settings Network Settings

Y © O

Platform Event Filters RAID Management SAS IT Managemen t SMTP Settings
SSL Seftings System Firewall User Managemen it SOL Settings

oL
il
=

SNMP Settings Cold Redundancy NIC Selection

PR
1. BidE SMTP I8 &,
a. FEFE*IEE *>* SMTPIEE * o
b. WF A ANBEFHEHE 1D, EMNERAEFHREHL,
B FER AL TE BMC &R IZ BB FHRABSVER & 4 AR 4,

2. RERAP IERER,
a. M\ BMC 581k, EEF 88 *>* AFEE ",
b. ZE/FM—MAF UZWEIRIE,
TR AP EEN B FHRMFHIEE BMC mMERXERBAMAMIL, FI0, ERILURM— M @ERBR, 6l
0 " notification -user , * ", FERAKXKAZIHFEIPA EmailRix®E 8 89 FHBAEHLL,
3. EEEERAY LAN BT
a. &8F ¥ IgE * > * FEEMIHIESR * > LAN Bin o
b. E/DEE— LAN B1F.
" R BFERY  ERBIREEL
* XF BMC AR &, HEERTAIANNAR &,

. i@%@iﬁﬂﬂ?%’l\ﬁﬁ)ﬂ#ﬁ%ﬁﬁﬁ)ﬂF%ﬁ%ﬂ&ﬁ%ﬂ%?EB#, AR ZAN AR ZFIN—1 LAN B
To

. RIXMAER,
4. FREZIREKIE, LUEE X BMC KX ERABTEIFIGIE.,
a. 3% 88 T > * TABHHESE > BIREE
b. AEA LAN BiREDEE—MERSK,
* WFRBARS, EEE . 1
* A TFEIGIRIE, T BEMILBRAEER o
* F LAN GBS, EE*1,
* EEREESET, EEFEHRRE LAN BAT.
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o EEEFMmER UK A RSN ERERIBNAF .
a. & *IgE * > * FaEMmESs * > " Sk <
b. I FEIRKRIEARS, N *1%o
C. NEBAMERRANS N HMEIRIRIESR.
* BRI EBIRRSE, BECRSEFHUMESAEIES ARk,

" NEARHEBRSEWLESEM, 5% "Sensor Type" (fRRAE3RE) K Al (22 " (FrERRER)
*, Fk#E "Event Options" (2T 7 "All Events" (FRESEMH) . MR FAFEREM, &
FILATH I E CR PR A0

Bk BRTRME

MRBATHRINE, MBS R2FAEERS2E (KMS) MNERERIPIKE PRI
&, BIEYEERSIMNIESFRIER, ERNEREETEREAEHEATRNE, #B%E
KMS miZE 3 iEHiafE, FEEBUHEIEET SNE,

TBEENRE

EEHBXEE StorageGRID BYiHEARE X KMS Y58,

KXTFULES

BRT HRMEZERISERFEEEN StorageGRID i RECERIIMNPEZIAEERRSE (KMS) o 81 KMS (8
KMS £28%) MRERER EFARETRNNEER. XERANER T NRMBRISEFEMHEE EBVHE

BTN ERE

FILAFE StorageGRID HiZ23k KMS 2 BT EAEMMERRFREILILE. GXESWAES, BENEE
StorageGRID BIiBAHRH X KMS MIg&EEEERNE R,

* MRAREREZAKET KMS , NERE LEATRMEBAGHEANNZEE T KMS BY StorageGRID ik
=B, KMS EZEHIBTINER 8.

* MRALEMIREZAIRIZE KMS , NEASSHRETRNIEREET KMS HAERL KMS &, 3
BRT HRMZERNSMEERIT KMS ZHIBTINE,

@ BRT T RMZRILEEEE EEENKMS Z B FER A SRR AR R 2 InF 2 AT
ME, FRAEKREFIKEN KMS RIEE, SNIREFZREIMBRIRERIRIF.

MR KB NHEHRITHBREN KMS &, NI AeRIgE EOEE, HFEBIEEREZER. WRTEM
KMS e RFBETR, WSHMXMER. IREFERKMS BLE, KMS B, 5 KMS BIEEEETF
FMRET KMS AR StorageGRID RFHMIFRIEE, MFEIARILEZEA,

p
1 3TN ER, ARBNREITEEGEEM IP itz —,

https://Controller IP:8443
Controller IPE=""StorageGRID MEHFER—MWLE LitHiTH 28 (MR EFMHEITHIZE)RIIPithiL,

IEAHE 2R StorageGRID 1§ & RERFETITHE,
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() 8 KVs BEMBENEE, METEHERN KUS B, NS TRY,
2. 4%~ EREAEME * > " HAME .

NetApp® StorageGRID® Appliance Installer Help ~

Home Configure Networking - Configure Hardware - IMonitor Installation Advanced -

Node Encryption

MNode encryption allows you to use an external key management server (KM3) to encrypt all StorageGRID data on this appliance. If node encryption is enabled for the
appliance and a KMS is configured for the site, you cannot access any data on the appliance unless the appliance can communicate with the KIMS

Encryption Status

A You can only enable node encryption for an appliance during installation. You cannot enable or disable the node encryption setting after the appliance is installed.

Enable node encryption |

Kev Manaaoement Server Details
3. &8 * BRATSRME *,

ERILECHIER BRAT RME MASEREE. BREFERE. FHRIRETRIHEStorageGRID R4H
HKMSIZZSAHFIRHEMZE L, REIRER, BRFRATRME,

@ BERT T EIMZMIEERIMEIESR KMS B StorageGRID I65f5, BT EEIEX LT e
B KMS 1n&,

4 JEERE
S. R &EE N StorageGRID ALEHHITI =,

Hig&iHiR) /Y StorageGRID IERECERY KMS ZARY, EXFFIAEAE KMS EHME, REEFRE
KMS IIZIIZRETRHERSR, IR E/LDHE, EABRTIREFNEEER.

RERVIZECE —FEVEYIE KMS MMERH, ZBAZIELS MES, HESERALIR

BHINZZAHITING, XMINBZRFLE, BIBATHRNEZNE&IARA
StorageGRID = EEER KMS 23 A1k,

SERl/E
BAUBEETRMERE, KMS FAEEUNIEET R FAEFRII EEERRER.

BEXES
"&I2 StorageGRID"

"ELEHPIRI T EET R InE"

A]%: FEARAIDIRT ({XPESG6000)
EoI ATEIRE EE O EM RAID 1218, LUAREMEMMEEK, BRETEIEBILSFFME
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TR ZEE U RET .
TEBNAR

* IBIETEE AR LUEEE| StorageGRID FIEAZE F o
* BRImEEZ TN Web 5

KFIEAES
ERREMENEFET R ZE, ERTERUTEEERTZ—:

* *DDP* : IR/ \ MBI B ERAR N EREIREIEE, XEFIEIRENIIAENIER. 5 RAID6
18tt, DDP AlRE&RSeItaE, 4ErEkniss X ERFZERIERNE, HENWEE, DDP EAJ7E 60 KEhaFik
BERRMEHEERER.

* *DDP16* : IR E 16 P EIEIREIZREAM A BRI IKEEE, FtS DDP 18LL, FHEUXES. 5
RAID6 18tt, DDP16 FliEmRStItRE, JErEREheifEiaVEREMNE, BUEEHRHEFNEFERER.
E{EF DDP16 =1\, EHIEEXNNELDES 20 PIKRIEE. DDP16 NMEMEEXFF.

* *RAID6* : IHIERE 16 M E SRR TNBIERR B BRILIEEIEE. BEA RAID 6 121, EHEEEX
MEVES 20 MEGHES, BFAS DDP FALL, RAID6 AJLURSIRENEMENE, BFREBINEKRZH
StorageGRID FiEH{EA,

@ MR B BTSRRI ERE StorageGRID , MEZ RAID iR SMIFRAIE X LS, XS
EHIFTE IR A,

p
1 3TFNEER, ARBNREITEIZHEEM 1P itz —,

https://Controller IP:8443
Controller IPE=""StorageGRID MEFER—MWLE it HiTh2 (MR EFMEITHIZE)RIIPithiL,
AT 2R StorageGRID & REREFETIHE,

2. ¥R =% > * RAID 1B * .

3. 7£ * ECE RAID 3 * TiE £, MEXTHFIRPERFIFER RAID R,
4 BERE"

BXER
"NetApp E RIIRGAIHILR"
A3k BRI B LRiE O

Ea R BRI EFET S LA SRR O E RS B AEIINTmO. Hld, BFFERT
B)‘J_ki E.Iﬂﬁ?%\ ’ u'_JR ﬁ'é?%giﬁﬂgéﬁﬁﬁﬁmo

TRENAS
* {®4CE1E /18] StorageGRID &R EER.
* BEKRAE, W RTREE M HTERIER.
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@ NREBHIREHEMIIHO, NAREERBERNROKREENH TERER, MREERENEHT
tfim R EEEMRMIEO. BRI IRE ML 15 BB B FRim O E RS

p
1. 7 StorageGRID I8 &R ERRFH, B * EEEMKEE * > * BFfiHO * o

A% 2R Remap Port T,

M * RILR * THItERR, HESEHMETMEOERME: WK, EERIEF K.

M I * FHIERR, %3 IP thiY: TCP 3% UDP,

M BRES A * FHAES, EREANIROEMMGTIRESM: AL, HIFZNHE,
MF * RigiRO *, AAEEHRSHNIREONRES,

MF * BEREIEO *, BRARERNREORS.

B RMH <,

N o g k~ w0 DN

LERY, #FrimOBRGTREARIBIRP, BHFHRETIEILENERL.
Remap Ports

If required, you can remap the internal ports on the appliance Storage Mode to different external ports. For example, you
might need to remap ports because of a firewall issue.

Metwork | Grid j Protocol | TCF j

Remap Direction | Inbound j Original Port | 1 =
Mapped-To Port 1 =]
Network Protocol Remap Direction Original Port Mapped-To Port
" Grid TCP Bi-directional 1800 1801

8. EMIFRIHOMREY, HEFREMIROMNII AR IR, ARBE * BEREEMRN * o

HEBILEFHET R

TEMEBEEIESGE, EaLUEHEHEFE R StorageGRID REFRFMET 5. HIESEHE
NIFET =BT, ,dk__fl«,(ﬁﬁ?u%tﬁﬁlzﬁﬂﬁ StorageGRID & &R EREF.

EBEENAR
s MREBRRIGET =, BRERITIRENHIPTIE,

"RIFFHIRE()"

* IR REREENRINIES, HEEZEIEHWNEHERBD.
* Bf#EF StorageGRID R REEF NILIGEICEMMLHER, IPMMiEOEHMRS (WREBE) .
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* BB D ERAIgEITREIERIZ N — IP tuhit, SR LAHERIE1ERERY StorageGRID LS EALL 1P itk
* BE&FZE StorageGRID R EEIET =

* StorageGRID I8 &R EIZFHY P ECE UE L5 HBIFRE MR NS F R B EEET = _ERIRIERILEF
FIRAE Xo

* BHARSEICABMEE R RN Web 528,
XFIES
SN FESEBAE—IFET . EMZEE T LUEETIMEMLE, BEMENE P HMNE
E7f StorageGRID AFAHF B IGHFFHETI R, 1FIHIA StorageGRID IGELEEZEFHIMITUT LT E:
* EALIEE S RIAEEIET 28 1P it U F#ET R B9R2 R,
© ERIAFHAERE, HEFSIEETEHTRRMY.
c UREHETHNRERETSE, EILUBIERIIMSEIES, HUEFREMET SH5EM StorageGRID
TRMEPEIIERME T,

@ NREFE—RBEZMLET R WAILUERABMITREIIRE configure-sga.py IRER
BRI,

 MNRERITY BRMEIRIE, 1BIREBHENEAHITIRIE:
o BIGRIFHET S AMEIIME StorageGRID £4:, 182 WE XY & StorageGRID Z4RIIHEA,
° BEEMEREPHBIGEEMT R, BENEXMEMEIFHYIHA,

TR
1 F TN, ARRNGEITEIZGEI2ZH IP #ilk2—, + https://Controller IP:8443

AT 2R StorageGRID & REEFE T NHE,
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NetApp® StorageGRID" Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advanced «

Home
© The installation is ready o be started. Review the seftings below, and then click Start Instaliation.

Primary Admin Node connection

Enable Admin Node =
discovery

Primary Admin Node [P 172.16.4.210

Connection state Connection to 172.16.4.210 ready

Mode name

MNode name MetApp-SGA

Installation

Current state Ready to start installation of NetApp-3GA into grid with Admin Node
172.16.4 210

Start Instaliation

2. 75 TEENREE  BoP, HERTTERETEET R IP i,

NRFTRIEELBIBP OPRET HMTI =, N StorageGRID I&&RERF BRI 1P #ilk, Bt
EXBEETAHEDL—NEET admin_IP FEMMET S FE—FM L.

3. NRKERIL 1P SR EE LU 1P sk, EHEEM L
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1IN Description

FohiA IP a. BUEES - BREETRRI * Ei%E,
b. FEpEN IP Hidlk,
C. BEREFS
d. FRNERORES, 88 IP HubE&EmMLE,

B AMFrEBEENETEET R a. ¥ - BREETN AR * Ei%1E,
b. FFE A IP #utFIR,
C. EE%‘B%ﬁtiﬁé?’?ﬁ%*ﬁuﬁ“E’\JIW%&?E?%E%EE%

/TN O0

d BF*RE"
e FRERRS, &8 IP MUbESEME,

4 1 TREBEN - FRA, BAERTHRETRNER, ARELE*RE".

TRBAMRDEL StorageGRID RAFMIIRET R. ERREMBEESNTRIIE BIRETR)
Eo MMRFE, ERILEMET RBSERZ.

S. I RE AP, HIASFIRSH EEFIBRE" node name FEAEEETRHNNIE admin ip "HEA

TR RE R,

NRRBRA * FHARE * 11, WAlFEREENMERENIRAIKE. BXRHA, BHERIRENREMLR

B,

@ MRBHFFMETRISEMBBATRREBF, HEMELEHREIR, ARASERTHREE
BIET R NIMEMYHP, +RIEHIRE()"

6. 7Z StorageGRID RELEEFENF, BE * FRRE ",

LEPRESIE EROR "Installation is in progress , " ", AT ERIGIEELETHA,
() OREBEFHHNGRRRETE, HHE  BERE ",
7 MRFBEESMREEETS, BN REEERESTE,

@ MREBRE—NRPEZSMGEEED R WA LUERBaITREETIZE configure-sga.py
REBLREMA, HANERFEEDT =

EESE
YRR

"REFFIRE ()"
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BIEFESERE
FERETAH AT, StorageGRID REREBRFRIRERT. RURERME, BEKEH
R,

pA
1. B eRHE, BRE  KERE

"Monitor Installation" TIEIE B RLEHE,

Monitor Installation

1. Configure slorage Running

Siep Progress Status

Clear exsting coniguraton I Ccrieic

Configure volumes Li i | Creating volume StorageGRID-obi-00

Configure host settings Fending

2. Install OS Fending

3. Install StorageGRID Fending
Pending

4. Finalize installation

BERSIEERYREEHITHNES. FBERSEFRTEMINTTRRIES.

@ LEIEFIHRELNREPTRNESFTSERMET. NREESMETRE, WAE
SNz THEAESEHSETREEIRSHFNIRZ skipped o

2. BEAANTEMBRHE,
° o BCETFE "

TEULRNER, RERFRIERIFMHETFIS, BRENNEERE, 5 SANtricity Z{HE(E UECES UKL
BEFMRE.

° o Wi OS*
TELERNES, LTRIZF R StorageGRID WERIZIERAMGEREHIT)ILE,

3. WHRUSIERENE, BIE) * R StorageGRID MIAEIZEE * MERER, HEMAREHA LRF—FHE
, RTECERREERREEET R ORISR, ST T,
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4 HEMKEER. HERFEFHETR. AR5THStorageGRID £
EMRERGPAE * RE

Home

Monitor Installation

1

=

£

Configure storage

Install OS5

Install StorageGRID

Finalize installation

Configure Networking -

Connected (unencrypted) to: QEMU

platform.typen:
[Z2017-07-31TZZ:
ontainer data

[Z2017-07-31TZ2Z2:
[Z2017-07-31TZ2Z2:
[Z2017-07-31TZZ:

[2017-07-31T22:

[2017-07-31T22:

of node configuration
[ZO17-07-31TZZ:
[Z2017-07-31T22:
[2017-07-31T22:
[2017-07-31T22:

-07-31T2Z:
-07-31T22:
-07-31T2Z:
-07-31T2Z:
-07-31T2Z:
-07-31T2Z:
-07-31T22:
-07-31T2Z:

Cii) =1

Q09:

09:
09:
09:

Q09:

09:

Q9:
09:
09:
09:
09:
09:
09:
09:
09:

09:
min Mode GMI to proceed...

Configure Hardware -

Device or resource busy

12.

12.
12.
12.

12.

12.

1Z.
12.
12.
12.
12.
12.
12.
12.
12.

12.

3625661

3662051
3696331
5115331

5700961

5763601

h813631
5850661
5883141
5918511
5948861
2983601
6013241
6047591
6078001
.b1609851
.b145971
6182821

* 5, % 3 MERSERk,

HoilfbigF LM E
EeI L B2 &N IRE
EF IS

Bt =R

EMEENTFEESZ D

UKRECER

INFO —-

INFO
INFO
INFO

INFO

INFO

INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO

[INSG]

[INSG]
[INSG]
[INSG]

[INSG]

[INSG]

[IN3G]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]

IMonitor Installation Advanced -

Complete

Complete

Running

Pending

NOTICE: seeding ~wvar~-local with c
Fixing permissions

Enabling syslog

Stopping system logging: syslog-n
Starting system logging: syslog-n

Beginning negotiation for downloa

Please approve this node on the A

EESUE N

Z4™ StorageGRID #%t,

StorageGRID E£flsk— P AEE 7Y StorageGRID EFIFFE B .

5% 4 FNER * STRRREE * FHiR. FiER 4 eRlfE, ITHIERISE
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BEHBPITREMEE, BERUT—IHEZNEDL:
* BIE—1 JSON Xt#, BTIEEIRENEEIRE, £ StorageGRID i8& % E2F L% JSON X1+,

() eanERR-—x#REES M.

* A StorageGRIDconfigure-sga.py FiF B B 1&EBIPythonflZs,
* EAHEM Python BIZAEIE T StorageGRID RZRVE AL ("WE ") »
En L B E B StorageGRID Bnfift Python fiizds, WAILAEREEIEARSI, HEBIAEES

(D)  CALNRKRBEMEETAHRER StorageGRID %3 RESTAPI . HSIERL4HIET
A X T EMIZEStorageGRID ZEXHHIEE,

fEFStorageGRID K& LZEEF BB RS

e IEREERREE 2N JSON X4 B EIRE. & LIfER StorageGRID 1&& %
R EEXE,

TEBENAR
* BHIIGE M FUERS StorageGRID 11.5 S{E SR T BRI RITE 4,
* ATE R SR S 2 IR R B A B Y18 & L MStorageGRID 1§ & L E12F.
EFUES
B TISEREES, FINREEUTARS:
© MIIRLE, BIEMLZINZ P IHMLE IP Hikk
* BMC [0
° PLREERR
o IROSEET
o MLEHERET
£ _E1ER JSON XHERB IS E 1B E LLTE StorageGRID IE B L ERFTFERZ I TEFIHITRENERES,
LTHEHREZEEREZ M N AN, BRA—RNE— M1 aEE X,

@ MEELRNAEARHZEENETENRERIZE. WA LIER configure-sga.py A, +'{&
Fconfigure-sga.pyfl A B L EMEEEIRE T ="

3
1. ERUTAZEZ—5%RK JSON 3Xff:
° ConfigBuilder I 2%

"ConfigBuilder.netapp.com”

°, configure-sga.py REEMZA, ERILIM StorageGRID IRFRERRF (* #EBh * > * IRBECE
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automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
https://configbuilder.netapp.com/

iz ) TEULEIA, 155 REXERA configure-sga.py il B ohfc & AV A,
"fEFconfigure-sga.pyfii&s Boh REMAEL B IKE T A"
JSON XA H RBIRRMTE L TEK:
c M —TMNEMNENE, ELEE 1 NFER, HFEREE 32 MNFR
c AJUFERFE. HFMEFH
° FEEMEFHHLHER. BRENEEHF
@ 1EMALR JSON XTSRRI (IMEBHF) =H—R, BUEIETEER JSON X4
FEEZ TR
2. EFEk > BEIMKREE
LA BRSBTS,

Update Appliance Configuration

Use a JSON file to update this appliance's configuration. You can generate the JSON file from the ConfigBuilder (§ application or
from the appliance configuration script.

A\ You might lose your connection if the applied configuration from the JSON file includes "link_config"
and/or "networks" sections. If you are not reconnected within 1 minute, re-enter the URL using one of the
other IP addresses assigned to the appliance

Upload JSON

JSON ’ Browse

configuration

Node name - Upload afile v

3. EEEE HENEER JSON Xff.

a. Y R
b. SREIFPERE
. R T

B EEHIIELX 4. BIESRETME, XHRRBEREERBEERICEIL,

R JSON XHHBEE RS "link_config" , "networks" ZiXFREBIEZRS, NIATRER MR
() FAopemEs R 1 SRNREREE, BERSRARENEM P it > — B
MINIRE URL o
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Upload JSON

JSON Browse appliances.orig.json
configuration ; )

Node name --Selectanode v

LRI ER JSON XHFHRE X WIRE T R B IFEAT * TRBNR © ThibR.

@ MRXHTLH, WXAHZBETHLE, AEREMEERER—FEIRES. EEEIXXER
RNATFIIEE. ERILUEERA ConfigBuilder SRIARABBAHT JSON X1,

4. K * HRER* FHYRPEE—IT R
BB A * RZF JSON BCE * #25H.
Upload JSON

JSON Browse appliances.orig.json
configuration ) )

Node name Lab-80-1000 v

S. 1%&$E * W JSON ERE& * o

IHEECE I M A T RE T3 Mo

£ configure-sga.pyfilZ&s Hoh &M E KT T =

eI LUEA configure-sga.py AT BN ITStorageGRID KB T R liIF S LENICE
ESHHE, SELENIEEFEET R, IREBREREIRSE, WHATESZEGA.
S UERLLHAS R E 1SR S 2/ JSON X5
ERBIKS
* g FELRRENEF, HEERIEHNNEHEBD,
* BfEF StorageGRID I8 ERERREFNEEET RECEMLS TR IP i,
*NRBRETEETS, WEMEH P #it,
CMRELENREHMT R, WEHEFEEDN S, HEEMEH IP #il,
c WFEFEETRUIMIFIET R, EEFEETR ERREMEFMFIZRAE N StorageGRID 18 8& L2

i

3
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FFRY 1P BCE DIE L5 tHBYFRE WA IR F o

* BETH configure-sga.py XHEZXHESTEREIEF, EHAILLBTEE StorageGRID IRERE
TERFHRY * FBE) ¢ > * IREREMRA * KRR X Mo

(D IHRES R ERTFRECERAGLTREAEEE —ELENERAF. 5E, EhallER
StorageGRID K& REEF B MITACE. +"EfStorageGRID k&L EIZF HiLEIR&E"

T
1. BREABFIEIT Python BIZSHY Linux &,
2. BREAXHZNEEN—REUNREETBASHIIR, BREAUTRE:

configure-sga.py --help

o configure-sga.py FIRERENFHZ:

o

advanced AF&%kStorageGRID i&&XXH. SEBMCEEMEIEE S IREHFIARERNJISONN 4
° configure AFEERAIDIER. T =RITFMLZSEL
install FF#fStorageGRID &4

o

° monitor FAFEStorageGRID it
° reboot FAFEHBIMEE

MRBAFHL(BER. LB, TR, GEXEHBMN)SEH. ABRAN —-help EIEREIZ—MEEMX
&, HRRETEXZFRS+HoBEMNEZFHER configure-sga.py subcommand —--help

3. EMfpNGE T RIVHFIRE. BEEPBAUTAR sca-install-ip RIRE T RBE—IPHIsE: +
configure-sga.py configure SGA-INSTALL-IP

ZRBETRENEA IPER, SREIEELTRN P IR EXERE, MEHEFIRNEZHER.

Connecting to +https://10.224.2.30:8443+ (Checking version and

connectivity.)

2021/02/25 16:25:11: Performing GET on /api/versions... Received 200
2021/02/25 16:25:11: Performing GET on /api/v2/system—-info... Received
200

2021/02/25 16:25:11: Performing GET on /api/v2/admin-connection...
Received 200
2021/02/25 16:25:11: Performing GET on /api/v2/link-config... Received

200
2021/02/25 16:25:11: Performing GET on /api/v2/networks... Received 200
2021/02/25 16:25:11: Performing GET on /api/v2/system-config... Received
200

StorageGRID Appliance
Name : LAB-SGA-2-30
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Node type: storage

StorageGRID primary Admin Node

IP: 172.16.1.170
State: unknown
Message: Initializing..
Version: Unknown

Network Link Configuration
Link Status
Link

Down

Link Settings
Port bond mode:
Link speed:

Grid Network:
Bonding mode:
VLAN:

MAC Addresses:

Admin Network:
Bonding mode:
MAC Addresses:

Client Network:
Bonding mode:
VLAN:

MAC Addresses:

Grid Network

Speed (Gbps)

10
10
10
10

N/A

FIXED
10GBE

ENABLED
active-backup
novlan
00:a0:98:59:8e:8a

ENABLED
no-bond
00:80:e5:29:70:f4

ENABLED
active-backup
novlan
00:20:98:59:8e:89

(Static)

CIDR: 172.16.2.30/21
MAC: 00:A0:98:59:8E:8A
Gateway: 172.16.0.1
Subnets: 172.17.0.0/21
172.18.0.0/21
192.168.0.0/21
MTU : 1500
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Admin Network

CIDR: 10.224.2.30/21 (Static)

MAC: 00:80:E5:29:70:F4

Gateway: 10.224.0.1

Subnets: 10.0.0.0/8
172.19.0.0/16
172.21.0.0/16

MTU : 1500

Client Network

CIDR: 47.47.2.30/21 (Static)
MAC: 00:A0:98:59:8E:89
Gateway: 47.47.0.1

MTU: 2000

S i i
#HHH4 If you are satisfied with this configuration, FHHH#
##### execute the script with the "install" sub-command. #####
ifddssdddddpdddtdtdtdsddddpdgdtdtitittgadamandndmanA Ak

4 NRFEFXLFIEEPHEMAE. BER configure BFEMENNFH<S, Hlal. NREEGERTF
EEIEEET AP ER N 172.16.2.99. MALUTHZA: + configure-sga.py configure
-—admin-ip 172.16.2.99 SGA-INSTALL-IP

S MNBERSHIBERDEIJSON . 1BEFEA advanced Ml backup-file Fap<, fFlal. MNREHZHAE
BIPHINEENIGEIECE SGA-TINSTALL-TP BB NI appliance-SG1000.3son. MAUTRE: +
configure-sga.py advanced --backup-file appliance-SG1000.json SGA-INSTALL-IP

BEERERESN JSON XHRFEARITHENR—BR.

@ KMEERE JSON XHEHRHINET RBZFR T SIRERMILE. B/ H#HITERER
, BRIFBRERNFENHAFH2ME 7 ## StorageGRID API ,

6. NREXNGHIEERHE. 1B5FEMH install M monitor AFLEIGEMNFHS: + configure-sga.py
install --monitor SGA-INSTALL-IP

7. NBRBEHEMNES. BEWAUTRHSB: + configure-sga.py reboot SGA-INSTALL-IP

B¢ Bt & StorageGRID
MEMET G, ZoJLIB5IAcE StorageGRID £%t,

ERBHNE
* RIS REEIIR T BT SO AO
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X Description

configure-storagegrid.py BFBnhEcER Python il Zs
configure-storagegrid.sample.json BT R GIERE XS
configure-storagegrid.blank.json BAFHARN= 6B E X

* BB configure-storagegrid. json BBEXH. BRI, EAILUMESURGIEEXXH
(configure-storagegrid.sample. j son)ﬁi?lﬂ@ﬂ%fiﬁ: (configure-storagegrid.blank.json

o

XFIAES

e LAER configure-storagegrid. py PythonflZ&#] configure-storagegrid.json FAF BIEC
& StorageGRID Z2FMIECE X 5o

() coTUERREERRNRE AP RERS.

T
1. BREABFIEIT Python BIZHY Linux &,
2. FRARRLZEIENE R

f5)%0: + cd StorageGRID-Webscale-version/platform
Hi: platform}J debs, rpms B vsphereo

3. 1517 Python RIZAHE A ECIEMECE X M4
fBign:

./configure-storagegrid.py ./configure-storagegrid.json —--start-install

FERIE

—MREE . zip XPREREIIZEPER. A THIGTRENEEIENERP, EUTENMERHE
, UEE—IHZ IR AR ERPEERRE StorageGRID R4, i, FHEFIFRENEHMELEMN
REMNBFHENLE.

() mEeXErASIRE, RNESSTRTM SorageGRID RIHIKIEIIIHHAZ,

NREIEE N E KBNS, MFEERE Passwords . txt JIEHEIKIARIStorageGRID RLFMHIZE,
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FHHH AR AR R
##### The StorageGRID "recovery package" has been downloaded as: #####

#H4#4 ./sgws-recovery-package-994078-revl.zip #h#H#
#HHH4 Safeguard this file as it will be needed in case of a FHHH#
#HH#4 StorageGRID node recovery. #HH4##

R A A A A A A A AR AR AR AR AT RS

AASTEETHRINEERREHAE StorageGRID £4i,

StorageGRID has been configured and installed.

%3 REST API #fiA

StorageGRID 12t TR A FHITLEESH REST API : StorageGRID %% API #
StorageGRID & &R &EER AP .

X API & Swagger FFRE API & i APl 3X#Y, Swagger RiFF XA RMIEFLZARTERFRE
5 AP #1TRE, LA APl SNl R SEFLED, ANXERE EAEINE Web $2ARF JSON  ( JavaScript
FWERF/RE) BIER

(D fEF API ST DTATTRYES APIR(EIS A SKESIEME, 1BER, FTEHEIRMEIRE, ERamIFRE
BRI E bR,

1 RESTAPI sp % EEHE API BY URL , HTTP #2fF, ERWMFEIAER URL SEUAKTREARY API PR,

StorageGRID %%t API

RBEEENREE StorageGRID A4, UNEFRERITEEET SAMER, StorageGRID &4 APl AR,
A LM MR EIELREd HTTPS iAir]%%E API

Zipn) API X1, BHEIEEETR ENREMI, AREMEE=AEE * 8B * > *API X *,
StorageGRID &% AP S3E L TERS :

* config —5 API B9 muhRASHEX BVIR(E, @RI AT Xk 4SS H5097 smhR A EE API ARZS,

* AR ¢ - PARRECE IR, WA LRI ERMRIRE, SEMNRIFAEE, MRMEFR, MEEELUKR
NTP #0 DNS AR5528 IP ik,

* "Nodes - TRRFINEERE" . ERIUKREMNETRIIE, HERNETR, EEMRTR, EEMNETR
UK EEME T RRECE,

* BB B BIRE. ERUEMEBIRIEHEEREIRFIRES.
T IRE * —EEETAMERE, BRAUEERER, LEMERHE, BB UKREEMERIEINRE.
* recovery-package — & R E {4+ B RIIR1E.

* bR —IhRRELBIRIE. SRR, BE, RBRFEHRER.
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StorageGRID & &% &2~ API

BILAMIBIEHTTPS/iRIStorageGRID & & REI2FAP| Controller IP:8443.
Eifin) API X1, 1B ENI&E LA StorageGRID B RERER, ARMIZEZAERR * #EB) * > * API XX * o
StorageGRID & &L EIZF API B1ELITE 9 :

kg —ATFERENEEIT SRR,

1 BIENNEMEEMBIRERIRTE,

* CEHELE - —FATEEENEG LRERAISERIRTE

© o RE AT RIS EREN R RERSIRE,

* * WLRIEE * - 5 StorageGRID & EHIME, BEMEFIHEMERE U KILEROIREHEXHIZE,
*IGE AT EBVSSERESENRE, GEERENEXRAANEEAERNEEETRIP,

* ZI—RATERBMITEISIMIREH ENIRIE,

* AR —ESAHRIGEE R XBIEE,

* uploadsg —FF k1% StorageGRID R3S {4RUIR1E,

MR R TR AR
MBEAREREBINE, EESHHRENMERNTEXNEEHHERTELRE
#Eh,

BXER
"B IR BN

"X R IR R T R R

EZESG6000-CNITHI2sAY B oS

ENISEIEBEEJRER, BMC £ SG6000-CN 1542810 R—RYIBohE, EalLbi@
ZANEE XL,
EBEENAR
* BB N{AiAIR BMC 5 E MR
* NREBEFERAETFRZBIETUKVM). NESBERERKVME BEF A EEEEENELK,
* NREEFEA LAN E£E1T (Serial Over LAN , #fEs%5) , MABFER IPMI BEZBZITH & NEERD
209,
T
1. FFEUTHEZ —UEEREFITHIZBNE R, HBREREMNIZE.
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N

& PREIRE
VGA £l & * %¥ VGAEREE
* VGA 4itk

KVM * KVMRFHER
* RJ-45 45tk

B TRO * DB-9 SB{T4i%
* EIBRITRIE

R * EIBRITRIR

 MREFEANIZ VGAEHE, BERITUTEE:
a. ¥ VCGA NERSEEIIEEEMN VGA ik
b. ZEF IS 2 RAIARE.
- MBEEAKRZE BMC KVM , iERITUTHE:
a. &3 BMC EEiROHERE BMC Web HH,
b. J%&#F * ImARITH * o
C. BEI KVM ,
d. EEPEESE EEFNE,
. NREERANEHRTHOMEL, BEHRITUTSE:
a. EEFIREEHERY DB-9 BT,
b. EAIZE 115200 8-N-1o
. THEIBIT BITRIRITENRHD,
- WNRIEEAKRE SOL , BRITUTHE:
a. £/ BMC IP it & R EIREZES IPMI SOL .

ipmitool -I lanplus -H 10.224.3.91 -U root -P calvin sol activate

b. EEEMRITAR LA,
- R TRERERILENAE,

(aeE) eI
&u7 F R ERE.
HP AFEENERTETEEMNSZIEOFR ( Network

Interface Card , NIC) [Ef%,



%z R

RB NREHENE, REEEENRRB.

FP A FRREHEMOEE M. THREEERS
IEERT,

fit RERFiIEFHETR:

ARG EEFHSFMEEHISSEIIEEH S SANtricity
BRERZRED,

c o NREHREIR FIMERARERE, BH
TUTTE:

a. ffaik SG6000-CN 1ZHl28 5 MZEITH 28
Z EMIMIR B iE4 4% B F EERE,

b. RIEFEEM—IRNZRE L, ARER,
C. NRTEMRIREER 1, BERRRAZ

.
HC AFZIEENEIMA StorageGRID LR,
WY StorageGRID & &% &EIZFIEEIETT.
HA StorageGRID IETEiE1T.

EESG6000-CNITHIZEAVFE IR

g05R7E SG6000-CN f=hles B ahiy & £HEHFEIR, N BMC [IER— IR, &AL
RIEFEEA BMC REEEXEHEIRNG, ARSRAFRA AR o
EREHNE

* EREfAEE BMC 5 84R0

I
1. M BMC 58k, i%#F * BIOS POST Code*
2. BFENYRIRBALHREETRHER,

NRBTRUTE—HIRA, BERARSFFRA AR R B o

(e ETN
OX0E RIEITHCED
OxOF RINEHALED
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Qe
0x50

0x51

0x52

0x53

0x54

0x55

0x56

0x57

0x58

0x59

Ox5A

0x5B

0x5C

0xDO

0xD1

0xD2

0xD3

Oxd4

0xD5

0xD6

0xD7

R
NEDENHEIR. AFRETHHRNFERERRS.

REIELTEIR. SPD 3EERAKK,

RFIRLEIR. RERNTHERTFRIRAF LA,

REPRLEIR. RMNEIRTARZ.

RIEERRFANIRLIRIR

RLEANF

CPU AT RE LN

CPU AILEC

CPU B#RMELAIREHIL CPU &1 HIx

RE) CPU A SIS ERKIN

REB CPU $HiR

=& PPl ~a]H

PEI BfiE& BMC Bk K

CPU #tafLsEiz

JERTHIIE I EEIR

rAHIIA L EEIR

LRI AT A

PCI HRDECHEIR. HIFEFEo

[RBIED ROM & B8]

RREEH SthigE

REHTHI NI E
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100

%z
0xD8

0xD9

OxDA

0xDB

0xDC

0xDD

OxE8

OxE9

OxEA

OxEB

OxEC

OxED

OxEE

OxEF

OxFO

OxF1

OxF2

OxF

0xf4

0xf5

0x70

SN
BT

MEENETAHEE ( Loadimage iR[EIEIR)
Bk ( Startimage R [EIFEIR)
INTFE R

SEMYARA

Dxe BB BMC Bk

MRC : err_no_memory

MRC : err_It lock

MRC : err_DDR init

MRC : ERR_MEM_TEST

MRC : err_vendor_specific

MRC : ERR_DIMM_COMPAT

MRC : err_MRC_compatibility

MRC : err_ MRC_struct

MRC : ERR_SET_VDD

MRC : ERR_IOT_MEM_buffer
MRC : err_rc_internal

MRC : err_invalid REG_access
MRC : ERR_SET_MC_FRQ

MRC : err_read_mc_fREQ

MRC : err_DIMM_channel



%z R

0x74 MRC : err_smix_check
0xf6 MRC : err_ SMBUS

OxF7 MRC : ERR_PCU

0xf8. MRC : err_ NGN

0xf9 MRC : err_interlef failure

BRI B AT

WRFE G PE AL IR S REMEITHI235 SG6000-CN 1=HI23 /AT /B IE, N
StorageGRID & &L EZF I GEA Ao

p
1. W FEFETHIE, BFEETRETRRE LR,

ERThHREII KRR RS, MM ERET—RIINE, BHRIIEE. XK ERETRshow 99

2. &F%F SG6000-CN 154122 89 LED LUK BMC AR 2R B afl iR,
3. NBEBEEA X AR THIA BEER), BBRARALZH,

BXES
"EE SG60007FiEixH 2R H B RPIRS D"

" { E5700 #1 E2800 R4 aisiEm) "
"&EASG6000-CNITHl28 L BRSIE R AT Fiz "
"&EASG6000-CNIZHIZEHI B ohLES"

"&EESG6000-CNIZH 28 RYTHIRFLAD"

X R EUE1 T B R HERR
YNRIETE StorageGRID g REHAEIBEIERIA, NHITHIHNEERESE,

TR ERENRE
MRTFEREIRE, WAIBFENSZREER , EBEGRERRERMINTTM.
p

1. ANRTEEREET] SANtricity R ETERS :
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a. Sy FEAEEWSE _ LT85 2589 IPHI3E XF SANtricity System Managerfi{Tpingi®fF: + ping
Storage Controller IP

b. 405 ping RIKEMEMIMBEL, EHIAEEMERY IP A TR,
fERE—FiEiEH2E EREIERDO 1 89 IP sk,

C. $NR IP HULIEH, BB IREHLMMEIRE,
NRFTARR TR B3, BERRRARZH

d. 308 ping AN, BEFTFH Web 3528,
e. B N\SANTtricity Rt EIE2ZHIURL: + https://Storage Controller IP

LA 2R SANtricity R4 EIESMNE R TUE,

2. NRFXERES SG6000-CN #5425
a. =i fEASG6000-CNIZHIZZRYIPHIUE YT & E NI Tping#R{E: + ping SG6000-CN Controller IP
b. 4N ping KRUWEMERIMLL, EHIAEFERD IP I ERTIR,

TR AGE MR ILE, EIEMKEE P ML LigsEa) IP ik,
C. $NR IPHULIEHA, BIEIREML, SFP WABHMNKIRE.,
NRFTEFR TR B3, BERRRARZ

d. 308 ping AN, BEFTFH Web 3528,
e. i \StorageGRID & &% & ZFHIURL: + https://SG6000-CN_Controller IP:8443

IEERE R F TIDIEo

TRERETRERERERFH

ARG SG6060 LETY ELR, EXLEY EIRKRERTE StorageGRID K& REREFH
, M IEX R ERE R R E e TR HITHEIR,

XFIAES
ERILUEE 7E StorageGRID K& RERFFERFUTMEERRILT RREEEERIIRE:

/

* ENCTHEE—FEXT BRIER.

€ The storage system contains 2 expansion shelves.

* * &4k * > * RAID 21 * THEH BT RSB HERTNEEEREST RS, fl, EUTREEES, BR
T# SSD #1178 1> HDD » B&FH M ELEH SG6060 BB E 180 NIKENE,
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Configure RAID Mode

This appliance contains the following drives.

Type Size Number of drives
55D 800 GB 2
HDD 11.8 TB 178

R StorageGRID &K EREREFTHEKIERFZEY BE, BEBEIILRETE .
T

1. BIAFREFTENS A B FEIEE,

2. BIFREB BT B ER,

3. MREFEER X R FIEEEY, BBRABARZH.

HEER
"SG6060: NENET BEEh%"

"R R I R (SG6000)"

{fStorageGRID & & L2 F =TI EF /S 5ISG6000-CNIZHIZS

T_StorageGRID RELREREFEITHE, EEFEEEH/E5) SG6000-CN FHl2s. i
, MRTERY, ErseEEEHNBTHIE.

XFIES
HE7TE SG6000-CN 1ZHI28151T StorageGRID IRELEZFY, IRESTE &R, RETRE, P BEER
BiefEA, EX StorageGRID I§EREERFAB A,
7z
1. 7 StorageGRID IE&ZEREFT, B * 5% * > * ENEITHIES * , REERUTERZ—:

° ¥ * EMBENE] StorageGRID * LIETI REMIMMAMBIER TEMBhEH R, MRETEM4ER
BA TN I ESF BT RMEERET, HEFRIED,

° R ENRMELIFRT © UEMBSHEHEE, RNETRIMATEPER. MRESEHMARNRZ

ﬁg%giﬂ“ﬁ,ﬁ?ﬂﬁ,ﬁ\?@é&#ﬁfﬁ pprite gy
I,
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NetApp" StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advanced -

RAID Mode
Reboot Controller Upagrade Firmware
Fequest a controller reboot. [ Reboot Controller I

Rebool inlo SlorageRID Reboot inlo Maintenance Mode |

SG6000-CN =284 EF B 5.

#3FSG6000i8

SO REEEX SG6000 KEHMITHIPTIE, ATHIEIEREIREFEZE S StorageGRID
ARBPRIEET R
S
© RS E TR
* "FHRIZfEIEHIZS EAISANTtricity IRIERA"
* "{EFSANTtricity RAEIRIZ AR IRTHESE 4"
* "B ZBERISG6060 N BER"
© "FTHRXAE 28 RIRLED"
© "EHIEROARERIEHIE"
* "BIRIFMET SIS
© ERIFEAE IS SIS R P AR R A
* "EIRAEC0IREhERY R RIRE A "
* "X HSG6000-CNIEHIZE"
* "$TFFSG6000-CNiz 28 B FE R H L IEIRVE"
* "B #ESG6000-CNiZHl 28"
* "EHESG6000-CNIZTH 2R Ry ER "
* " MAAE AN ZR R HFRSG6000-CNIZ il 28"
* " SG6000-CNIZHI 28 E M R LERINIES AR
* "E1ITFSG6000-CN#z 28 1R
* "B R SG6000-CNITHI 2R EIR"
* "EEHSG6000-CNITHl 288 P RIS LT @EHBA"
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* "EEZSG6000-CNIZEHIZE A FERRFCE "
* "EHRMTUIRE"

* "[EEHEDNSHRS FRECE"

* "EAEPIRIV T EET R NE"

Rig g B THIPRED
EHRITIRE4PIIE 2R, BRI gEE THPER.

ERBHNE
* ERTEAX RS REIFREE,
© ERTEBEPRRBAR, BREAES, HENEXEE StorageGRID BB,

XFIES
#§StorageGRID & & B TP R Al R E IR E T A HITIIZ IR,

@ %?é’E?F*EE%E’\JStorageGRID RENEBNENZ RS ZLETITHERNENZRARIR
o

p

1. EMREERP. EFTRS

2. N RDTERRES, SRR EFET R
3 HEEES

Cwerview Hardware Metwork: Storage Objects ILIM Events Tasks
Reboot
Shuts down and restarts the node. Reboot

Maintenance Mode

Places the appliance’s compute controller Maintenance Mode
into maintenance mode.

4. R EIFIRT
LEBHR B R HRIA B E,
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5.

106

A Enter Maintenance Mode on SGA-106-15

You must place the appliance’s compute controller into maintenance mode to perform certain
maintenance procedures on the appliance.

Attention: All StorageGRID semnvices on this node will be shut down. Wait a few minutes for the
node to reboot into maintenance mode.

If vou are ready to start, enter the provisioning passphrase and click OK.

Provisioning Passphrase

MANRCERLIRE, ARERE HBE .
HEFM—RIER (B "BXRXBEXR", "IEEFLE StorageGRID "l " [EEEHER ") RRIREIE
TETERENEIF RIS B

Owendiew Hardware Metwork Storage Objects ILM Events Tasks

Reboot

Shuts down and restaris the node.

Maintenance Mode

Attention: Your request has been sent, but the appliance might take 10-15 minutes to enter
maintenance mode. Do not perform maintenance procedures until this tab indicates
maintenance mode is ready, or data could become cormupted.

. Reguest Sent

IRERTEIPERN, SER—FRIANES, EPFFIL T AT StorageGRID ig&REZFH) URL o



Overview Hardware Metwork Storage Objects ILM Evenits Tasks

Reboot

Shuts down and restarts the node.

Maintenance Mode
This node is currently in maintenance mode. Navigate to one of the URLs listed below and
perform any necessary maintenance procedures.

= hitps 72 16.2.106:8443
= hitpsAH10.224 2 106:8443
= hitps /47 47 2 106:8443
=  hitps /169254 0.1:8443

When you are done with any required maintenance procedures, you must exit maintenance
mode by clicking Reboot Controller from the StorageGRID Appliance Installer

6. Eifjin] StorageGRID & RERRF, AN HEIERBIEMR URL,

WMRATEE, BEAESITEEENLIFEO IP kA URL .
@ JhI8) https://169.254.0.1:8443 BEHZEZEIAMEIRR,

7. 7f StorageGRID IR&EREZFH, HWIARELTHIFER,

A This nodeis in maintenance mode. Perform any reguired maintenance proceduras. If you want to exit maintenance mode
manually to resume normal operation, go to Advanced = Reboot Controller to reboot the cantroller,

8. MITEAIBERNHIFES.

0. eI ESE, BEAIFRAHMEEETTRIRIF. £ StorageGRID IRERERFHR, EFE*SK >~
EEohiERIEE * , ARIERE * EFBEE StorageGRID * .
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NetApp” StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Menitor Instaliation Advanced -

RAID Mode
Reboot Controller Upgrade Firmware
Feguest a controller reboot. l Reboot Controller ]

[ Rebool info SlorageGRID ] | Reboot inlo Mainlenance Mode |

REBMBMHEMMAMREREEERE 20 D86 El, ZHRIAEMBMNETAET R EEMMNME
, FREIMNRERES. "MREARNETESRS « WTFRETR. IRLBLTEDRSHER. H
BTN R BEEEIM,

NetApp& StorageGRIDs Help ~ | Root ~ | Sign Out

Dashboard " Alerts ~ Tenants ILM ~ Configuration « Maintenance ~ Support ~

A StorageGRID Deployment StorageGRID Deployment

# Data Center 1
« |DC1-ADM1
«'|DC1-ARCH
«|DC1-G1

Netwaork Storage Objects ILMm Load Balancer

1 hour 1 day 1 week 1 month Custom

«|0C1-51 Network Traffic @
«|DC1-52

«|DC1-53

6.0 Mbps

FHRTFfETT 28 RIS ANtricity IR{ERSR

AT WRFEEIZBES URESDNIE!T, ERAALIIERTER StorageGRID & &HY
1 SANtricity IR1ERRUEIFARAS. ES%E NetApp BIREMRT AR (IMT) RHERE
FABRRAS. WNRFEED, BRARARLZH.

IRHE LRI EEM SANtricity OS hRZA, R TEEZ—:
* WNRFEEHIZREARZE SANtricity OS 08.42.20.00 (11.42) HEShAS, FEEAMESEERRITHE,
"M EIESEARIFMEIEHIZE_EAISANTricity $R{ER S
* WNRTFEEHISRERRY SANtricity IRIERZIRATRETF 08.42.20.00 (11.42) , EEALIFRILHITHR.
"R RIARIFEITH 288 _EBISANTtricity 12 {ERR"

@ FHRFFMEIZERY SANtricity IRFRFRY, KR StorageGRID XAHHAVIRBA#H1TIE(F, INRE
EREMEMIKEE, NiREARELEET
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HEXES
"NetApp Big{EiExRT A"

"NetApp T#i: SANtricity OS"

"MK BPEHEER"

fERAME RS RIFiEEH25_ERISANtricity 1 {FRSE

X F L EiIfEA SANtricity OS 08.42.20.00 ( 11.42 ) SEShRAHIIZEITHISS, BATE
FIMME EIE2EN AR

BEENRA

* BB NetApp BIRMEMERTA (IMT) WUEABFFERE SANtricity IR IERGRRA SEHIIREH A,

© EUFEGEIPR.

© 1B ST IO e SR B R B RS R 3R,

- B FAERBEREEE,

* BAAENE]SANTtricity 21ERSEAINetApp FE T,

XFIAES

TEFERY SANtricity IRIERAARSIEZH], BILERITEMIRGERH ( StorageGRID MHEARHEHERF)
NREZIATE SANtricity IRIERAHRIIZTN Z BB EIZRFD StorageGRID ALK, NRGK= EEF’]
Fl SANTtricity ERFHLKIIE,

RBEERSANtricity IRIERAAERIINBFFREEATRZGE. B#EPE A2%/M. 8=t

Z SANtricity R{FR A I AEEE300 F LA ERVETE].. H B EHBoHE 1 StorageGRID FEI&E T aEE EKIX90
BB iE],

@ ABEEEAMESIESRNITAERR, UTHTEAER, MNRSG6000RTIi&HEPIIEIEIEHIZSE
FARISANtricity I21ER SR F08.42.20.00 (11.42). MTE LRI EIEERHITHEK.

@ b2 1S 1B £ BEhIE NVSRAM AL 35 SANtricity IRIERAHRBXMNRIRE. ELENA
B YA NVSRAM FL& >4,

p
1. MBRSSZEICA AR E. MNetApp XHFiE = THEFTRISANtricity #RIERFIRMA X MFo

TES W IGE PRTEMEITHI28%IR IEBISANtricity IRIER SRS, SG6060fEFE28001% 428
MSGF6024fEFAEF5701% 28,

"NetApp T#i: SANtricity OS"

2. fERAZFFAON SRR T REIMEEIESR,
3. P, AR, ERBENARIO P, EEREER"

LB B R ER {4 B DU
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Software Update
You can upgrade StorageGRID software. apply a hotfix. or upgrade the SANtricity OS software on StorageGRID storage appliances.

« To perform a major version upgrade of StorageGRID, see the instructions for upgrading StorageGRID, and then select StorageGRID Upgrade.
« To apply a hotfix to all nedes in your system, see "Hoffix procedure” in the recovery and maintenance instructions, and then select StorageGRID Hotfix.

« To upgrade SANtricity OS software on a storage controller, see "Upgrading SANtricity OS5 Software on the storage controllers” in the installation and maintenance
instructions for your storage appliance, and then select SANtricity OS:

SGE000 appliance installation and maintenance
SG5700 appliance installation and maintenance

SG5600 appliance installation and maintenance

StorageGRID Upgrade StorageGRID Hotfix SANfricity OS

4. B F* SANtricity OS*,

LAY 2 R SANTtricity OSTUH,

SANricity O35

You can use this page to upgrade the SAMtricity 0 software on storage controllers in a storage appliance. Before installing the
new software, confirrn the storage controllers are Mominal (Nodes > appliance node » Hardware) and ready for an upgrade. A
health check is automatically performed as part of the upgrade process and valid MYERAM is automatically installed based on the
appliance type and new software version. The software upgrade can take up to 30 minutes per appliance. YWhen the upgrade is
complete, the node will be automatically rebooted to activate the SAMtricity 05 on the storage contrallers. If you have multiple
types of appliances, repeat this procedure to install the appropriate OF software for each type.

SANtricity 05 Upgrade File

SAMtricity O3 Upgrade File Browse
12

Passphrase

Frovisioning Passphrase

12

o. EFEM NetApp SZHFuh = T EBY SANtricity OS AL o

a. B s o
b. $EINHERFE M
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C. Bl 4T %o
B EEAHIIEI N, FIEdiETmME. XHRFEREFAESFRF.

()  amEumxts, BrERRBIRN—39,

SANrcity OS5

You can use this page to upgrade the SAMtricity OS5 software on storage controllers in a storage appliance. Before installing the
new software, confirm the storage controllers are Nominal (Nodes > appliance node = Hardware) and ready for an upgrade. A
health check is avtomatically pedformed as part of the upgrade process and valid MYSRAM s autormatically installed based on the
appliance type and new software version, The software upgrade can take upto 30 minutes per appliance. Yhen the upgrade is
complete, the node will be automatically rebooted to activate the SANtricity 05 on the storage contrallers. If you have multiple
types of appliances, repeat this procedure to install the appropriate OS software for each type.

SANtricity OS5 Upgrade File
SANtricity O Upgrade File ‘ Browse Rz dip
o |

Details € R Adlp

Passphrase

Frovisioning Passphrase

2]

6. I NECEZFIFEIE,

BEA * Fia * &



SANIrcity O35

You can use this page to upgrade the SAMtricity 0 software on storage controllers in a storage appliance. Before installing the
new software, confirrn the storage controllers are Mominal (Nodes > appliance node » Hardware) and ready for an upgrade. A
health check is automatically performed as part of the upgrade process and valid MYERAR s autormatically installed based on the
appliance type and new software version. The software upgrade can take up to 30 minutes per appliance. YWhen the upgrade is
complete, the node will be automatically rebooted to activate the SANtricity 05 on the storage contrallers. If you have multiple

types of appliances, repeat this procedure to install the appropriate OF software for each type.

SANtricity 05 Upgrade File

SAMtricity O3 Upgrade File Browwse v RC.

2]
Details €&  RC dip
Passphrase
Frovizioning Passphrase
2]

7 BEH IR

dip

IR RER—ESE, BHEENRBRHNEARNT R LRRSE, XERnEEA e T,

A Warning

Nodes can disconnect and services might be affected

The node will be automatically rebooted at the end of upgrade and services will be affected. Are

=[]

you sure you want to start the SANtricity OS upgrade?

8. EBEHHAEESANtricity IR FRFAHEXHFEEFIFEET =,
SANtricity $#1ERFEFHRFIGET:

a. BITIRRKEBIET. LIIESKNERTXET RIIRE "Needs Attention (FEFE)

() wRESTEMER ERAKLEL. AGERBE BB

b. AT E R SANtricity IRERFAFARHER, WRERTMEHIFFEEED 2 URED

RN ERo
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WRERTHREEF#ET R, SEETRENEMED . BRTEMBEET RBNFAR.
@ BPESANTtricity R {ERFAAHEMNEFRENEFET KBt 21t 73%325”14:5']752
BT R B AZR5E B 9™ SANtricity OS upgrade is not applicable to this node. ™

SANtricity OS Upgrade Progress

A Storage Modes - 0 out of 4 completed

Q
Site IT Name It progress Il stage Il Detaits Il Action
RTP Lab 1 DT-10-224-1-181-51 Waiting for you o approve
RTPLab1  DT-10-224-1-182-S2 Waiting for you to approve
RTPLab1  DT-10-224-1-183-53 Waiting for you to approve | Approve |
RTPLab1  NetApp-SGA-Lab2-002-024 Waiting for you to approve

£« »
9. siE. WETLUR AR B, #F;\ BB B ARE B A R RN T R IR ITHIF, SE, E 18

R ERRA I ARNELERERE
ERILMER I ER A T AR SN AT KLREDN T RFI%R,

10. #EEBBEEIFRMEIALATIFIRNET = HEEENERET R —RAL—D.
FREEHERX MSEFET REERFFELEHERB). SNBEIHENZT =)
@ 1TSANtricity #FERFH L. RN R EHUESANtricity #IFRFALRG. TR LIRS

R¥iEk. e, AAETRE. RETRFENBH. N T5TREENE iR, XERF
AR SBRLERE RS HH.

© BEeRftEREz —. BATETEMET RN EISANtricity #RIERGFARIAT,

@ MRTRARNFFEEE, B—AME—ITTRI—ETR, AFFETTRTMAR
, AEBHET—TTR.

° BERE—PHREMHUENRIE— M E T R ANI0ZISANtricity OSFHER AT,

@ &7 UIER 33 75 R R FI SANTtricity #2{ER A AR, BEFRETIHNE#FT R Lt
JESANTtricity 12ERFEFARKZAT. SANtricity IRERFEA BRI IEE T LT Mo

SEHE . ARIERRERS A MARLT R, WRENTRAILUALR, WFERMEIFARIA
FIdR, +

MFRETR, TEENARENALXM, ERIUAERHAHRXERFE T RIER FrmRARIRE,
HFEETALENT R, WIEFER TR MR, HAEFAER VRERUTESZ—:
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1.

12.

114

* FETREHEK.
* SANtricity IR{ERAHRFEEFILT =o
* SANtricity 2 ERAXEF ST 2 A FHESo

JHE"SANtricity OS upgrade is not applicable to this node "&R/R Itk T =% Bl FHStorageGRID RAEIER
EiEiEHles. WFIRgSEEET R, BERILER. EaUERARERIE ST SAIER T 5T
FXSANtricity 12{ERZAHLKITF2, +HE" SANtricity OS file is not compatible with this node "t&~ 15 mFrE
BISANtricity OSX 4 5#HER IR RENX TR E. TR HFISANtricity IRIFRAALE. THERATFHT R
BISANTtricity 1#ER 4. RAREEARIIE.

YNRFZEMSANTricity IRIFRGFALATIFRBF—PEFIE TR, RS HIFR 22 EBHIER

SRBIFRR. SUM B H EHARSERER. MRS TS, 8T 7ABMSANtricity 12{FR S
FHRI P MIBRLET <o

: Q

Site 1T Name 11 Progressli Stage 1 petails IT Action
Raleigh RAL-S1-101-186 Queued
Raleigh RAL-82-101-187 - Complete

Raleigh RAL-S3-101-198 Queued
Sunnyvale SVL-51-101-199 Queued
Sunnyvale SVL-52-101-83 Waiting for you o approve
Sunnyvale SVL-83-101-04 Waiting for you to approve m
Vancouver VTC-S1-101-103 Walting for you to approve
Vancouves VTC-52-101-184 Waiting for you o approve
Vancouver VTC-53-101-185 Watting for you to approve | Approve |

15 SANtricity #FRGARN A T B MUERNRET Ro

@ SNZRTEN FASANtricity IRFRGFARIARIERT REREIRMER. WIHET REIARRKERK. 1%
BEURFEETHIIMRATBEMBERME, BRRRRAZS . ARBHE,

MR R EMNEMRAKIE, TEAERAMRERSHITHE, WTRRETRHERMBEHRHFAGEE: &
WIE FRLEIFIE AR TS = _ERY SANtricity OS o B2 ILERTERNIRENLEM4FNRE. ARG, &
AR SEARRF#ITIR RN AR, - BRERILEIR, 1FHITUTRIE:

a. ER4EPRIVARET " 151X " BT ERAYTI = _ERY SANtricity OS .

b. &AM EIRER BB B H FTe R SANTtricity #BRIERFAR.

TR ERERYTI = E5TRE SANtricity IR{ERZAR/G, SANtricity IRIFRAAREERG KA, FE
HEMEIE 2R SANtricity #ERZFHERTTARY B ERFNATE],



SANINoTy OS epgrade compleled ot 2020-04-07 132602 EDT

SANuricity 05 Upgrade Fila
SANmcty OF Upgrade File @ Erowae
Passphrase

Froveoning Fassphrase o

13. M FFEMMER B FEEHM SANtricity BIERFARXHHIFIE T REEARIRESE

(D) FREN "Needs Attenance” HFERH A, BERAPERIITAR,

HEXER
"NetApp BigfFiExRIT A"

"E 4P IR TV R TR BT 28 _ERISANtricity #R1ERSE"
ER4PIR A RFEEHI2E _LBISANtricity 12{FR S

X FHEifEARY SANtricity 1RERZRRASETF 08.42.20.00 (11.42) HfFfEiTHIzs, &
WITERAEIFIRTVRIES B RN AH K-

BEBENRA
* IEBEIR NetApp Hi2FERTE (IMT) LUBIABFFHLEB SANtricity I2I1ERFIRZA S ERIRE R
* YNR StorageGRID & TE StorageGRID &4iHiE1T, N SG6000-CN 1=HI2EEE FLEIFE,

O  srestacusrmEsRncs,
"B E BT PR

XFIAES
B7)—RIEZ StorageGRID ig& LA E RTUEHIZEFBY SANtricity $ERFT NVSRAM -

@ —IRFARZ StorageGRID REFIRER SR AL RR HIEATA, BEABRTERIIHERLN
ILM ZRB&,

P
1. MARSSE IR FEX IR SANtricity RAEEIRRHE R,
2. 3539 SANtricity OS 4 SXHF] NVSRAM X4 T HEIBIBE F if,

()  NVSRAM 27T StorageGRID R&H. AEMERITE NVSRAM T,

3. %88 upgrading SANtricity OS $5733% SANtricity R E IR B B B AYIR BAFH K E 4 F0 NVSRAM ,
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() ummEAEXs. WIEREE.

4. FHRIRIESTAE. BB M. 7E StorageGRID & REREFH, % * Bk * > * ENBHTHIR *,
AREFEUTERZ —:

° EfE * EFBENE StorageGRID * LIET R EFMMIAMEBER TEMBhEHE. MREE TR
BRA TN IEHEEFETRMELEEE!T, HERIER,

° EE - BENEMELIPEN * LEHMBHITHIE, RIETRIMATHEPRRN. MRESHMAMEZ

E‘Q%Eﬁ*ﬁﬁ#ﬂﬁﬁfﬂéﬁ#@ﬁ\ i prin gl g
Mo
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NetApp” StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardwars - Monitor Instaliation Advancad -

RAID Mode
Reboot Controller Uparade Firmware
Feguest a controller reboot. [ Reboot Controller j

Reboot into StorageGRID

Reboot inlo Mainlenance Mode: |

IREEMBIHEMIMANMRAIBER KX 20 Kih89tial, B AEHRBMETKET REEMRMAN
1%, BREIMEEER, "TR"ENFNERERRS « ¥TRETR. RRKELTEDRSHE
. HAETREEREIME.

Nlet;ﬂtpp'll StorageGRIDa Help ~ | Root ~ | Sign Out

Dashboard " Alerts ~ Tenants ILM ~ Configuration « Maintenance ~ Support ~

A StorageGRID Deployment StorageGRID Deployment

# Data Center 1
« |DC1-ADM1
«'|DC1-ARCH
«|DC1-G1
»|DC1-51
»|DC1-52
»|DC1-53

Netwaork Storage Objects ILMm Load Balancer

1 hour 1 day 1 week 1 month Custom

Network Traffic @

6.0 Mbps

BXER
"NetApp BiR{EMERTA"

"E AR B IR SR AR R HETT HI28 L RIS ANtricity #RIERR"

fEFISANtricity R E IR A RIRTIZSE 4
R AR IR shERES, URREGAERMIIEENEIREE.
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ERENRE
* FERELTFRERS.
* FTEFEIEIR FRERS.
* BBERESER SANtricity R AT B ER#ThRZS StorageGRID System Manager
* {8 B¥4StorageGRID & & B FHFE,

"HigEEF AR

(D) st iR SEEREIsNEE, SIS 10 EhHERTEIREh L,

@ BIN—RARZ StorageGRID & LRIKENZEE . XIFMATRERSBALERE HERT
A, BAREUATENEREBEIM ILM 5RE&,

-
1. AL T A 7EZ—Ih18] SANtricity System Manager :
° f£f StorageGRID & & RERZEFFIXE * B * > * SANtricity R EIESS *
o FRHMIMEEIRSSFHILE T R*> appliance Storage Node >* SANtricity A4 IEEs"

@ INRXLEERTTA A F s R E R SANtricity RAEIRRERIUE. IFN R 7FEITHI2]IP: +
LA I)SANtricity 24t 51228 https://Storage Controller IP

2. NREE, % SANtricity System Manager BIE 5 A & 250,
3. WIIEFEIR & Hal L& IREh2 E ks :

a. 7ESANTtricity ZRGTEIRERH. EFHFF> TR O
b. FEIRTHEREEF AR T, EF * FFEFALR "

FHRIXEhAR Bl 1% 2R S A RERVIREh A8 Bl ¢ X 1o
C. IETE HRIIRENZRE - FIHIE T IR Eh R E (R AN IE BN 2R AT IR AT o
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Upgrade Drive Firmware

] Select Upgrade Files

Review your current drive firmware and select upgrade files below..

What do | need to know before upgrading drive firmware?

Current Drive Firmware Associated Drives

MS02, KPI‘.-'.I51VUGBDUG1f View drives

Total rows; 1 oD

Select up to four drive firmware files Browse

LR GI:

* IRGH2REHIEITAR A * o MS02*,
* IXEhBRARIRT N * o KPM51 VVG800G* o
7ERBXIRTHERY kiR * BEIWGNE *, UERXERESBEFEIEEPINREMNE,

a. XIAARRchEEGHE .
4. THHEEAANRESEE AR
a. EREPEREHFFALT, 1 * NetApp 3285 * o
b. 7E NetApp SZH5Mib b, &4 * T * &+, ARERE * E RYHEERESF -

2R E RIIEEE M T,

¢ BREMKFPLRENED * Behd#tmiRfT * , ARIES NS MRTESE A8 RMBIEhR.
* NREGIRAREHERE, IR RIRRTRIE RS R

* IRAREBEIRRFTIIH T — RS NIENEH S, WA LISXEIRENZHITEI AR, &R
%EE@%@%%T%@#Y
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d.

e.

PRODUCTS v SYSTEMS v DOCS & KNOWLEDGEBASE v COMMUNITY v~ DOWNLOADS v TOOLS v CASES v PARTS v

Downloads = Firmware = E-Series Disk Firmware

E-Series Disk Firmware

Download all current E-Series Disk Firmware

Drive Part Number Descriptions Drive Identifier 5 Firmware Rev. (Download) Notes and Config Info Release Date

KPM51VUG800G Firmware Rev. (Download

MS02 Fixes Bug 1194908

E-X4041C 55D, 800GB, SAS, P KPM51VUGB00G M503 -~ 04-5ep-2020
MS03 Fixes Bug 1334862

E%ﬂﬁTE%W$WE#,%ﬁ%@#%ﬂ%¢%%ﬁwwmw@WuTﬁ.anQE#Y#WH

TREY (RBMEZE) MSZHuh = T HBVIREDERE IS+

S. REIThREHFR:

a.

b.

g.

£ SANtricity R EIRFRVIREREFFAR T, 5T * FRALR * o
R RN ¢, AR M HRIE R R EBYER IR DS Bl 4 3o

IR EZEF SIS B M TF+ D HUC101212CSS600 30602291 MSO1 2800 _0002.d1po

BRZALUARNPNKRSEE G X, —R—1 MRS MESEEG XA SE—EERS, WS
AIXHHREIR. WEERTARNREDBRES XM, AEMRS — P REhERE X o

prirs =l S
 EFIRENEE * P T A ERETE Bl XA IT AR BVIREDER
RERFEHIIRENER.

NIREhEHEFRE R ERE © BINBVEH * B SNRMIERULE M, 1/ * R0 *

SRR (F1T) AR

ERILMERBRNALTTE, EAREDTHFRN, WISFREEENBRMFIEER /0 EEhEFFLE,

- ERNEFR, EREARN PSR

REXREE, BFAEHERESHNIEKSEALEIEERNEHEITR.

SRR Y, ARMRIARRITHR.

IRFEFLEFAE, FiEE - F1E . SREEHTIMEREMG THIETHK. BBUERAHKRBEIEY
EE =

()  ELESSEAARTELSBRER ARIEHE T,

(FIi) BEEFEALAETHIIER, HEF*REAS
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HEXHIGFREEN RSN THXEFEP, HHERM latest-upgrade-log-timestamp. txto
NREARIRET BB HIM A TEREEIR, ERINE HBVEBEEF,
* * B ECHYIREhES BN EpE *

HIMMEE R — N RE AT RER a2 B N INE R, WIRZ IR NI NS, BXiF
MER, BHRARARIF

FHRIKRNEERY, BHAREREBNTES TR T EEMRNHRFIXEN2E.
1ER] LATETRAERE 542 UK 1/0 B E AR IR IR Bh 23

° * K ETFAEET ¢
* RIRERAEMERIZEIE IP ik,
* HIREE TR BV E L AR BUT,
" BRFMEGEIIERRERE.

° * Bl RIREES ¢

WIS BIE IR, ARA BEFRE .

° * BHATE

MRS ELEREENRTE, WBNEEIRERN, ARAEARE .
o * YRIEEEMESA LIETRIRSRE (FENER / HFRR1BAMEERSN

WMRIEFHRIT IS MR GIRE, WHMTTTRXEARIE, ARABEARE M. £ System
Manager WSIT1RIEHE,

° RS *

TR B IERVNEER, ARTREARES,
o IR T ERERS ¢

Hep—MEEET IR R R R LT, WS EIEER, ARTEARE .
° IERISENRER Z B EFiE S XE SR LE

T HEs ERVEHRRT i, IBBX ARSI AR R L R E A
° * SPM IiF S FEE HlZR 0 BRI

has EREFMED XIS EHREERIR. BRI S LU R T 9] R
o * ECESIERFIIE (WNRFAEMET IR SR ARASZH)

has EREECERIREEEIR. IR BRSHFUARAR L)
° * 5 MEL f8XHE *
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BRI ASZ F LR I iRl @R

o *fEE R 7 RWIRET 10 LA LERI DDN S 24 ™E MEL B4~
BRI ASZ F LR I i) @R

° * X7 KIRET 2 TILA LR 2C ™E MEL B4~
BB RREAZ R R AL R R,

crEETRIRET 2 MNUALER " BRRIKRNESEE " T E MEL B4+
BB RIRASZ Fr LR I i) @R

c*FET KRR 4 NUALERIXE MEL %8 *
BB R IR SZ F LR I i) @R

6. ARIRIFSTRG. EHRTHEE. 1E StorageGRID IRERERFH, &F * 5k * > * EfEDITHIZE *,
PARRER UL TRz —!

° 1%EfE * EFBENE StorageGRID * LIET R EMMIAMEER TEMBhEHE. NRIEE TR
RATHIEHESFRTRMELERIZTT, HEFIIET,

° R BB ELIPIEL * LSBTGS, RNETRMATHEPIR. MRESHMAMEZ

Eg%%w“ﬁ;ﬁ?ﬂﬁﬁfﬂéﬁ?)ﬂ?ﬁfﬁ pprite gy
I,

NetApp" StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardwars - Monitor Instaliation Advancad -

RAID Mode
Reboot Controller Upagrade Firmware
Fequest a controller reboot. [ Reboot Controfler 1

| | ———

IREEMEEIHERIMANMRAIEER B KX 20 Ki089tal, BIAEHRBHETKET REEMRMAN
%, HREMREER, "TR"ENRNERERRS « ¥TFRETR. RNKELTEDRSHE
. HAET REEEEIME.
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NetApp& StorageGRIDs Help ~ | Root ~ | Sign Out

Dashboard o Alerts ~ Tenants ILM ~ Configuration « Maintenance ~ Support ~

A StorageGRID Deployment StorageGRID Deployment

# Data Center 1
« | DC1-ADM1
« |DC1-ARC1
«|DC1-G1
| DC1-51
| DC1-52
| DC1-53

Netwaork Storage Objects ILMm Load Balancer

1 hour 1 day 1 week 1 month Custom

Network Traffic @

6.0 Mbps

BXES
"FH R IFfEIE 28 _ERYSANtricity #RIFR A"

AEEFZrISG60601H ELE
BIEINFESE, ErILUA StorageGRID RZHEFER SG6060 FII— MmN B

Z5
ERENAR
* B AR BRI,
* IEAIHBETT StorageGRID 11.4 ESARZAS
* BN REREBT REMMIE SAS 4itk.
© BERBEHIEROFRINYT BRNFESEMEE L

HERIE B s 28

XFIES
ERNYT B, BRITUTERTE:
* ENVEHMNZR PR ERE M,
* 3§ SG6060 B FLEFIET,
* B RIRIEREE E2860 428 2Rs E At BES,
* {#FH StorageGRID & & LZEIEFBE B
- ETHIE, BIEEESHEAL,
EMEETRAA—NTEN BERESTRIZET R FrENEINEDN—IE, AT &RAREMB/VENEE, )

THBFESFEER SG6060 B TEFRA ZMREMNY BREMIKNR, 8MRETRNERTIBEANTR
20 % 30 3%

p
1. 1REBIHEIR 60 MREhRHAER IR R ERINESHIZR .

"SG6060: K60 M IXnheR R IR L R FINARSHIZRH"
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2. 1ZRIBAREIRENER.
"SG6060: RIEIRTHAS"

3. EMISEIEREEP. FFSG6000-CNiThHIZsE TR R,
"RgEE THEIPIRI

4. BENM RLEED E2860 1412822, WEFT.

ERRTRM BR. NRIE—, B IOM A EZ3IEHI2E A, K IOM B EZ3iEHI2E B
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Description

2. E2860 1=HI23%2
3. EHIZE A

4. =28 B

5. R A

6. TEBZE 18 10MA
7. TER%E18I0MB
8. RER2

9 REE 2K I0M A
10 TR 28 10MB

5. EHERIREH T BIHES,
a. RERLEEISN BERNRNBRIGEFHNEMLE,
b. BENM BREFNMKBIRLEZDNAERIANZEPHFHEFRE PDU
C. AN BENHE N BIR X,
* BNERE R XEBIRF X,
* BREDE, TEREPHINBEEERAHRANES, BaifiELERANREZIEEN,
6. I51% StorageGRID RBFLREREFIET A,

RAOADHE, EREBTMEE, RAIWNEXLEY BR, ETNER SN RESE, H
BERRAFRT B,

FRREBEZTRTENEAERETIESRA, BEERBRTIESMNYT RENKE, WK

° It DTUE THERRE R iR e I M Bl BT BIR B K
* EER R BRHE, TERCEEMNNERER, TEMBERMAREEHEL,
* IMRKRONEY RER, WAZETRER.

° NMHAKSEBRNREERTY BREESME, FTLUBE,.

lﬂ: ﬁ E'?;sz StorageGRID MBI BZEEE, "Attached " RN RIREEE
"Unconfigured " FRNHZEZRAFTHELERLR, ﬁ]ﬂiﬁﬁﬁ StorageGRID & & L&EEFHITICE.

() iHeToACHSNrBE. CilaatEmEmmEsEen,
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* NRKRCNEFTBR, WARRETRIER.

€ The expanzion isready to be started, bake sure this page accurately indicates the number of neve storage shalves you are trging to add, then clidk Start Expansion:

@ The storage system contains 2 expansion shelves.

This Hode
Mode type Storage v

Mode name Metbpp-SGA

Primary Admin Hode connection

Enable Admin Mode discovery
Primary Admin Mode P 17216471

Connection state Connection to 17216471 ready

Instaliation

fCurrent state Ready to start configuration of 1 sttached but
unconfigured expanzion shelf.

Start Expanzian

7 MBRE, BREREN _EBYEEFFRAYERIR—,
{540, fEF SANTtricity R4t E IR 2RAR AT AT BRI IR) R,
8. Wk DI L BT BRRMER T SENNY RIREELA,
@ MRFRACNVEFEY BR, BRIEE(EE B ERBEAHERE.
S. B R B UREY BEHEHATATNREHE,
10. By RIRECERIHE
HEFZEREMNRL, MEEVRZERE—F,

Monitor Expansion

1. Configure storage Rurning

Step Progress Status

. I -~
Configure volumes e T N Creating volume StorageGRID-00j-22

Configure caching Pending
Configure host settings Pending
2. Complete storage expansion Pending
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BTG, REFEMEMBEILIRBEIFPRINHERNMANRNE, EIZRIEFERE 20 D,

@ MNRIGEREFIMANIE, 1EFEStorageGRID IRELTRIEFEDIE. EF R > EH
BEpERIEE . ARER ERR R RI

BENMERMRRGE, * IS ENEEETUTRERE:
Overview Hardware Metwork Storage Objects ILM Events Tasks

Reboot

Shuts down and restarts the node. Rebooi

Maintenance Mode

Flaces the appliance's compute controiler

into maintenance mode.

M. IR EFET RAMY RERIPRTS.
a. EMREERSED. EFR TR HEILIREFET R 2R EAREE ERICET.

FEEEFICENMRNEE AT EIRESHNER, HEDRBEEIIMG BXT R BRI EER
152 0A % StorageGRID YT 1B FEHBRAYIR AB,

PR ¢ TRE TR, ARWINAINS N BRERNNKEERTFETRT 16 NN REME.
C. WIES MY BERNHBERRKSEE NI, EERSEENERE.

Storage Shelves

Shelf Chassis Serial Shelf Shelf 10M Power Supply Drawer Fan Drive Data Data Drive Cache Cache Drive Configuration

Number 1D Status Status Status Status Status Slots Drives Size Drives Size Status

721924500063 29 N”m'”aé 7 Morrinal Morinal Norminal 50 58 260 7B 2 £00.17 GB Configured (in Use)
Mominal

721529500035 u] = Mominal | Mominal Mominal Mominal &0 60 280 TB o] 0 bytes Configured (in uge)
Mominal

721929500039 1 = Mominal  Mominal Mominal Mominal B0 60 980 TE 0 0 bytes Configured {in use)

EPSEIS
"FTF B SR 61 35(SG6000)"

"SG6060: 560N IRGHERMEERZE L MBS Ze "
"SG6060: ZIEIXEHZR"

"SRR EEEHR

IR A5 28R IRLED
B LT AHE R IEEmM B EEEIRR LED , UEBEHEF OFHENIEE,
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REENAS
IR BARRRIEHIZSEY BMC IP ik,

)

Y
6

TR
1. iRl I8 BMC R HEo
2. $E * BRSBATIR o
3 WEER T, AEERE T BUTIRIE o

Server Identify

=

IrhlZREE (WEFR) MEEREZEETR LED S,

() mmeHs bR TR, NAARRESEEORZ LED .

FeRl/E
EXAEFIZHAS LED , BEHITUUTRIE:

* TEH R RTE R EAYIRA] LED FF Ko
* MIZHIEE BMC FREF, %8 * IRSS|IRIR *, EF XY, ARERE * ITIRIE
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EHR EEmMEEVEEIRR LED B,

BXES
"B B S R A AT @IEHBA"

"TEIEAR O R IR 28"

"I5BIBMC R H"

FEEER ORERERIZE
HEERIEE, LUBRITRALEI AR,

BREENAR
© CEREW MRS T ELER

(AIi) EFEBHEREGEDOPITHIZE, BT FIEGR "Identify" LED
"¥TF I X A 28 AR iR LED"

p
1. EEIEP OH TR ELIFAITHIE,

2o

ot

© BEETHISERNEENESTIR LED 25
IEEIRA LED U F=HISniEiREE, MREREHR, AIRREEE.
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© WESMEHISREEMMATRE, LEIREXECRIERHS,
2. EIFIEHIZR AT (NRERE) , LUBREIEREGFIETT,
3. Ak NREFEAEGEITIR LED RERIZTHIE, HREXH,
° TEH R RIE R _ERYIRAI LED FF Ko
° {EMIEHIEE BMC 5RH.

"¥TH X A 6 28 AR iR LED"

BXES
MBI CLT@EHBA"

" MAAE S ZR AR BRS G6000-CNFZ il 28"

"XASG6000-CNiZHl2%

Eab¥edir Al Es
N E2800 =288k EF570 I£HI2IZI T A E R IR, ErlgEEEEMRIZITHIZs.
BEENARR

* ERYEIIEHIR M S 5 B ERVERIZEER,

* BRI LOEI RS RIRG I E R R IT RIS NE M 4 %,

* BERE ESD B, 3ECRINE M5B,
* BE—NM 1 STFRBLT].

* TR LURIR E RTIRBAE N T ACE PRI HIZR.

@ BNEBEIERNREERTHESBHNEZIFMEENASE E RYIHHE, B7KHE &
53 BAR B2 StorageGRID i&&FHHITHIZE, FHAXLEIZERE.

* BERHIER O R E EE T H 2R a0 IERF IR S,
"EHHER O AR ERIEH 2"
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KFUIES
@A) LUEE LA’ 75 U eI 28 2 75 I A :

* SANtricity System Manager FEIRE Guru BIfEREEHRITHIZR,
* 28 FIIEIAEEER LED i, RonITHIssHINEIE,

() mEwEERnm MEHIRNET LED 95, AR LIRESE,

mTF il R e am NMefEiEhas, B, RBHEUTHRNE, SRS RoHRITR / TRENE
HE R —MEHES

* BEZRPRE MRS T RERS.

* SANTtricity System Manager 1 Recovery Guru Bi¥4H(E EXIGHH “"HERIR " ZERETRE, RAAUR
2BRILA A

@ WNRERRPHE - NMEHIBBRESRERE, IE Recovery Guru IERTTEH TIEHIZEFE, 15
BARFE AT,

EHSHISE, EATMRIAEHSRELEH, AEEERETBREHSET,
() eEhnEEEIS T EEEUEORHC).

ps
1 FFFRTITRISRAEE, BHKELHENTE L,

BREFEEMK, UEEESEEHIZRER,
2. EERITHIZRMNEEIRE MAC HItEH FRU EBHSH5%,
IEERT E2800 228, AT EM EF570 ITHIZRAVIR(ED R 2HERN.
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Label Label Description

1. MAC #hit EIRIHO 1 A9 MAC ik ("P1 "
) o SIRIEFEA DHCP JREVRIA
EHIEREY IP ik, MFEERILL
gk el gl

> FRU 2p5S FRU 2}5S, LLBS RS 430
RSB BRI SITR,

3. EEMIPRITHER.

IERILAfER SANtricity AR ERSEHITXES T, BXAEMFAER, BREFESIH E RVIRAUERT
fildtz 2R,

a. WIASIEITHISR I ERE S 5 EHITHIRM FRU S4HSHERL

NRITFIZHIHEHFTEEMR, NEMREH SR ER7E Recovery Guru BY Details Xigid, MNRFE
FriEUERT, I * Bbt R R EEEEHIES.

@ * AJRERBEREFED RN - WRENEHSATRE, BN ERLRETE o
a. FiPECEIIERE.

SNRMIFFITHIZZAS I, &) LUERREFHNXHEREE,
b. U ERIR B HYSTHF IR,
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3. WNRIERERIEHSSA StorageGRID M4 EA DHCP IRSS2S, 1583 DNS/network 1 IP #ihHE &,

a. %) SG6000-CN 1T HISZIEER MAC #hbiRes, HifE BIEMLKiROR MAC #itlk,
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Home IP Configuration
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RAID Mode
Reboot Controller Upgrade Firmware
Request a controller reboot. [ Rehoot ConiroilEfJ

Rebool into StorageGRID Rebool nlo Maintenance Mode ]
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Grid Network

The Grid Metwork is used for all internal StorageGRID traffic. The Grid Metwark provides connectivity
between all nodes in the grid, across all sites and subnets. All hosts on the Grid Network must be able to
talk to all ather hosts. The Gnd Metwork can consist of multiple subnets. Metworks containing critical grid
senices, such as NTP, can also be added as Gnd subnets

P ® Static (O BHCP
Assignment
|Pvd Address 17216.3.72/21
(CIDR)
Gateway 1721601

A All required Grid Network subnets must also be defined in the Grid Metwork Subnet List on the
Primary Admin Node before starting installation

Subnets 172.18.0.0/21 ®
(CIDR)
172.18.0.0/21 x
192 168 .0.0/21 + X
MTU 1500 kB
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A\ Configuration changes made on this page will not be passed to the StorageGRID software after appliance installation.

Servers
Server 1 10.224 223135 x
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. M StorageGRID & & L&EEZEFH, H1F * ICEREH * > * HTRNE *

Mode Encryption

Node encryption allows you to use an external key management server (KMS) to encrypt all StorageGRID data on this appliance. If node encryption is enabled for
the appliance and a KMS is configurad for the site, you cannot access any data on the appliance unless the appliance can communicate with the KMS.

Encryption Status

A\ You can only enable node encryption for an appliance during installation. You cannot enable or disable the node encryption setting after the appliance is installed

Enable node encryption 7]

Key Management Server Details

View the status and configuration details for the KMS that manages the encryption key for this appliance. You must use the Grid Manager to make configuration
changes.

KMS display name thales
External key UID 41b0306abccedb1facfcel1b1bd870ae1c1ecbbd5e3849d790223766baf3bchT

Hostnames 10.96.99 164
10.96.99.165

Part 5696
Server certificate >

Client certificate  ;

Clear KMS Key
A Do not clear the KMS key if you need to access or preserve any dafa on this appliance

If you want to reinstall this appliance node {for example, in another grid), you must clear the KMS key. When the KMS key is cleared, all data on this appliance is
deleted.

Clear KMS Key and Delete Data
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MNode Encryption

MNode encryption allows you to use an external key management server (KMS) to encrypt all StorageGRID data on this appliance. If node encryption is enabled for
the appliance and a KMS is configured for the site, you cannot access any data on the appliance unless the appliance can communicate with the KMS.

Encryption Status

A\ You can only enable node encryption for an appliance during installation. You cannot enable or disable the node encryption setting after the appliance is installed

Enable node encryption [+

Key Management Server Details

View the status and configuration details for the KMS that manages the encryption key for this appliance. You must use the Grid Manager to make configuration

changes.
KMS display name thales
External key UID 41b0306abcceds1facfcelilb1b4870ae1c1ectbd5e3849d790223766baf3bch7?
Hostnames 10.96.99 164
10.96.99.165
Part 5696
Server certificate >
Client certificate ?

Clear KMS Key
A\ Do not clear the KMS key if you need to access or preserve any data on this appliance.

If you want to reinstall this appliance node {for example, in another grid), you must clear the KMS key. When the KMS key is cleared, all data on this appliance is
deleted.

Clear KMS Key and Delete Data

L g
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A Warning

Confirm Clear KMS Key and Delete All Node Diata
Clearing the KMS key:

= Deletes KMS encryption key from the node
= Deletes all data on the node
= Heboots the appliance

If you are sure you want to clear the KMS key and delete all node data, type 'clear’ in the text
box. Then, select Clear KMS Key and Delete Data.

clear| |
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