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Dashboard

1 Buckets Platform services Groups User
View buckets endpoints View groups View users

View endpoints

Storage usage @ Total objects
6.5 TB of 7.2 TB used 0.7 TB (10.1%) remaining
I B e
objects
Bucket name Space used Number of objects
Bucket-15 969.2 GB 913,425
® Bucket-04 937.2GB 576,806
® Bucket-13 815.2GB 957,389 Tenant details
@ Bucket-06 812.5GB 193,843 - A
Bucket-10 413.9GB SLERSS o 4955 9096 9804 4285 4354
® Bucket-03 403.2GB 981,226
® Bucket-07 362.5GB 420,726
View the instructions for Tenant
® Bucket-05 294.4 GB 785,190 L Manager.
@ 38 other buckets 14TB 3,007,036 Go to documentation o2
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DC1-5G1000-ADM (Admin Node)

Overview Hardware Metwork Storage Load Balancer Events Tasks
1 hour 1 day 1 week 1 month Custom
Load Balancer Request Traffic @ Load Balancer Incoming Request Rate &
2.0 Gbps 200
1.5 Gbps = 150 1 = il
¥ n 8 | | L Y
| I | |f A
] I T =it % | | [ T
\ 1l | 1 1A Uy n 1 * i AE I X £ 11 | [ 1
106Gbps M ptl [k ek A ke Pl | ATy T 100 W I\ |
ALV N A T I O e L U { (] el
{ LITF ™ | 1/ | =2
500 Mbgs A ' = 8 55, [ ﬁ!j’\ U"\ f_'L ,hJ || |r P ,,J
_ = [ fi\\ Rﬂﬂ
& 'u-
0 bps -
14:40 14:50 15:00 1510 15:20 15:30 14:4& 14:50 15:00 1510 15:20 15:30
== Received « Sem == Total == DELETE == GET == POST == PUT
Average Request Duration (Non-Error) (2] Error Response Rate e
25s 0:030
20s g | -| |
o 0.020 |
155 & ,I | =
] || 11 |
=% I
1.0s o e [
T 0.010 i |
] 1M M Mmoo 1 M
500 ms . T 11 | i | LI || ' |
A M e | . i &« 1 O L S i |
011 e e e e — 2 p U | I I i L J
14:40 14:50 15:00 1510 15:30 14:40 14:50 15:00 1518 15:20 15:30
w= DELETE == GET == POST == PUT = Status 408

(D crmnaExtbasERTRIESIRD. KEESRTMN ZHF> TA> SR RERS,

* HTEAE IMTREUEN F > TA> WNEEIN TEEGERER M w3iEE2E, ERITEESS
BEBAME (B30 NTP 5iERE, U PPM AE(L) B9 StorageGRID BM{E. ENESIZTELRHIEEIR

(78) =%,

NTP Frequency Offset (ppm) vs Time
2010-07-18 16:32:15 FDT te 2010-07-18 17:32:15 FDT

NTFP Frequency Offset (ppm) A2

29,154 I I | [ |
16:33 16:43 16:53 17:03 17:13 17:23

Time (minutes)
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BLFIRERMHE, FHINMRIBERSHHE, XBERSITEEXRMN, BERETARETRIFEH
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Semvice Load €9 vs Time
2010-07=19 140502 PDT to 2010=07-19 153002 FOT
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1 hour 1 day 1 week 1 month Custom
~ ~
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A
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» v

Lost Object Detected &

0.3
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LDR State vs Time
2004=07=09 16:40:23 to 2004=07=09 17:17:11

standbyT . ’ =y 1
OMine

4 ; . . } : ' | : >
1641 1645 1649 1653 1657 1701 1705 1700 1713 1717
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DC1-51 (Storage Node)

Overview Hardware Network Storage Objects ILM Events Tasks
1 hour 1 day 1 wesk 1 month Custom
CPU Utilization & Memory Usage &

0% 100.00%
5%
= 75.00%
20%

50.00%

15%

e U\JI‘L,.N [ \ ﬂ f ]'lﬂjr\.f\f \nAnf ‘U—-hf\ |~

5%

25.00%

13:50 14:00 1490 14:20 1430 14:40 13:60 14:00 1410 14:20 14:30 14:41

== Utilization (%) = Used (%)

3. HE, BIMNAREEERLATEERENERNEFHAE,



Memory Usage ©

100.00% C
2020-05-20 14:08:00

75.00% = Used (%} 44.70%

- Used: 11.30 GB

50.00% = Cached: 6.55GB
= Buffers: 14256 MB

25.00% = Freg: 7.2BGB

( = Total Memory: 25.28 GB

B
1350 14:00 1410 14:20 1430 14:43
== | [ged (%)
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o
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Queries
Average Latency 14.43 milliseconds il g [[
Queries - Successful 15,766 _@:_
Queries - Failed (timed-out) 0 -5
Queries - Failed (consistency level unmet) 0 5



! Reports (Charts): DDS (DC1-S1) - Data Store

- OIMDD HHEMMSS
Attribute: Average Uuery Latency o hd Verfical Scaling: || Stari Dale: (2020/05/20 14:57-46
Quick Query: | Last Hour v | | Update | Raw Data: End Date: ?2020!{}5125} 15:57:46

Average Query Latency (Micros) vs Time
2020-05-20 14:57:46 MDT to 2020-05-20 15:57:46 MDT
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Object Counts
Total Objects 1
Lost Objects 1 o

53 Buckets and Swift Containers 1



1 hour 1 day 1 week 1 month Custom

. A
From: | 2020-10-01 12 45 |[Pm | PDT
W W
u .
To: | 2020-10-01 or |:[ 1o [[rm]roT (IR
b v

Lost Object Detected &

0.3

12:45 1230 1235 13:00 1305 13:10

== Total
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I Overview l\ Alarms Reports :Conﬁguration

Wain

b
l_i' Overview: SSM (DC1-ADM1) - Resources

Updated: 2018-05-07 18:29.52 MDT

Computational Resources

Semace Restarts: 1 ﬂ
Senvice Runtime: 6 days

Senjice Uptime: 6 days

Service CPU Seconds: 10666 s _
Senice Load 0 266 % i |
Memory

Installed Memory 838 GB k-
Available Memory 23 GB i k]
Processors

Processor Number Vendar Type Cache
1 Genuinelntel Intel(R) Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB
2 Genuinelntel Intel(R) Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB
3 Genuinelntel Intel(R) Xeon(R} CPU E5-2630 0 @ 2.30GHz 15 MiB
4 Genuinelntel Intel(R) Xeon{R) CPU E5-2630 0 @ 2.30GHz 15 MiB
5 Genuinelntel Intel(R}) Xeon(R) CPU E5-2630 0 @ 2 30GHz 15 MiB
6 Genuinelntel Intel(R} Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB
T Genuinelntel Intel{R) Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB
g Genuinelntel Intel(R} Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB

7. BEERE MBS,
BTRABRRKEERA ™ RS > BR " NH, EXRERBEEIE—RBIHE.

v ERR
BRUBFARNETEBHHIEE. ErLURSHIEF OISR, WET R, AHFHRS.
ERBEHNNE
° ;f(_JR’ \;Drlﬁﬁﬁi*%ﬂlj/iu”k i?”lﬂ*ﬁ%ﬁ%ﬁo
* WA BRERIA R R,
-
1. TR > T RE>* Mg,
2. %% GRID NODE > * (A48} service *>* iR *>*BEX *,
3. M * Bl * FhIFIRPIEREIRENEML,
4. Eoghl Y MIME TR, BECEET * EEBY R * 81%1E,
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o B RRMERRME, Fikd * [RIHIE © BIRE, EBERBESAARSZWME (W, ¥FUES

EEoZUREREM) , BEUHER * [RIGHIE * Sk,
6. K * REE * MUFIRPEFEREBIRER,

Ve B E X BT LG E RV ESEE,
HiE, BRBET. BBH/LOE, LR IVYIH KB ESEE,
7OMMREFET BEXEN, FRA A M - SR - BE XERER.

ﬁﬁﬁ%ﬁ YYYY/M\{[/DDHH:W: SS T:EZIKi’@E‘_rfE—*Jo g'—‘?ﬁiﬁﬂ@ﬂ: Lz\zﬁﬁﬁﬁﬁﬁ%go Wuyﬂ, 2017/4/6 7. 30

© 00 IIFLEM., EME 2017 E 4806 H07: 30: 00,
8. B *FH*,

HEZEN—TER. BRL/LoHEE, UREFZATILRKNEEEE. RIEBAETRENNEKE,
RERRIBEX AR ERR AR IRE,

0. MNREFTENER. FERPIHIHEZFHTEN . AREBRERNLEZNITEINIRE. ARRETEHTEN

XA ERIEE

AR EUSIATRER NMS RS BARNEERIEE. RIBERSENOMNER, SER
RAKRLOIRE . — B L FAY B IRIA S AR S5 FI— LU A R & AR 5
AR S

FIEXAiRE R REREERBEFAES

* Time Received : NMS RS54 ERE M EEF A BRIt 5 AR E],
* ERAFhdiE): R ERIF BB M ER A B AT E]
* value : FZABTEIREME,
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Text Results for Services: Load - System Logging
2010-07-18 15:58:35 POT To 2010-07-15 15:58:35 POT

Time Received Sample Time Value
2010-07-19 15:58:09 2010-07-19 15:58:09 0.016 %
2010-07-19 15:56:06 2010-07-19 15:56:06 0.024 %
2010-07-19 15:54:02 2010-07-19 15:54:02 0.033 %
2010-07-19 15:52:00 2010-07-19 15:52:00 0.016 %
2010-07-19 15:49:57 2010-07-19 15:49:57 0.008 %
2010-07-19 15:47.54 2010-07-19 15:47.54 0.024 %
2010-07-19 15:45:50 2010-07-19 15:45:50 0.016 %
2010-07-19 15:43:47 2010-07-19 15:43:47 0.024 %
2010-07-19 15:41:43 2010-07-19 15:41:43 0.032 %
2010-07-19 15:39:40 2010-07-19 15:39:40 0.024 %
2010-07-19 15:37:37 2010-07-19 15:37:37 0.008 %
2010-07-19 15:35:34 2010-07-19 15:35:34 0.016 %
2010-07-19 15:33:31 2010-07-19 15:33:31 0.024 %
2010-07-19 15:31:27 2010-07-19 15:31.27 0.032 %
2010-07-19 15:29:24 2010-07-19 15:29:24 0.032 %
2010-07-19 15:27:21 2010-07-19 15:27:21 0.049 %
2010-07-1915:25:18 2010-07-19 15:25:18 0.024 %
2010-07-1915:21:12 2010-07-19 15:21:12 0.016 %
2010-07-19 15:19:09 2010-07-18 15:19:09 0.008 %
2010-07-1915:17.07 2010-07-19 15:17.07 0.016 %

REXFRE
RAXARE RTHRBLRIEXARESTHREEK BEN—A) . S1FEMEH NMS RESE—REY

gwﬁlé’r%’l\)ﬁ‘lﬁ{é (BHENRS) CEE—ITREFHNER, HPESMREIRENTYE, RAENRN

BT FBHIEBETUTER:

* RARE: NMS [REBRE (W) —AFEXNEMENRGZAMHEAME,
* Average value : EMEETRSHNEERANTIYE,

=/IVE: BENERANRIVE,
* RAE: BEREERNNEKXE,
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Text Results for Attribute Send to Relay Rate

Aggregate Time
2010-07-19 15:59:52

2010-0¥-19 15:53:52
2010-07-19 15:49:52
2010-07-19 15:43:52
2010-07-19 15:39:52
2010-07-19 15:33:52
2010-07¥-19 15:29:52
2010-07-19 15:23:52
2010-07-19 15:17:52
2010-07¥-19 15:13:52

2010-07-11 16:02:48 POT To 2010-07-15 16:02:458 POT

Average Value Minimum Yalue Maximum Value
0271072196 Messages/s 0.266649743 Messages/s 0274853464 Messages/s
(.275585378 Messages/s 0.266562352 Messages/s 0.2833302736 Messages/s
0.279315708 Messages/s 0.233318712 Messagesis 0.333313579 Messages/s

0.28181323 Messages/s 0241651024 Messages/s 0374976601 Messages/s
0.284233141 Messagesis 0.249932001 Messagesis 0.324971987 Messages/s
0.325752083 Messages/s (0.266641993 Messages/s 0.358306197 Messages/s
(0.278531507 Messages/s 0.2749534766 Messages/s 0.283320999 Messages/s
0.281437642 Messages/s 0.274931961 Messagesis 0.291577735 Messages/s
0.261563307 Messages/s 0.258318006 Messages/s 0. 266655787 Messages/s
0.265159147 Messages/s 0.258318557 Messages/s 026663986 Messages/s

IEEERX RS

XARE U AT ER

BT, AFRARS.
ERBHONE
B RE RSN R E RS SRR,
1 MEE ER AR R

KTUAESS

N FFHEAS R BB 1 3R,

NMS RS EL BB MEEIEE. ERREEEFR OIS, M

NMS k3 (FERLE) SEHMNXEBMHUBHITRE. WTFAEEENLRRE

MR (1, EFRSTRTSERFEMHNEE) , SBMEREENN, I LBIMEERZE] NMS RS,

ETRIRERBEBURTEENER, BRIAERT, RASANEIL—FRREIRENRESXERS.

REXARTRSENFREREER XA, BBEXARTIRS AT RIRE.

PIE
R > TR >* Mg IRTN,
%% GRID NODE > * {A{$ 8 service_*>* IRE * > * X7 *,

1.

S S T

M Bt * THIFIRPERER SRR,
M BTIER * THYIRPIREEIE

R

BERESANNRZS=AVNE (B0, WFUERLEAREHEN) , BBUHESR * [RIaHUE © EfE.
M REEN * THFIRPERERSBIAE .

eRR B TE X E IR LOE RS E RS ESE

IIRERERZGEER. EEHLoF8TE, URERETIHERKBTESERE,
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7OMREFET BEXEW, WEERA * FFRBH * M - SRAH * KRB EXER SR ER.

HEAMI YYYY/MM/DDHH: MM: SS TEASIAS[B], BS5ERAITED, HOER o flan, 2017/4/6 7 : 30
: 00 B8R, IEMET 9 2017 EE4 H 06 H07: 30: 00,

8. BE*EH o

HEREN— T XAER S, 1ﬁEat|:'|)'L53\%ﬂFETIEﬂ, URET AT LR KB ESEE, RIEAEIEIRERYEK
B, RETRIBXAHREXREXHRKRE

0. NREFTENRE. BFERPIHHEFHTEN . ARBREMNLEZNITENIRE. ARREHTE

SFHXARS
SR ST — MRS EETI R, FELAI LIRS SR,

XFIAES
A, FILUSERIBSIEREEIFRE (BIINBFRE) &, HET 217 StorageGRID £4:HI1%ERE.

T

1. PR i TR TG,
2. BEESCAIRE.

3. BE - S e

Overview Alarms | Reports \| Configuration

Chartz Text

!‘ilrl Reports (Text): SSM (170-176) - Events

: WYYYIMMOD HH:MM:SS
Attribute: |Attr|bute Send to Relay Rate V| Results Per Page: - Start Date: | 2010/07/19 08-:42-09 |
Quick Query: | Custom Query v| [ Update |  raw pata End Date: |2010/07/20 08:42-09 |

Text Results for Attribute Send to Relay Rate
2010-07-15 02:42:09 PDT Te 2010-07-20 08:42:09 PDT

1-50f254 iff
Time Received Sample Time Value
2010-07-20 08:40:46  2010-07-20 08:40:46  0.274981485 Messages/s
2010-07-20 08:38:46  2010-07-20 08:38:46 0.274989 Messagesls
2010-07-20 08:36:46  2010-07-20 083646  0.283317543 Messages/s
2010-07-20 08:34:46  2010-07-20 08:34:46  0.274982493 Messages/s
2010-07-20 08:32:46  2010-07-20 083246  0.291646425 Messages/s

2345 » Next

LT ASEXAREEN, HFERT RS

14



Grid ID: 000000

OID:-2.16.124.113590.2.1.400019.1.1.1.1.16996732.200

Node Path 5ite/170-176/SSM/Events

Attribute: Attribute Send to Relay Rate (ABSR)

Query Start Date: 2010-07-19 08:42:09 PDT

Query End Date: 2010-07-20 08:42:09 PDT

Time Recerved, Time Received (Epoch), Sample Time, Sample Time (Epoch), Value Type

2010-07-20 08:40-46,1279640446559000,2010-07-20 08:40-46,1279640446537209,0.274981485 Messages/s,U
2010-07-20 08:3846,1279640326561000,2010-07-20 08:38:46,1279640326529124 0274989 Messages's, U
2010-07-20 08:36:46,1279640206556000,2010-07-20 08:36:46,1279640206524330,0.283317543 Messages/s,U
2010-07-20 08:34:46,1279640086540000,2010-07-20 08:34:46,1279640086517645,0.274982493 Messages/s,U
2010-07-20 08:32:46,1279639966543000,2010-07-20 08:32:46,1279639966510022,0.291646426 Messages's,U
2010-07-20 08:3046,1279639846561000,2010-07-20 083046,1279639846501672,0.308315369 Messages/s,U
2010-07-20 08:2846,1279639726527000,2010-07-20 08:28:46,1279639726494673.0.291657509 Messages/s,U
2010-07-20 08:2646,1279639606526000,2010-07-20 08:26:46.1279639606490890.0.266627739 Messages/s,U
2010-07-20 08:24:46,1279639486495000,2010-07-20 08:24:46,1279639486473368,0.258318523 Messages/s,U
2010-07-20 08:2246,1279639366480000,2010-07-20 08:22:46,1279639366466497.0.274985902 Messages/s,U
2010-07-20 08:20-46,1279639246469000,2010-07-20 08:20-46,1279639246460346,0 283253871 Messages/s U
2010-07-20 08:18:46,1279639126469000,2010-07-20 08:18:46,1279639126426669,0.274982804 Messages/s,U
2010-07-20 08:16:46,1279639006437000,2010-07-20 08:16:46,1279639006419168,0.283315503 Messages/s,U
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