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Software Update

You can upgrade StorageGRID software. apply a hotfix; or upgrade the SANtricity OS software on StorageGRID storage appliances.

« To perform a major version upgrade of StorageGRID, see the instructions for upgrading StorageGRID, and then select StorageGRID Upgrade.

« To apply a hoffix to all nedes in your system, see "Hoffix procedure” in the recovery and maintenance instructions, and then select StorageGRID Hotfix.

» To upgrade SANtricity OS software on a storage controller, see "Upgrading SANtricity OS5 Software on the storage controllers” in the installation and maintenance
instructions for your storage appliance, and then select SANtricity OS:

SGE000 appliance installation and maintenance
SG5700 appliance installation and maintenance

SG5600 appliance installation and maintenance

StorageGRID Upgrade StorageGRID Hotfix SANfric

D
w
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StorageGRID Hotfix
Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.
When the primary Admin Node is updated, services are stopped and restarted. Connectivity might be interrupted until the services are

back online.

Hotfix file

Hoifix file @& Browse

Passphrase

Provisioning Passphrase @
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hotfix-install-version
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StorageGRID Hotfix
Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.

When the primary Admin Node is updated, services are stopped and restarted. Connectivity might be interrupted until the services are

back online.
Hotfix file
Hotfix file @ Browise /" hotfix-install-11.5.0.1
Details @ hotfix-install-11.5.0.1
Passphrase

Provisioning Passphrase @

O EXAHEPMNECE R E,
BB * 8 * &2

StorageGRID Hotfix
Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.

When the primary Admin Node is updated, services are stopped and restarted. Connectivity might be interrupted until the services are

back online.
Hotfix file
Hoffix il @ Browse * hotfix-install-11.5.0.1
Details @ hotfix-install-11.5.0.1
Passphrase
Provisioning Passphrase @ snrannd
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A Warning

Connection Might be Temporarily Lost

When the hotfix is applied, your browser's connection might be lost temporarily as services on the
primary Admin Mode are stopped and restarted. Are you sure you want to start the hotfix

installation process?
ﬂ
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Hotfix Installation Progress

A Admin Nodes - 1 out of 1 completed

Q

Site 1T Name I1 Progress Il Stage 1 Detalls 1 Action

Vancouvar VTC-ADM1-101-191 _ Complete
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Q
site I Name I pProgressll Stage Il petaits It Action
Raleigh RAL-S1-101-196 Queued
Raleigh RAL-S2-101-187 _ Complete
Raleigh RAL-S3-101-198 Queved
Sunnyvale SV1-S1-101-199 Queued
Sunnyvale SVL-52-101-83 Waiting for you o approve
Sunnyvale SVL-83-101-04 Wailing for you to approve m
Vancouver VTC-S1-101-103 Walting for you to approve
Vancouves VTC-S2-101-194 Waiting for you o approve
Vancouver VTC-53-101-185 \Watting for you to approve | Approve |
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—ih AT BEEIECE StorageGRID 1&#& B Python il

o

—Nffl Python BilZAs, BRERERE, ErILUE
Bz 5 RIS EIE API

BFHRBIECEXY configure-
storagegrid.py B,
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2. Rl e S FHIAIEMIZA Y . check-cassandra-rebuild
° MNRFMEIRS EEIETT, RARRTEELXERS. BN *
° BEMAPNES, NIRTER, BRIAEGEESE Cassandra, BA: *
HLE StorageGRID MEIF2F B Reaper &18 Cassandra 185, —BHEXIRSZHFAER
@ %Fﬁé}, @‘%Eﬁb_ﬁfﬂégo ,‘gﬁjiﬁéﬁ%‘\ﬂ}iiﬂzﬁﬁﬂfﬁ?éu " ]Ei\a—p/e—rt:~2%\' _
Tﬁi()/gfsandra repair. ", MREBEIIETEELMMNBITEE, BETHEIRHEPFIETHN
3. EREEME, BRITUTRE:
a. TR BRSSP, EEF T AW
b. %% _site_*EMEFHET = SSMARS.
c. WIAPRBERRSHEIETT.
d. 3%&$F* DDS**#IETFfiE,
e. Mg\ * FIREMHEIRES * A "up' ", * BUBTEMERS * I "Normal",
HXER
"MARFRIRTNE R FERIRE"
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S StorageGRID & &EFET &

TIERMARAR IR EBZRERNXMEFEREEELFPRE, BTFME HIBFERN
StorageGRID & & FET mHVIRIEL B #EMEEN,

KFULES
B ERISEHEMRERY, EETRUEMMANGE, SRR UFEURERT REE,

Prepare the appliance for reinstallation.

v

Start appliance installation.

v

Monitor appliance installation.

v

Select Start Recovery to configure the
Storage Node.

v

Remount and reformat storage volumes.

v

Restore object data to storage volumes.

v

Check storage state.

@ MRSNFET REIEEE (FEN) , BERRRARZ T B7IRITUTREIRESR . AR
FHIEER.

@ MRXBEFRETRRERELMESTE 156 RWEZNMFRETRRERE, BRAKRAS
o £ 15 RAER TSN FHETI = LER Cassandra ARt 2 SHEEER.

@ ?2%—4\ﬁﬁ,§tﬂ’ﬂ%/ﬁﬁﬁ%ﬁ¢iﬂﬁmﬁﬂﬁ, WAIERE— MR MERES R . BHRAKRAX

"BRASZFFIARITIE R RE"
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(D R LM MNECERXEFE— T EHEIER, MZBINMITRERENFEE L, WEBTERE

POE 8

NEFEMREHAEBEIIRSS . JRZS - Cassandra (SVST) iR, EENBXEIERE Cassandra

() WERrirE SRR, B Cassandra /&, RUBRZIR, MEAARER, 85

AR o

(D BXREMHEPTE, FIMIERITHSINERMRE SANtricity OS RUIRER, BEEIEFHISENRE

ML ER.

BXER
" EAIRR; SRR

"SG6000 7Efi#IRE"

"SG5700 TFfiEIRE"

"SG5600 Efi#IZE"

S
T EREENRENSEEETR"
* "I[F{E/25EhStorageGRID & &R
* "= StorageGRID (& & it
* "EEREME MBS FET R
* ‘MAEFRA N IREFEE(FHTE)"
s "B RIIETR RIS ENEES"
* "MEIGEFET R EREEERE"

EEEENRENREFHETR

MEIRBFHET 2B, UIOERIRELUERZE StorageGRID 4,

1. BRI REHENFHET R

a. WALITF#<: ssh admin@grid node IP
b. HNAFIHEEERD Passwords . txt X

C. AL T an <tk Elroot: su -

d. NS HAIZERS Passwords . txt XM
HrootAR BMERE. IRTRFREMEN $ to 4o

2. ARIGEFMET AL RE StorageGRID 3%, sgareinstall

3. ARGRIRTEMEM. N v

RERENDE), SSH RERFLR. StorageGRID IRELEEFBEERTEAL 5 DA EIRNER, BE
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RN, AR EERHKIA 30 S,

StorageGRID K&EFET REEE, HAALEBHRFET R EAEIE, EMGRREIERERER P it
NRFIAE; B2, BNEERESE sTREHITHIA

PTG sgareinstall 3%, FiBEStorageGRIDECERIMF . ZHIFISSHERIAERIGRMIPR. HAEMFRIE
M=o

IF7E/E&IStorageGRID 1§ & %3t

BEIREFHET R L% StorageGRID , 1B#EAIKEFIRMEHY StorageGRID 1&& L &EiE

o

TBEENANS
© g EEREENEREF, HEERIEHNMEHEBE.
* BfEH StorageGRID & & LEEF NS HEIE MLLTEEEA] 1P ik,
* &K1 StorageGRID P& EEIETI AR IP ik,
* StorageGRID & &R EZFH P ACE SIE L5 HAYFRE MR MK FRIH 2T E EE T R LA R FK

FIRATE o

* BERBREMERENRENARUPATTR U TR FHESS !

° "SG5600 TZfiEIEE"
° "SG5700 1ZEIRE"
° "SG6000 TZEIZE"

* BIEEERRZFFIIWebH 525,
* ERE D ELAIREPIHEERIZEA— P ik, ERILEAEENS (ZHlE ENERRO 1) , REKN

LRE P IRMILRHEY 1P Hidik,

KFUES
BEISEEMET 5 ERE StorageGRID , BEHITU TR E:

* BRI LUEESHINEEET /B IP AT 22,
* BFRRE, HAENEEETEAHRER M
* EENIEF, RERFEE. BMERE, BUNERIINREER, ABTEFETREENHET R

BT R

*BRETRE, REXEIRERTN, RERENHB.

p

1.

2.
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BREFEEDRHEL—PMEE T admin_ip WEMMET R FRE—FMWLE, StorageGRID &&REIE
Fel L B &It 1P ik,

3. MRKRERIL P HuttsHEFEE UL P Hutik, EHsEMuL:

PEIR FIg
FohEN IP a. BUHIEY * EABETRLN * 8i%E,
b. FrpEA IP ik,
C BEHERFE",
d. AR, LLETHT IP HBERIEEERSK T A ready o

BHAMMEEEENTEETR a @ BREETRAN * %k,

b. MERINEY IP b5z, HEEREEBUIREFET AR
FEETNR

o BERE" .
d. TSR, BLEHR IP HALAGERRAEE A ready o

4 E* HREM - FRYP, BASEMENTAERNER, AREE *RE .

S. EREIDH, HIALAPRZE A "Ready to start installation of node name into grid with Primary Admin
Node admin_IP* ", HFEHBREA * FFARE * &,

NRKRBRA * FHARE * 1%, WAlReEREENMERENIKRAIKE. BXHHA, HERNIRENREMLR

WA,

6. 7f StorageGRID &RBFLEEFETIH, BE * FIRLE ",
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NetApp® StorageGRID" Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advanced «

Home

© The installation is ready o be started. Review the seftings below, and then click Start Instaliation.

Primary Admin Node connection

Enable Admin Node =
discovery

Primary Admin Node [P 172.16.4.210

Connection state Connection to 172.16.4.210 ready

Mode name

MNode name MetApp-SGA

Installation

Current state Ready to start installation of NetApp-3GA into grid with Admin Node
172.16.4 210

Start Instaliation

UAPRAIE A "Installation is in progress , ", KBTS R RISITSRETETHE,

() NRBEFHHIRRRRENE, BRERBRN  BRRRE
e
"SG100F1AMP; SG1000AR%31%&E"
"SG6000 TFfifigE"
"SG5700 TFfEIRE"

"SG5600 FFiEIRE"
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14535 StorageGRID & &%

EREFHZAI, StorageGRID R ZERFIRMERS. PHLRETRE, REFER
I=F

1 B EHE, FRERPEFN  BERE

"Monitor Installation" TIEG B RLEHE,

Manitor Installation

1. Configure slorage Running

Step Progress Status

Connect to storage controller _ Complete

Clear exsing confguaton I Ccrviie

Configure volumes Li ﬁ 5 Creating volume StorageGRID-obj-00

Configure host settings Fending

2. Install OS Pending

3. Install StorageGRID Pending
Pending

4 Finalize installation

BEERSEERYREEHTHES. FBRSEFRTENINTHREIES

@ LEEFARRELANZERTRNESFIEERNET. NREEENETEE, UFAE
ENETHEAESHZEREBIRSEIIRT skipped o

2. BEFIRNLEMNRIHE,
Yo BCEFE

EUMER, RERFFEREIFMEEG S, BREFAIEEE, 5 SANtricity &S UEES UKE
BEHIRE.

°*, BE OS*
TEUEBNEE, RRIEF S StorageGRID WETIRERFIMEEFIF) 1%,

3. MRUEISRISHIE, BT * R StorageGRID M EIZEE * MEEE, HEMAREHA LET—5HE
e e
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Home Configure Networking - Configure Hardware - IMonitor Installation Advanced -

Monitor Installation

1. Configure storage Complete
2. Install O3 Complete
3. Install StorageGRID Running
4. Finalize installation Pending

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy

[2017-07-31T2Z2:09:12.3625661 INFO -- [INSG] NOTICE: seeding ~var~local with c
ontainer data

[Z2O17-07-31T2Z2:09:12.3662051 INFO [INSG] Fixing permissions
[2017-07-31T22:09:12.3696331 INFO [INSG] Enabling syslog
[ZO17-07-31T22:09:12.5115331 INFO [INSG] Stopping system logging: syslog-n

1201?—9?—31T22:09:12.5?009&] INFO [INSG] Starting system logging: syslog-n

[Z2017-07-31T22:09:12 .5763601 INFO [INSG] Beginning negotiation for downloa
of node configuration
[Z2017-07-31T2Z2:09:12.5813631 INFO [IN3G]
[2017-07-31T22:09:12.5850661 INFO [INSG]
[Z2017-07-31T2Z2:09:12 .5883141 INFO [INSG]
[Z2017-07-31T22Z2:09:12.5918511 INFO [INSG]
-07-31T22:09:12.5948861 INFO [INSG]
-07-31TZ2:09:12.5983601 INFO [IN3G]
-07-31TZZ2:09:12.6013241 INFO [INSG]
-07-31T22:09:12 .6047591] INFO [INSG]
-07-31T22:09:12 .6078001] INFO [INSG]
-A7-31TZ22:09:12.6109851 INFO [INSG]
-B7-31T22:99:12.6145971 INFO [IN3G]
-07-31T22:09:12.6182821 INFO [INSG] Please approve this node on the A
min Mode GMI to proceed...

4 BERFSRE UREREFET .
EREmME LB REFHET R
B MEMBEERPERBHIME, TERREFET REENHETRIEATRo

ERBHNE
© RS RIS R B RS,
* EARAG PRI
© EAMAERETBEE.
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* BB B ME IS EFET o
B IEIEIEBRRRD SR E e B 1R B9 FF 45 B R,
S MEIAEE 15 RAKRERIILFET R
5
1. EMREIRR P, EEFEBEIPEIPESIRE,
2. 7£ Pending Nodes FlIF&RAIEREMRE BIMET Mo

TREINHEER, EMBEREYIRS, BELTEIEETR, BN REENREHESITFHTI

pES
di
S
il

3. W\ * BLEZRIEIE
4. BE* BHIRE *
Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Sea Q
Name 11 IPv4 Address IT State 1T Recoverable N
& 104-217-51 10.96.104.217 Unknown
Passphrase
Provisioning Passphrase | sssses

Start Recovery

o EMEMET REFREREHRE.,

Mg RIAZE] " Waiting for Manual steps’ " FYEERY, BHEI T —E@HAITF P BUEFFIEHMNEME
k& EZEE.

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Recovering Grid Node

Name Start Time Progress Stage

de2-s3 2016-09-12 16:12:40 PDT h WY Waiting For Manual Steps

@ TR EHRERERIZ], EHEEILEE * E8 * KEFHNME. IR ER—MSEWIEE
, EREEEREIE HTRBLATFRHRAERS.
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€ Info

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For ViMware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

oo o

MRBEEEREIE BEEME. STETHRETRERINLERS sgareinstall AR L.

Do you want to reset recovery?

ERMEHNENRIREFEE("FITE")

BRI FEITR NI, A eEEFHEDRENEREHETRAERLERZRTZE
E. F— MG EFHEFRLERNE, FEENRLH StorageGRID FiEE. F /N
KEEMRNILFIEEHENE, RIEREEMWE Cassandra #IEEH BE1ARS

ERBHNE
© EEERENBE BN EAREIE BN

1517 sn-remount-volumes fZASA] 8EH B F &€ HMMBEFES

* BFENERERANITEETIRAER, HECEETREFERREFEIRE . (EPBEERSR. SR 4ap4nT
SEUHECE S )
* BEREY RESAREHITH, (EMREESRF. SR HREFESYT R, )

=S

MR ZNEET RPN EFEET RESE 156 KABER, BHARASZR. B57iE
1T sn-recovery-postinstall.sh A, ERNHZ N EE T R LEEEE Cassandra By
15 RN ATREESHEIEE X,

KFUIES
BERILRET R , BRITUTERES:
* BRIIEMEMNEFET o
* IB17 sn-remount-volumes AT EMEHBRIVERNEFEENMIZA, SITIMZAE, C©RRITUTERE:
© BHHMEHES M FHEEUER XFS BE.
° H1T XFS XfHF—EtaE,
° MR RS, WHEFEERENMIVER StorageGRID #i#%.
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© NREFHEERNER, BEFEHZEFRES. &LNMERAHERFIAE.
© BRI W H AR E R,
* JB1T sn-recovery-postinstall.sh flAds, BITILHIZAES, ©IGHITLATIEE,
BITZH. BNEMRERREENBoFM#ET A sn-recovery-postinstall.sh ($4F)&
@ U BREFREEHIERERN R THE,. ZREMBMFET R sn-recovery-

postinstall.sh TFZSBZHEIARS HIE. HSEStorageGRID K& T RIBH4E
PIET

o EFERUPIERNEAEMES sn-remount-volumes BIARTEEH TR ER,

@ MREFRNUENEEES, WizE LB SIESRER. RIKRER ILM ANEE S
FEZSIUREE, WAFHITIINVRIED R DU E AL BT RN SRR,

c NRFE, TN = LEE Cassandra $iEE,
° BoiE#ET R LRSS,

3
1. BRIEMENFET =
a. AL T®%: ssh admin@grid node IP
b. M NPFIHMEER Passwords . txt X
C. WAL T an <L root: su -
d. NPT HAIZR Passwords . txt X
HUrootAAF SMERG. RTFEMER $to 4o

2. BITE—MHAEREHEARNERNEFES,

@ MRFAIEEFHEESHEME, FEHTHRIVL, NEFBFMEEHLIIKE, ERILBILD
BHEBITE A, EFRINLPIEEHHENEES.

a. Iz{THIZA: sn-remount-volumes
A A] gER EHUN A BEE B 2 BIENFMES LiB1T.
b. FTEIAIzTTERE], EERMEHRTEE FRT.

TR LARIEREMEMA tail -f ATHEHABEXHATHHS
@ (/var/local/log/sn-remount-volumes.log) . BEXHEELLHEIITREEF
AMER.

root@SG:~ # sn-remount-volumes
The configured LDR noid is 12632740
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Mount and unmount device /dev/sdb and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sdb:

Mount device /dev/sdb to /tmp/sdb-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12632740, volume number 0 in the volID file
Attempting to remount /dev/sdb

Device /dev/sdb remounted successfully

====== Device /dev/sdc ======

Mount and unmount device /dev/sdc and checking file system
consistency:

Error: File system consistency check retry failed on device /dev/sdc.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh, this volume and any data on this volume will be
deleted. If you only had two copies of object data, you will
temporarily have only a single copy.

StorageGRID Webscale will attempt to restore data redundancy by
making additional replicated copies or EC fragments, according to the
rules in the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on this volume cannot be rebuilt from elsewhere in the grid
(for example, if your ILM policy uses a rule that makes only one copy
or if volumes have failed on multiple nodes). Instead, contact
support to determine how to recover your data.

====== Device /dev/sdd ======

Mount and unmount device /dev/sdd and checking file system
consistency:

Failed to mount device /dev/sdd

This device could be an uninitialized disk or has corrupted
superblock.

File system check might take a long time. Do you want to continue? (y
or n) [y/N]? y

Error: File system consistency check retry failed on device /dev/sdd.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-

postinstall.sh, this volume and any data on this volume will be



deleted. If you only had two copies of object data, you will
temporarily have only a single copy.

StorageGRID Webscale will attempt to restore data redundancy by
making additional replicated copies or EC fragments, according to the
rules in the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on this volume cannot be rebuilt from elsewhere in the grid
(for example, if your ILM policy uses a rule that makes only one copy
or if volumes have failed on multiple nodes). Instead, contact
support to determine how to recover your data.

====== Device /dev/sde ======

Mount and unmount device /dev/sde and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sde:

Mount device /dev/sde to /tmp/sde-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12000078, volume number 9 in the volID file
Error: This volume does not belong to this node. Fix the attached

volume and re-run this script.

Erfllatd, —NEEEEMNERER, — T EHEEHIER,
* /dev/sdb BBEIXFSXHRAZ—HMNEHABRMNELEN. FILEMINERER, HARE
MEHIRE ENBIERRE TR,
* /dev/sdc AT FHEEEMENERIF. XFSXHRF—EERERK,

* /dev/sdd TAEH. FANEEEBUERUSHENERIREHRIT. SMETEEHFHEEN,
ESWREREBETXHRAS—HMNE,

. E%ﬁﬁ%%Ei%%éU%ﬁﬁz‘iﬁ, BN R ERE FIRTEL. BERUNEREE ERXHR

é]bo

" MIREFHREEERINAHE, RERE IB5E . "ErUERXHRAENENSERKFATEMRT
BIRR, ERIGREFER /var/local/log/sn-remount-volumes.log HENMH,

* /dev/sde BEEEXFSXERFE—HIENE. HEEEWEN; B2, PHLDRTAIDER vollD
XHESIIEET S( configured LDR noid BREINR). WWHERTMERTF A —IMNEMET &

3. BRI H AR MR,

@ NREFEERET XFS XHERA—BMREH T AER, BFHAESEREFPNEIRERE. &
AT BIETTIE X sn-recovery-postinstall. sh EXLESE ORI,

a. WEBELRRERTEEFFMEENFE. MRRIILEMRS, BEIEITIRZ,
b. EEFMEEEHRENHEE. BRLBIETEEENETILEFMET RBHEIR.

EUMRAEIFR, /devisde FAIHE S LU FHIRAER
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Error: This volume does not belong to this node. Fix the attached

volume and re-run this script.

MRREEMHEERT B — M TR, ERRRAZ, NREETHE on-
() recovery-postinstall.sh iiAh, FREBHEMKRL. X SHLERR
MIBEX

o MBTEEHEAEELS, WETHRENEHN, RAEEERTRILLE.
() CoREEAEREREEEENEELE.

TEREMEEBFEXEID. BITHEBEMALLID repair-data AFRENREBERTNE(T—MRE
T8RS,

d. EEHEMMB T EERNIEEG. 1B1T sn-remount-volumes EMREMIALBIAFTE I EHMIER
MTFEEYI EEMIEH,

MBTEE NSRS ERTER, MESSHITT—F, VBRI Lo
() IxEsEmG, IENRKEEHIEER, URE—1 8%, SRR T— MR
(FEHSEIR) HLE,

1570I51T sn-recovery-postinstall.sh NNREINNHIEZFES L RIRBVEIETE MM
@ MPREMAESERGIW. MRENILMKREERNANXEE— M EIXAHEEZ IR L
KEWE). WA LAFERRA, BHKARARZIFLURE A IRE IR,

S,

4. BT sn-recovery-postinstall.sh 4. sn-recovery-postinstall.sh

LRI AR EFR T EEHER AR ERNEREES,; RIBEFEET R LER Cassandra #iERE; H
BEITFET = _ERIARSS.

BEERUTEI:

° LEHIZATTBE R EHU\ A BEIET T,

o BE, EMZAEITHIE, ERBMEY SSH i,

° SSH RIEFIEIRSHE, B * o Ctrl+C*

° NREEMLERITFHEL L SSH 21E, NHABERRIE!T, BEIUMN " HE " TEEEEHE,

° INRFMET AEA RSM RS, NIREET SRSENBE, BIATESEE 5 9%, 85 RSMRSEX
25, FiteE 5 FHIER,

(D RSMEBSIFOSILADC RSHEHET AL,

it StorageGRID & 1372(#F Reaper #I2 Cassandra 188, —BAXIRESSAERSH
()  t EaEssiTEs, kS EBEMARHTIEL " reaper " § "Cassandra repar.’
" MREEIETEEAMNEDEE, BETEHEERRERR S,

34



3. fE/9 sn-recovery-postinstall.sh BIZSIETTES, MITMMREIEZHEYME T,

"R E"TUE L A#H E RN YIRS IR sn-recovery-postinstall. sh i,
Recovery

Select the failled grid node fo recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Name 11 IPva Address 1T state 11 Recoverable I

No results found.

Recovering Grid Node

Name Start Time Progress Stage

DC1-53 2016-06-02 14.03:35 PDT . O N N Recovering Cassandra

fINR ]2 StorageGRID 18 REAZFHY " miTa8 %3 "0UH http: //Controller IP:8080. EAITEIE
HIZRAYIPHEAL,

" IR REE " TTHEE RIS TR REEE,
TZE sn-recovery-postinstall.sh HMABET R EEARS. BRI LU REIERREI ARSI LR
EEEFES. T —MEEP R PR,

BXER
"BEEXFHETRARKDRIMENES"
"R REIEE RIS E R ES"

B BIEEREIRENFES

MEREFET RNFREEE, EALUTREET R ERER ERBINRETE.
ERBEHONE

* ERTHARENEETS SRR * BIEE « ERE SRS SRSk b,
XFUAESS
A B TSR, IS SRS OER KSR, SHRREBEEME LM AN, UER SRS
B,

@ ﬁgz ILM VB E N RFE— N ERIED, MZEASUTHINMENEFEE L, WEBTERE
x o

MREN W R E—RIRBIAN T FEMLT, N StorageGRID B0 S MEREIE#IR ER
@ FiEhin R LOE RN REWE. ARITIHRIED R 280, IBRRARASFURB LR RE R ESEE
MABR LA
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MRMRE—FIRBIAMUTIIETRLE, WM IBTRERENREE. BT MINERIFETFE
AGORBIRERTEER. RIEMNAET RN REUEEREFMET /P E R E EE ME 7S
TRIERBIRER,
BRFIRIHE. 151817 repair-data [l LA ARERMREENTIE, H5 LM BiBEc SR
FRAE ILM F, &R AXHERRERNED repair-data 7S, HRIBEEIERSHIVEIET M FRFFDHY
R, QRS

EFEHIE. RECRFECER I TRERNBET R LIRES. JUEAR G <SREREHIREKIE:

repair-data start-replicated-node-repair

repair-data start-replicated-volume-repair

* BIRRIS(EC)EE: RIEEEREFEBERB I T RERNEET R LIHES. AIUERAM N RKERER
ELELERE 6/

repair-data start-ec-node-repair

repair-data start-ec-volume-repair

ERLEFMET /B, A LUFFREERRRERNSE. CERERETRYAIARTM. ERIUERUT
an L IRERZU M RIS EIERIE E 1B -

repair-data show-ec-repair-status

EC B EL RIS AR, THARMEFHLR, BLEETRARMA, NREER
() BoGEEBTFHE, ECEEFLEAN. TLlfrlARERMY, ECESFLRRES
~BEBIFETE,

BXEANFRES. 55N repair-data AN, HN repair-data --help NEEETRBIHLIT.
Bt
1. BRI ETEENR:

a. WAL F#<: ssh admin@primary Admin Node IP

b. HNFRFIHIEES Passwords . txt X

C. BN T etk Hroot: su -

d. AP FILRIER Passwords. txt X

HUrootFIF B ERGE. RAFFEMEN $ to 4o
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2. {£M /etc/nhosts file. BFEHRERREMRENFET ANENR. BEEEMIZPAAET RBFIR. 155
ANUTHZB: cat /etc/hosts

3 MRFIBEFMHEEHRERE, FREB MR, WRABAMBOEHIAKE. FERET P, )

@ ;g;%iiiéﬁ repair-data BN Z M RAITHIEE. BMEZ IR, BERAKRASE

c NREHNMERE S EFIEURE. BEH repair-data start-replicated-node-repair me
--nodes AT EBEENTEMET AL,

Lt I§EE & SG-DC-SN3 HIfEETI = - S HIavEkiE:

repair-data start-replicated-node-repair --nodes SG-DC-SN3

TR RIIEIS, MR StorageGRID REHAITHINHRKIIE, NS * HREX
() =R TesnRE I RANEREDA CREER, CUREEANE LR URRET
W, EEIA StorageGRID KFFIIEHIRE A,

o NRMIMEE S UM MISEE. 1BFR repair-data start-ec-node-repair 3% —--nodes FHF{&
EEANFHET SBNE,

bR S IGIEE B /9SG-DC-SNIRITFiE T = _EBYZUIZRAD 4452 ©

repair-data start-ec-node-repair --nodes SG-DC-SN3

LR ERNR[EM— repair ID XFLWAA T X— repair data #fF. EFEMALL repair 1D RERAY
HEMLER repair data #BF. MEIRETRE, F=REERFAEMKRHR,

() ERuempsapme. TUTFSESRIMER0KE. EERERET A TRERR.

° PNREHIMIEE RSB S E BRI EUEFR A MR EIE. BT <L,
4. MRIEMPHEHILE, BFEERTMHE,

UA7#FRTAANE ID . FlE0: 0000 BE—NEM o00r BF 1615, BRAILUEE—NE, — M EE
BT T —1TFI0E,

FrESRANTR—NMEET R L. MIRFEXRSIMEFETRNE, BERARARZF,.

e MNBMEREESEFHIEIE. 15FH start-replicated-volume-repair 3% --nodes AFIRIRT
SAYIEIN, AR --volumes B —-volume-range &, A TFRGIFIR.

BANE Itan LRI RERINEBIEIRREE 0002 8 9SG-DC-SN3RITFETI = L
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38

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0002

SCE: oL RERINBIELRRESEENBIFIES 0003 to 0009 & 9SG-DC-SN3WEFET = £

repair-data start-replicated-volume-repair --nodes SG-DC-SN3 --volume
-range 0003-0009

ENERE—NFYPR: S EFNEBIELREE 0001, 0005, F 0008 ERHISG-DC-SN3
HFEET R LE:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0001,0005,0008

ERASHIER, WR SorageGRID REM TSR GIUIE, MRS * HRRK
() =5 TesnBEIRANEEDR LREER, CUREEANLERE URRS
WRE. ESNE X StorageGRID MiEFN#BEHEPRAYILER,

° NEMRE UMD EGE. BEA start-ec-volume-repair 83 —-nodes AFHRIRT RAVIE

W, PRGN --volumes 3% —-volume-range M. WA TFRBIFFR.

BNE Iban LA RIRRRIDEIELEREIE 0007 FER HISG-DC-SN3RYFE T R L

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes 0007

% CE: e SRR BIEERESEEMRIFIA S 0004 to 0006 TER ASG-DC-SN3WFET = £

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume-range
0004-0006

ENERAE—NFEYPR: ST UM BBEIEIRREIZ% 000a, 000C, # 000E ERHASG-
DC-SN3m7FfET s £k

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
000A,000C, 000E

o repair-data IR{EIR[E|IME— repair ID XFMWATX—R repair data 1B1E, BERLE
repair ID IRERFUHEMLER repair data fF, MESETMGE, FRREEFRIEMKI,



@ EREFET RN, STUFREERRELNEIE. BEREMET /YA RARETMK.

° NREHIMARERY & & E BRI BURF A MRID R EIE,. BT <.
°. MiITEHHBIERNIEE R,

a. FEEF RS> EEBENFETR> ILM

b. A" "B FHEMEHECERTESTM.

EE5ERa. waiting - allBHERO N R,

c. EEFMMIITEENIE. HEE > TR> MR
d. MR > [ETEEE BITFAET = > LDR*>*#UEFE"
e AU TEL, RAGHEEHFNEERTETM.

()  Tee#E Cassandra F—H, 3#EFABEAMMIES.

ST EEEE (XRPA) * @ RAIEMERESIEEONE, SUEETASREEERGIR,
R RI, MBLEIAEMMERET La0EmAE (5 - SHEEIE - i - B
FT LM $HERTEAE AT ST AR BEE NSRRI R

() ERRHgRETER EANHE. XTOETRRE LM RENMR,

* * FERE - [EIHE (XSCM) * 1 EALEME R EITHAR M R AN RV A REE BN R *
BEXEEE © BEEINMERES SaiiafkiiE, NEHEERAEETR. FEE, TR
FIREREN, * AR - &t (XSCM) * BMERZSR BIWE, 8T RIEEIRIERX
Bo ERILEWMARR * FETEE - &1t * B LIER UMEE SRS ESERE,

6. IR EIRRIIE S, AREIRXATREERMAMERIER,
a. HEU MRS EIREERRE:

* FRLLS SR EEREIIRS repair-data 21F:
repair-data show-ec-repair-status --repair-id repair ID

* AL L AITIHFIAREE:

repair-data show-ec-repair-status

BERFIHER. €4 repair 100 AFEANMARIEEEITHMREREE,
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root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est Bytes
Affected/Repaired Retry Repair

949283 DC1-5-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9 Success 17359
17359 No

949292 DC1-5-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9 Failure 17359
0 Yes

949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9 Failure 17359
0 Yes

949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9 Failure 17359
0 Yes

b. INRiEH B REEIRIERW. BEMA --repair-id EHUEIREE.

tar S REREEIDEIRKMA T RIEE 83930030303133434:
repair-data start-ec-node-repair --repair-id 83930030303133434

I Er SR ERBEIDEINEMIIEEE 83930030303133434:

repair-data start-ec-volume-repair --repair-id 83930030303133434

BXER
" IEMRK; B

MEREFET RENEFERS

mEREFETRE, ERNIESEFET RRFIRRSERIRENEKY, HHRES
EHMBMFET AR5, HIRSERIAAE .

BRENRNER
* B E RS RN RIS E RIS E RS,
* FHETREME, BIEREETH.
p
1. w2 R > T RE>* Wg i,
2. WEEMEFHET =* LDOREFFE FHERE-FIF FI F RS- HariE,

XN E MR BN B
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3. YN "Storage State" (FEEIRE) — "Desired " (FFE) BB HNTIE, BRMUTSE:
a. B~ figE * R+,
b. M * R - * THIFIRA, EE B
C. B * NAEN
d. B&F * R * ETRHMIA * FERE - B * 8 * TS - e - EEEHRNEN.

MERFZI BT RN EFEESHERIRE

NN —RIIES, AeEMEETRENEET R, NRIIEEFEETS EN—1E%E
T?ﬁ%%ﬁiiﬁ&ﬁi, BARSKIKEHETF TR, RABEFHEESLKELE, )UUT—?ﬁ%:ﬁ,. \17171
StorageGRID R4 fER,

XFIAES

ltl:MEWBEE%: BRESR SRR RENEET S, IRREFHET R ENEFEEHIMKIE. BEARELRE
""Recovering a StorageGRID Appliance Storage Node", °

Review warnings about storage volume recovery.

v

Identify and unmount failed storage volumes.

v

Recover failed storage volumes and rebuild the
Cassandra database.

v

Restore object data to a storage volume.

v

Check storage state.

HEXER
"It & StorageGRID & &1 MET ="

S8
T EEEREESE N ES
© BRI RS
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* "IE R ST H B Cassandra i "

* R EIEE R E R AR BT IR "

* SIS RN EEERE

EERXEFREMENES

EMEFRET RNHEEFEEZE, BONEFUTES,

FIETERFNEES (REE) B+ sBIRg, B+ SIS D . fig, 0000 RE—1%, 000f
2% 16 M, FIMEMTALNE—IHRER (50) BRBMEMA 4 TB HEERMTHRITHRIEN
Cassandra ¥UERER(F; 28 LNEMHRTENATHREE. AEEMEEEERTHREE

WMRE 0 REBEHFEME, N Cassandra HIBERRERENEMEIRET B N—HRHITER, EUTE
RF, EBALLEE Cassandra .

* FHET SR 15 REIEIRE B,
* RARpBIHM— PRI Z N ERELEBEHEMRE,
B Cassandra [5, 2ABFEREMEETAPNER, NRBEVNEFEETRIE%Z, NEL Cassandra #IER]

BEARTBIH. W18 Cassandra RRIEEEE, N Cassandra #IEFJREM RIEMRPRIF—H, WREEFEHETAIS
BEABYEE R Cassandra , ETEMRIL 15 KAFEER IS NEET R, NEgEskEHIEERL

@ MRS NEFETREIMEE (FA) , BRERASH B7PRITUTMERESE . AIER
FEHEER.

@ NEXEEEFETSLERERMERETE 15 KNE-NEETRLEHRE, FHRARAL
o 1F 15 RNER N ZNMEHET m EE#Z Cassandra AJRES SEEUEEK

@ ?2%—4‘ﬁ£ﬁtﬂ’9%’ﬁﬁﬁ%ﬁﬁﬂﬁ%ﬁﬁﬁ, MATEEFBE— TR MEREDR . BERAKRAX

"RARZFFANER T R IRE"

@ ﬂgi ILM VBB RFE—NERIED, MZESUTRERENEFEEL, WEBTERE
X o

MNREMSHAEIBEIRS . K7 - Cassandra (SVST) ik, SN EXEIERE Cassandra
() WeERriE 0SSR, B Cassandra /5, NUAMRZIR, MRARIREIE, A5
RREREH,

BEXER
"M EAIRR; SRR

"BXAMRTRMENESIEEE"
WEHEHKEEFES

EMEBAEBEFEFEENEFET RE, BUIMEHNHAES, SO NI REEEE
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TR PEMBIVCEEFES,

BREENAR
B E R FFRIN R R E R IR EERS,

RFUIES

BN RRME R ERZHTFES,

V”EL&E’J”" */FxEL}JﬂlJE,l*HFi_?%, FREHEAEFTE /0 HRNE. MRHEEESNAERE, BXHRERMR
7, WRGRIRET AN IR P ARER AR ERIE 2B FEAHIT,

R STTRMIREL B , ARBRITFHSBRMES, GIIARMSENEEEE, ST
@ , BOITRHEHBEN. BN, EIE1TH reformat storage block devices.rb B, ,@_f\
ARERBEINHRAHIR. SBRIAEREIRK

()  mEFzE. BEEBEH ERERHR reboot B2

@ BIFRRASEEES. ERERLERIIEPEELNETRINL. ENBRIANKER, LW
BER T ERE.

BIFHMERIEEES, ERENEREFEENRERMIESE ID

TEREN, RASAENEFGEPE—IXXERABEBAE—IRRF (VUID) , HERASEEHNSXERS UUID
EHIEET = EB—1 rangedb BR. H5IH T XEREFUUIDFrangedbB R /etc/fstab XIEFMIZEIRS
PR ERZER, SEE b BRUNRBERENK,

FELLFRBIF. Adevice /dev/sdc BARNI4 TB. BF#EHE] /var/local/rangedb/0. FRIKHERR
/dev/disk/by-uuid/822b0547-3b2b-472e-ad5e-elcf1809faba {EH /etc/fstab X4 :

f fdmutade Feictetab file L Errarasraamint-ra, barey
var - Feeviadd Fuar/local S EYICIa~TeNMIT-Eo, barrl
fdev/ade AWAQ AL defanlca n

7 local idevisde — proc fpros pros defanirs ]
rangedb .. ayafla feEy= =ysls noAlito fi

0 e debugta foysskcnel fdcbug debugta noamTo o

 fdevisdd — deupts Fdevipts devprs pode=0520, gid=s i

] | Fdev £dD fredia/Eloppy o ROBLEO, UIET, ITHD il

i} :_r;mé_- Sdev/cdron Jodoom izoPE60 zo,mosuts 0 0
‘\\ | fdev/diak y-uuid /IR 40 40ET-BE1L-47a7-0T00- Tb31bA5 5albl  fver/local/nyagl_ibda
439868 || Sdev/zapper/laguy-Lagly /L2y xLs dwapl mipts/f2g,nealign,nobarcier  ikeep 0 2

[Fdcvidiaa by uaid/ Beabi5d) - doan-4iac-ndbe-cLoELa0aEaba /var, local/rangedb /o)

Misrt Pt Oicn Stsbm S Sjmce Avalabh  Tobe Ermries Eriries Avalible  Wrte Cachs
I et Ordna 59 @) 10458 us,u..a Py 655 %0 EES E13 058 Uninown 5
T MMIAS B Unkeown  H
tk  Onire B 4 MECE 4TSGR P9 PSBt0A0e B58.963.455 JN @ Unavailstio 5§
fniocabrangecty | sad | Oning S by 4 70 GB 4 %0 GB 0 &y B54.993 400 BSASTAEN MY &) Unavalsble 5

i Onbne 86 435668 L3T0GE @ 65890408 ESEOAINE M Unovalitle &

p
1. SERU TS BRUIERBPEFHEE RHIRE R
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a. JEF SR> TR> WM.
b. W Ih SHEFE T = LDREFMEEIAR . AREREEERINREFHE,

Object Stores

D Total Available ‘Stored Data Stored (%) Health

0000 9.6 GB 9.6 GB 5 823 KB 9 0.001 % Error = B
0001 107 GB 107 GB 0B 0% No Errors =Y
0002 107 GB 107 GB €08 0% No Errors 59

C. R UL HIEEMET R SSMEBREIIAE Y WE L—TPRENESTHIEFEESIEHSNER).

WRFHEU7OHFEIRTEFITHRS. FIE0, 0000 RBFE—1%E, 000f 2% 16 N5, FUERAIH. ID
FI0000HI M RIFMEIT N TF /var/local/rangedb/0 i&&&ZFsde. A/N107 GBo

Volumes

Mount Point Device Status Size  Space Available Total Entries Entries Available  Write Cache
/ croot  Online )@ 10.4GB 417GB [ & 655360 554,606 5 & Unknown
{varflocal cvioc  Online =% 966GB 96.1GB FE &) 94369792 94369423 E & Unknown

ivarflocalirangedb/0  sdc  Online 2% 107GB 107 GB 9@ 104857600 104,856,202 [ &) Enabled
Ivarflocalirangedb/1  sdd  Online 24 107 GB 107 GB 1% 104857600 104856536 {9 &) Enabled
ivarflocalirangedni2  sde  Online =% 107GB 107 GB [ 104857600 104856536 I @) Enabled

6 )

- BRI RERENEFET R

a. WALIT#<: ssh admin@grid node IP
b. HNFRFIHES Passwords . txt XM

C. BN T ap <tk Eroot: su -

d. BNFRFIHAIZER Passwords . txt XM
HUrootAAF SMERGE. RTFARBMER $to 4o

- BT A LUE LR MERR S5 FHEN R R T 18
sn-unmount-volume object store ID
o object_store ID ZHEFEEMIID. BlE. IEETE 0 EIDAI0000HI REFERIER Lo

- INRBIRR, BIR* o * FLEEET R ERVEFERRS,

() MREEEBSSEL, WRKIRTRE, {3 0 {1 Cassandra Fi.



sn-unmount-volume 0
Storage services (ldr, chunk, dds, cassandra) are not down.

Storage services must be stopped before running this script.

Stop storage services [y/N]? y
Shutting down storage services.
Storage services stopped.
Unmounting /var/local/rangedb/0

NW#iE, FERSHEL, SR80, KEETHER, EREIENE MR, RE—FERETREE
izl

RE & EWPEFES F EE CassandratiiEE

BATIEIT— IR EMR AN ENESREFEES LNEE, HERGHREEVNE
B EZET = L& Cassandra #iE%E,
* BN TMER Passwords. txt XH&
* RS2 RS IREhER A SEIF oo
s B HRESFENLZERE , WERN, Hh5EMEEREEES,
s BEEN SRS RiaTEEEE.
c MERNEBEREREVITERT AER, IBCEETAEHRETE . (TN EIRSH. SmEHEIP4EIRT
S*EUHECE S )
c MERTEY BREREHITH, ((EMREESEZD. &R HIPEPEST R, )
c MEEEREBE R EFREMENES,
BEEXERE DTS
a. RIEFRE, FM5LFEHEHEENBIEFES XN IEY IR EIFE,

BMEMEE, BRERENSENENSHURFRIRERAREBIRNZEME, EFEEMEHE, FHER
BHEHHARME /etc/fstab HEBHIT.

b. BRI L EHFEHNFET =
i AL T#%: ssh admin@grid node IP
ii. 3NFPTIHAZERD Passwords . txt XfF
iil. AL AL Elroot: su -
V. SNFRFIHAIZERS Passwords . txt XM

HrootAAFR BMERE. ITRFHEMEN $ to 4o
C. fERANX AR (VIEVIm) MPRIFREFEE /etc/ fstab X ARREXF.
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@ ERERIFTHES /etc/fstab XIFRE. BAMPRERILE fstab METERIIEF
BIFRBTT fstab XHFSEHBIXH RS,

d. BFRAMERLREHENEFHES, HIRIEFEERE Cassandra HiEE. WA ...

reformat storage block devices.rb

" NRFMERS EEIETT, RARRTEELXERS. BN *

* MRFE, RABIRTRIEER Cassandra #iEE,
* BEES, MREPEA—IERIER, BEE Cassandra #iEE, BN *
" MBS N EED RBRNSETE 156 RAEERTS— M EED R A

ZHAGRETMAER Cassandra » BB RTRAZRF

* WFEFEET R ENENrangedbIREhEs. HREAREKREHITUTIRIERY: Reformat the rangedb
drive <name> (device <major number>:<minor number>)? [y/n]?« BWANUTRELEZ

sy BRI BRI IREES, X EFRAUEFEES. FEEFRACNEEERNE
/etc/fstab X

" NRWhBR A EEEMEIR, HEEFBERRAKE, Wh*T*,

M EHILEIA, NS NREUNRBRENE LIRS
() eEsTED®) SMRRDS. 2. &

reformat storage block devices.rb <o

F Lt StorageGRID 12212 Reaper 412 Cassandra 188, —BEXIRSZ R
@ =RSFHE, EEM#HTEE., B IREIBARmEFIRE " reaper " 5
"Cassandra repair. ", WREEIIEREELXMNEIRER, BETHIREEFIE

THYER Lo

FEUTRAEER, NIXEHEE /dev/sdf MAEHERN. BEFREEEECassandra:



root@DC1l-Sl:~ # reformat storage block devices.rb

Storage services must be stopped before running this script.
Stop storage services [y/N]? **y**

Shutting down storage services.

Storage services stopped.

Formatting devices that are not in use...

Skipping in use device /dev/sdc

Skipping in use device /dev/sdd

Skipping in use device /dev/sde

Reformat the rangedb drive /dev/sdf (device 8:64)7? [Y/n]? **y**
Successfully formatted /dev/sdf with UUID c817f87f-f989-4a21-8f03-
b6£42180063f

Skipping in use device /dev/sdg

All devices processed

Running: /usr/local/ldr/setup rangedb.sh 12075630

Cassandra does not need rebuilding.

Starting services.

Reformatting done. Now do manual steps to
restore copies of data.

BXER
"BEERXEFHEEMENES"

R REIERRE RSN chER T TRIVTFES

TERGRDSETHTHRNFET R EMEEFEER, ERIURREFHEEXESENERD
R IR,

BEEHARR
s BATRIAE MEMNTERET R REERE N * BiEE « ENREIESRAT = > BhRYEIN £ L,

KTFUAES

AILUMEMEFET R, [IRTRISEEERNREUE, fiREEREMBRL ILM RN, LUERLUERNR
B4,

C) R LM MNE BN RXEFE— N EREAR, Mz THRKENFES L, WEETERE
R

MRFENHRBE—RIRBIR T =FME BT, T StorageGRID LU Z MEKn@i#k 2=
C) FiEhin < LOE RN REE. ERITIHRIED R 280, BERARASFURB LR RERESTEE
MAERRZS,
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MRMRE—FIRBIAMUTIIETRLE, WM IBTRERENREE. BT MINERIFETFE
AGORBIRERTEER. RIEMNAET RN REUEEREFMET /P E R E EE ME 7S
TRIERBIRER,
BRFIRIHE. 151817 repair-data [l LA ARERMREENTIE, H5 LM BiBEc SR
FRAE ILM F, &R AXHERRERNED repair-data 7S, HRIBEEIERSHIVEIET M FRFFDHY
R, QRS

EFEHIE. RECRFECER I TRERNBET R LIRES. JUEAR G <SREREHIREKIE:

repair-data start-replicated-node-repair

repair-data start-replicated-volume-repair

* BIRRIS(EC)EE: RIEEEREFEBERB I T RERNEET R LIHES. AIUERAM N RKERER
ELELERE 6/

repair-data start-ec-node-repair

repair-data start-ec-volume-repair

ERLEFMET /B, A LUFFREERRRERNSE. CERERETRYAIARTM. ERIUERUT
an L IRERZU M RIS EIERIE E 1B -

repair-data show-ec-repair-status

EC B EL RIS AR, THARMEFHLR, BLEETRARMA, NREER
() BoGEEBTFHE, ECEEFLEAN. TLlfrlARERMY, ECESFLRRES
~BEBIFETE,

BXEANFRES. 55N repair-data AN, HN repair-data --help NEEETRBIHLIT.
Bt
1. BRI ETEENR:

a. WAL F#<: ssh admin@primary Admin Node IP

b. HNFRFIHIEES Passwords . txt X

C. BN T etk Hroot: su -

d. AP FILRIER Passwords. txt X

HUrootFIF B ERGE. RAFFEMEN $ to 4o
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2. {£M /etc/nhosts file. BFEHRERREMRENFET ANENR. BEEEMIZPAAET RBFIR. 155
ANUTHZB: cat /etc/hosts

3 MRFIBEFMHEEHRERE, FREB MR, WRABAMBOEHIAKE. FERET P, )

@ ;g;%iiiéﬁ repair-data BN Z M RAITHIEE. BMEZ IR, BERAKRASE

c NREHNMERE S EFIEURE. BEH repair-data start-replicated-node-repair me
--nodes AT EBEENTEMET AL,

Lt I§EE & SG-DC-SN3 HIfEETI = - S HIavEkiE:

repair-data start-replicated-node-repair --nodes SG-DC-SN3

TR RIIEIS, MR StorageGRID REHAITHINHRKIIE, NS * HREX
() =R TesnRE I RANEREDA CREER, CUREEANE LR URRET
W, EEIA StorageGRID KFFIIEHIRE A,

o NRMIMEE S UM MISEE. 1BFR repair-data start-ec-node-repair 3% —--nodes FHF{&
EEANFHET SBNE,

bR S IGIEE B /9SG-DC-SNIRITFiE T = _EBYZUIZRAD 4452 ©

repair-data start-ec-node-repair --nodes SG-DC-SN3

LR ERNR[EM— repair ID XFLWAA T X— repair data #fF. EFEMALL repair 1D RERAY
HEMLER repair data #BF. MEIRETRE, F=REERFAEMKRHR,

() ERuempsapme. TUTFSESRIMER0KE. EERERET A TRERR.

° PNREHIMIEE RSB S E BRI EUEFR A MR EIE. BT <L,
4. MRIEMPHEHILE, BFEERTMHE,

UA7#FRTAANE ID . FlE0: 0000 BE—NEM o00r BF 1615, BRAILUEE—NE, — M EE
BT T —1TFI0E,

FrESRANTR—NMEET R L. MIRFEXRSIMEFETRNE, BERARARZF,.

e MNBMEREESEFHIEIE. 15FH start-replicated-volume-repair 3% --nodes AFIRIRT
SAYIEIN, AR --volumes B —-volume-range &, A TFRGIFIR.

BANE Itan LRI RERINEBIEIRREE 0002 8 9SG-DC-SN3RITFETI = L
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repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0002

SCE: oL RERINBIELRRESEENBIFIES 0003 to 0009 & 9SG-DC-SN3WEFET = £

repair-data start-replicated-volume-repair --nodes SG-DC-SN3 --volume
-range 0003-0009

ENERE—NFYPR: S EFNEBIELREE 0001, 0005, F 0008 ERHISG-DC-SN3
HFEET R LE:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0001,0005,0008

ERASHIER, WR SorageGRID REM TSR GIUIE, MRS * HRRK
() =5 TesnBEIRANEEDR LREER, CUREEANLERE URRS
WRE. ESNE X StorageGRID MiEFN#BEHEPRAYILER,

° NEMRE UMD EGE. BEA start-ec-volume-repair 83 —-nodes AFHRIRT RAVIE

W, PRGN --volumes 3% —-volume-range M. WA TFRBIFFR.

BNE Iban LA RIRRRIDEIELEREIE 0007 FER HISG-DC-SN3RYFE T R L

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes 0007

% CE: e SRR BIEERESEEMRIFIA S 0004 to 0006 TER ASG-DC-SN3WFET = £

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume-range
0004-0006

ENERAE—NFEYPR: ST UM BBEIEIRREIZ% 000a, 000C, # 000E ERHASG-
DC-SN3m7FfET s £k

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
000A,000C, 000E

o repair-data IR{EIR[E|IME— repair ID XFMWATX—R repair data 1B1E, BERLE
repair ID IRERFUHEMLER repair data fF, MESETMGE, FRREEFRIEMKI,



@ EREFET RN, STUFREERRELNEIE. BEREMET /YA RARETMK.

° NREHIMARERY & & E BRI BURF A MRID R EIE,. BT <.
°. MiITEHHBIERNIEE R,

a. FEEF RS> EEBENFETR> ILM

b. A" "B FHEMEHECERTESTM.

EE5ERa. waiting - allBHERO N R,

c. EEFMMIITEENIE. HEE > TR> MR
d. MR > [ETEEE BITFAET = > LDR*>*#UEFE"
e AU TEL, RAGHEEHFNEERTETM.

()  Tee#E Cassandra F—H, 3#EFABEAMMIES.

ST EEEE (XRPA) * @ RAIEMERESIEEONE, SUEETASREEERGIR,
R RI, MBLEIAEMMERET La0EmAE (5 - SHEEIE - i - B
FT LM $HERTEAE AT ST AR BEE NSRRI R

() ERRHgRETER EANHE. XTOETRRE LM RENMR,

* * FERE - [EIHE (XSCM) * 1 EALEME R EITHAR M R AN RV A REE BN R *
BEXEEE © BEEINMERES SaiiafkiiE, NEHEERAEETR. FEE, TR
FIREREN, * AR - &t (XSCM) * BMERZSR BIWE, 8T RIEEIRIERX
Bo ERILEWMARR * FETEE - &1t * B LIER UMEE SRS ESERE,

6. IR EIRRIIE S, AREIRXATREERMAMERIER,
a. HEU MRS EIREERRE:

* FRLLS SR EEREIIRS repair-data 21F:
repair-data show-ec-repair-status --repair-id repair ID

* AL L AITIHFIAREE:

repair-data show-ec-repair-status

BERFIHER. €4 repair 100 AFEANMARIEEEITHMREREE,
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root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est Bytes
Affected/Repaired Retry Repair

949283 DC1-5-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9 Success 17359
17359 No

949292 DC1-5-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9 Failure 17359
0 Yes

949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9 Failure 17359
0 Yes

949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9 Failure 17359
0 Yes

b. INRiEH B REEIRIERW. BEMA --repair-id EHUEIREE.

LtEr L {EREEID 83930030303133434 F KM T RIEE

repair-data start-ec-node-repair --repair-id 83930030303133434

IS EBIEEID 83930030303133434 FiX LM BEE ;

repair-data start-ec-volume-repair --repair-id 83930030303133434

HBXER
"&1E StorageGRID"

" EAIROR; BPEHEER"

MEFEEENEEFERS

mEEEER, EUINRIEFETRIFERSESRENEKN, HHREIEHRBE
fET mARSS2REY, HCRSERIN B
ERBEHNE
* R N RS R B RS,
F FEETRENE, MBREERR
S
1. PR > TR RN
2. B BIRETEET R LDRFIETEBRES-FR MR- L 3 80,
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XN B MBI R A BE A
3. IR "Storage State" (FFfiEIRZS) — "Desired " (FrE) IRB AR, BRMUTHE:
a. B * BLE * XM+,
b. M * TFHEIRTS - FTE * TRIFIRA, &% * Bl
C. B AEMN
d. g BhR * EMEHAIA * FERES - Fif * # > FERE - S50~ WEEEH BN,

M %,;LGEE?J%%E&BEEF |‘ (2

MREFURENEED R ENRR RS A ERIE, WikEET A8 BF StorageGRID
RS, ENNSER—HFETS T MR AR Ehes i fETR IR E,

KTFUAES

ERLLREP IR MEBETRENEFET R LNRAR R KEPRE, SR SEEEAFEERFLIK
[EE T A B EHRNEENT B,

@ XIRILET REPR RS RENEFETR. BEMEREEFHETR, BOINSREMIRIEDS

B

"Iff & StorageGRID & B 1ZET 2
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Prepare for node
recovery.
Replace node.
VMware Linux
No ) Yes
Linux host?
Corrective No " See the
actions taken when F:Eiﬁ;fgel_s “What next?”
restoring node? section for details.
Yes
—force flag New or changed
or force-recovery block device
Select Start Recovery to Recovering from
storage volume
failure

L configure the Storage Node.

v

Remount and reformat
storage volumes.

v

Restore object data to
storage volumes.

v

Check storage state.

p
"BEEXEFHETRARRBMENES
* EREET R

* "EERMEUEEFE TR
* ‘MM EFRRAUEEES("FHHTE)"
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* "IRIERERNRGELREIFES"
* "MEFET R AR RSN EFHIRE"

EEG R A RSRDE RS
EMEFET RNRERARIR 281, TRABERUATES,
T RABEENRTHIEN Cassandra #HiEE. ELUTRAT, AIREREE Cassandra HiEE!

s FET RRAEE 15 REEMRE B,
* FEEHIBEHEME,
* RARDBBHM— IS N ERELEBEHEME,
B Cassandra [5, 2ABFEREMEET AFPNEE, NRBRVNEFEETRIE%, NEL Cassandra #IER]

BEARRI A, %0R Cassandra RIIBEEE, N Cassandra FIERIBERREMERRIF—H, NREFHETRITZ
BEANESEFE Cassandra , EERILL 15 RKANERB NS NMEET =, NrlfEsRESHIEER,

@ MRSNMFET REIEEE (AN , BERRRARZ S B7IRITUTRERESR . AJaER
FEHHEER.

@ MRXBEFETRRERERMESTRE 156 RNEZNMFRETRRERE, BRAKRAS
o £ 156 RAER TSN FHETI = LER Cassandra AJRe 2 SHEEER.

@ ggﬁ—ﬁﬁﬁﬁtﬁ’ﬂ%’l\ﬁﬁﬁﬁﬁﬂﬁﬂﬁﬂﬁ, NAIERE— MR MERES R . BHRARAX

"RAZ AT RIRE"
NRUTFET R T RIBREFRIN, UBEARATFFHEESHIEENS —MAETRRRNR, 15k

(D) wrtesnmErsiEis S LnEs, ABEREIHEEETS, FEUEXNAARNHE
ST TR S B AR R,

@ R LM MNEBERXEFE— T EHEIER, MZBINMITRERENFEE L, WEKTERE
POE 8

MREMSHRENBFIARSS . R3S - Cassandra (SVST) iR, EENBEXBLER Cassandra
() WERSiRE SRR, B Cassandra /&, RUBRZIR, MEAARER, 85
AR,

BXER
"SRR EPEHRR"

"BXRMET RENESHIEESFI

"M A GIREHER ST IF IR E SRR IR E"
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EREFMHET R
MRARGFIRRNZR R ELRE, BT ERIFET o
BRANENFEEET RENRFIE . NTAARENNETR, BRTRISEEER,

@ XRILET BFP R ERYE REFNEFETR. BEMEREEFHETR, BONEREMIRIEDS

q;k o

"It & StorageGRID & & FMET =

* Linux : * SIREFHERKE RS HIMKE, BRBRAERT RAUREREZRITHEMES B,

T4 BRIEDE

VMware "EHiVMware T 2"

Linux "BEHELinuxTT A"

OpenStack MEIREREB 45 NetApp /3 OpenStack 12 EHY FE AN AL AL SRR

A, WMNREEEMETE OpenStack BEFZITHT R, B FHERT
Linux 21ERANX . S, REBRESE TR Linux TTH,

B E UEEFET R

EMEMETRE, BOTENRERERSPERRIME, DIEHTREENKETRNE
(ASENE

TBRENNS
BB ST RN S SR E R IR B IR SR
* B R BRI HARIA R PR,
* BRI ABREEEAEE,
* BB EEHEEE AT R
B IRIEIEBRRRD SR E e B 1R L9 FF 45 B ER.
* BATEHIATE 15 KRNKRERIEHET =

RFUIES
NREFET RIENBRLEAE Linux EANL, WREEBRUTFGZ—H, FTHIRITIETE:

* BWIER --force BTFS|ATRINGERELHIIRE storagegrid node force-recovery
node-name

* BUTRITRETRERLE, HEFELER /var/local o

p
1. ERREER . TR HPEPESIRE,
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2. 7£ Pending Nodes FIZRHIEFERE FIMIET =

TREMEES, ETREREIRFR, BELEEETR, RIETSEENETEHESTFHITRE,
3. W\ * EEERIRIE * .
4. BEBHIRE

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Search Q
Name LT 1Pv4 Address IT State IT Recoverable I
® 104-217-51 10.96.104.217 Unknown v
Passphrase
Provisioning Passphrase | sssses

Start Recovery

O EMEMET RERPEIEIMEHE.,

@ EME RS R T1THE, BRILEE * BE * UBHFHHNME, HIRER—MEEE
1, ErEEERFSR N R TFARHERT.

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For WVMware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

Do you want to reset recovery?

MREBREERMFIRE REAME, YRV REREIMLRERTS, WK

MR

° *VMware * : MIFREMBHEMMET R, A, HEESFERBHRENR, EMHETRo
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° *Linux *: TELinuxEN EBTIARSUEMBE TR storagegrid node force-recovery
node-name

6. LFHETI AR " Waiting for Manual steps™ " BHEREY, IEEEMEIRIES TR PIT—MES UAEFIEHA
BRI EES,

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Recovering Grid Node

Name Start Time Progress Stage
de2-s3 2016-09-12 16:12:40 PDT N Waiting For Manual Steps
Reset
BXER

THEEEMRERAILE(RTaER)"

ENEHNENRACEEES("FHTE")

EHEMEHFRENEEEHEMRINUEAREEESE, BOAFonz TR MR, B—
MG EHEFRNERNE, FEMINK StorageGRID FiEE. £ AR ER
MNCFTEBHENE, RIEFEEEFHIE Cassandra HEEIARS
BEENAR
* BEERENFEEFRNT AN IEEEESIEML,
1517 sn-remount-volumes IZASR]8EH B F & E HMBEFES
c REKNEBERESRERITEETRER, IECEETAERRELE . (ERKREESRP. mFEHiPEIP T
S*EVHICE . )
c BERNTY BERERERITH, (EMEEESTP. SEFEHIPEIFESY R, )
 BEEEEXEFET AR RSB MENES,

"BEERGFHETRARRRMENES"

MRZNEET SRV LN PFETREDE 156 KNEER, BRARAZR. 187
@ BT sn-recovery-postinstall.sh i, ERNHZ N EFET R ELEESERE
Cassandra BY 15 KA A gER SHEIBEEK,

KFIEAES
BERIRESE , BRITUTERES:
* BREIEMENEHET Ro
* B1T sn-remount-volumes AT EFMEHRNEMNEFEENRIZA, SITIHMEAE, ©RFHRITUTERE:
© HEHMEHES M FEEUER XFS BE.
° 1T XFS XH—EEHE.
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 MRNHZRLE—H, NHEEHESEES IEINIERB StorageGRID Zfi#5.
° MREFESIENIER, BFEWERZFES. S LOMBIEHIERFITE,
© BEMZE L H AR RERIR,
* JB1T sn-recovery-postinstall.sh BI&, BITILHZASES, ©RHUITULTIRE,
BITZHI. BNEMEHREIENBoFET R sn-recovery-postinstall.sh (BEIH
@ SR REEHZA) EMERAUBEFEEHERNRTEHIE,. ZrEMBMFET S sn-

recovery-postinstall.sh el SH=HXBIMRSELHE. HEKStorageGRID 18&
T RIR PR

o BN FRERMNERITZEMRESLE sn-remount-volumes BT EEH AR LEH.

@ MREFRAUENEES, WizE LHNFEHIETRER. RIKER ILM ANEE N
FRESIRREIE, WBTHITIIMNVRIED R UMM R E A BT R SRR,

c NREFE, ETH = LEE Cassandra HiEE,
° BEEET = LRSS,

g
1. BRIEMENFET R
a. AL F#<: ssh admin@grid node IP
b. FNFFIHEES Passwords . txt X
C. AL R et Elroot: su -
d. BMAPHIHAIZ Passwords . txt X5
HUrootAF S ERGE. RTFRBMEN $ to 4o

2. BITE— M HAEREREARNERNEES,

@ WNRFIEFEEE RN, FEHTHRIVE, NEFMBFESHHIIKEE, MBIty
BHEBITE A, EMRIVEAIEEHHENEFES.

a. IB{THIZA: sn-remount-volumes
A A] BEB E LN A BEE B 2R FMEE LiB1T.
b. EAZITHRIE, EEHEFINTRE FEART.

TR LUARIEREER tail -f ATEEHABEXGERENG S
@ (/var/local/log/sn-remount-volumes.log) . HEXHESLHLSITHRHEF
HNES

root@SG:~ # sn-remount-volumes
The configured LDR noid is 12632740
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====== Device /dev/sdb ======

Mount and unmount device /dev/sdb and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sdb:

Mount device /dev/sdb to /tmp/sdb-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12632740, volume number 0 in the volID file
Attempting to remount /dev/sdb

Device /dev/sdb remounted successfully

====== Device /dev/sdc ======

Mount and unmount device /dev/sdc and checking file system
consistency:

Error: File system consistency check retry failed on device /dev/sdc.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh,

this volume and any data on this volume will be deleted. If you only
had two

copies of object data, you will temporarily have only a single copy.
StorageGRID Webscale will attempt to restore data redundancy by
making

additional replicated copies or EC fragments, according to the rules
in

the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on

this volume cannot be rebuilt from elsewhere in the grid (for
example, if

your ILM policy uses a rule that makes only one copy or if volumes
have

failed on multiple nodes). Instead, contact support to determine how
to

recover your data.

====== Device /dev/sdd ======

Mount and unmount device /dev/sdd and checking file system
consistency:

Failed to mount device /dev/sdd

This device could be an uninitialized disk or has corrupted
superblock.



File system check might take a long time. Do you want to continue? (y
or n) [y/N]? vy

Error: File system consistency check retry failed on device /dev/sdd.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh,

this volume and any data on this volume will be deleted. If you only
had two

copies of object data, you will temporarily have only a single copy.
StorageGRID Webscale will attempt to restore data redundancy by
making

additional replicated copies or EC fragments, according to the rules
in

the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on

this volume cannot be rebuilt from elsewhere in the grid (for
example, if

your ILM policy uses a rule that makes only one copy or if volumes
have

failed on multiple nodes). Instead, contact support to determine how
to

recover your data.

====== Device /dev/sde ======

Mount and unmount device /dev/sde and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sde:

Mount device /dev/sde to /tmp/sde-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12000078, volume number 9 in the volID file
Error: This volume does not belong to this node. Fix the attached
volume and re-run this script.

FErflatid, — M EEEEMNERER, =T EEEHIER.

* /dev/sdb BBEIXFSXHRAZ—HMNEHABENNESEN. RILEMIHERER, RS
MEHNIRE EREIERERE TR,

* /dev/sdc HFFEERHENEHIF. XFSXHRZ—HIEHNERMK.

* /dev/sdd TTAERH. RAEEBEUEVRUNHEENBIRRERIT. ML EEHEFEERN,
ESWREREBRETXHRAZ—HMNE,
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* IREFHEEEERIIFNEE, 5% N HERE BRTEL. EXEFLEREE LRXHR

4o

 MRGHSEERINEHE, PFERE BR . TR UERXGRANERLS RRHE DT
BIRR. ERIGRFER /var/local/log/sn-remount-volumes.log HENMH,

* /dev/sde BIEIXFSXHAL—BMNEHEFENNESEW; B2, volDXHHHILDRTISID
S5t EM#T S ( configured LDR noid BREINER). IHERTILER TR —NEMET =

3. BRI F AR MR,

@ MRFHEERET XFS XHERZ—HMNEN T EER, BFATEREPHERER. &
WY BRIBITHE X sn-recovery-postinstall.sh XS O,

a. MELRRERTEEFFAEENFE. MRRIILERS, BEIEITIRZ,
b. EEFMAEEEHIREINER. MRIBRETFEETE THE#TRNER.
LRGP, REH /dev/sde BEUTHIRHER:

Error: This volume does not belong to this node. Fix the attached

volume and re-run this script.

MRBREENFEERTE—IEFHETR, BRARAIR, WREEITHE sn-
@ recovery-postinstall.sh iAh, EEEREMEIT. XAUBERSHLRERRA
HIEEX.

o MBTEEHEAFEELE, HETHRENEN, REEERBRILES.
() CoREEAERENTEEEENEELE.

TRERIZEBIENSID. BITHNHEERALID repair-data ATRMKREIERREIS(T—MRE
TR BRI,

d. S HEMMB T EERNIEEG. BT sn-remount-volumes EMREMIALUBIAFTE I EMIER
HTFEEY EEMIEH,

MRTEFEHFEENFEEHRINAER, MERSEHRITI—2, NIEURItE ERE
AR WMER. MRWKREIEER N EIE, WRE—1EIE, BRI FT— MRS R
(ERMREHE) MLk

1570I51T sn-recovery-postinstall.sh MNREINNHIEZFES ERIRBOEIET E MM
@ MPREMAEERGIW. MRENILMKEERNANXEE— M RIAHEEZ IR L
KREHPE). Mol UERRA, IFERRASZHUBE AT E R,

4. JB1T sn-recovery-postinstall.sh fldS: sn-recovery-postinstall.sh

LRI AR EFR AT EEHER AR ERNEEEES; RIEFEE TR LER Cassandra #iEE; H
BEITFET = _ERIARSS.
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EERLUTEIU
° MR R RE R E L\ A BEIE T,
cBE, EMZAEITHE, EBNBEMRE SSH =i,
° SSH REFIETNREEY, E74& * o Ctrl+C*
° WIRREMKPUIFHLIE SSH 21E, MILHARERSIETT, BERIUM " ME " THEEHE,
° NREFETTREMR RSM BRSS, NMEETTRIRSENBE), HARIRSIERF 5 7. 82 RSM IRSERX
BEhY, FitsHE 5 DHEVIEER.,

(D)  RsMEBSuF21ADC BEMEET S L,

F L StorageGRID &3 2{#F Reaper &2 Cassandra 188, —BEHXIRSHFIFRIRSF
()  t EaEssTEs. kS TREMARHTIEL " reaper " 5 "Cassandra repair.
", BEEIHSTEEAMNEITEE, BETEEEETERNS S,

S. LMK ER sn-recovery-postinstall.sh BIAEITH. MiEMREIEEFME 1@,

"V & " T LBV E LN ERT rIR IS IR sn-recovery-postinstall.sh flZs,

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Name I IPv4 Address I state 11 Recoverable it

No results found.

Recovering Grid Node

Name Start Time Progress Stage

DC1-83 2016-08-02 14:03:35 PDT . O N N Recovering Cassandra

£2J5 sn-recovery-postinstall.sh HIABET R LEBoIARS. SR LUEH RMIBE R A&
RRFES. IMZIREL R PRk,

BXER
"BEEBXFHET R AR KB MENES"

"RIEFEERNRBELREFEE"
RIEFEFNRBEEREITFHES

R sn-recovery-postinstall.sh SEFERARAEREN M — SR EZE
. BN REEBMNEMERET SA3ET R RBIEMENUNEFES. FIFEHR
BT PSS NEEE, SWAFERITXEDSE,
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ERBEHNE
* ERTHRABIRE WTE T SRR * B « RIS EIZaRN T > A AT R L

XFIAES

AIUMEMEET R, [IRTRISEEDERNREUE, siREEREMBEE ILM RN, LUERLUERNR

Bl

®
®

®

R ILM MNEENEFE—NEFIRID, MZBISMUTHIEENEFEES L, WERTERE
POE 8

MREN W RE—RIRBIANA T FEMNF, N StorageGRID B0 Z MEREIEHIA Flx
FiEbin R LUE RN REE. ERITIMEIED R 280, IBEARARSFUESLR RS EEE
MAERZS,

MRMRE—FIRBIAMUTIIETRLE, WM AIBTRERENREE. BT MINERIFETFE
AGORBIRRTEER. FIEMAET RN REUEEREFE T R PR RRETE LE MEL7Z 5
TRERBIRER,

BRFENREIE. 15IE1T repair-data fiilds, AR RERNRIIENITIE, H5 ILM BiEEcE AL
FRAE ILM F, &R U EARFERED repair-data 7S, RIBESIERSHINVEIET M FRFFDHY
HHE. WA

* EHHNE RIBEEFECER M RAERMNEBET R ENFES. JUERAM TSR EREHBIHIE:

repair-data start-replicated-node-repair

repair-data start-replicated-volume-repair

* BIFRIZ(EC)EE: RIEEEREFTERERB I T RERNEET R LIFES. AIUERAM N < KERER
ELELERE 6/

repair-data start-ec-node-repair

repair-data start-ec-volume-repair

FEFLEEET BRI, ATUAREERRREIENSE. BERERETRIYEURARTM. ErIUERUT
an L IRERZU M RIS EIERIE E 1B .

repair-data show-ec-repair-status
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EC (EERLRITHARA B, TELMEEHLR, ELREEERNERR. NEER
() @wneH=ERFHE, ECEErLBAK, TRIFLARERMY, ECEBIFLTREE
SEIRIHETIR,

BXEANFHAEE. B2 repair-data BIA. AN repair-data --help MEBETRHHL1T.

gt
1. BRI FEENS:
a. MINLAF&<: ssh admin@primary Admin Node IP
b. BNATIHAIEEY Passwords . txt X
C. AL R es <t Elroot: su -
d. AP FIERIZERS Passwords. txt X

HUrootAP BIERE. RAFFRHMEN $ to 4o

2. {FH /etc/hosts file. BFEHECERREEENEET SNENR, EEENRFAETRNTIR. 1B
ANUTAHZA: cat /etc/hosts

3. NRFIBFHEEHRENE, FREBMMR. WRABMBHEHAKE. FEET %, )

@ BIRIBIT repair-data ARX S M TRATHEE. BEMESZITTR, BRAKAX
o

c NREHMIRE S ERIAVEIE. BFER repair-data start-replicated-node-repair me
--nodes ATFREBNEFMET RANED,

A S8 E B9 SG-DC-SN3 HIFFETI = LS HIBEkiE:

repair-data start-replicated-node-repair --nodes SG-DC-SN3

ERMNREHES, WIR StorageGRID AL AEIEHIFIN REIE, NMahAk * HWREKX
@ Eiko FAIRERTEBRMTARAFNFMET R LMALHR. BNBHEERRNRKERE UKEER
MUE. ESNHE X StorageGRID MizFNHPEHEPRAYIER,

° NRMIMEE S UMRISEUE. 1B repair-data start-ec-node-repair 3% —-nodes BAF{&
SEANFMET SBNE,

b I IEE B /9SG-DC-SNIRITFiE T = _E BYZUZRAD $445E ©

repair-data start-ec-node-repair --nodes SG-DC-SN3

IR BN IR O] HE— repair ID XMiRA T X—m repair data 12B1E, BEAL repair ID EREREY
HEMLER repair data 1BE. MELRETRE, FT=REEAMEMKRIE,

@ ERLEFET SR, AT REERRRIENSIE. BEREMETNAYERAETM.
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° YIRERIMRE N E S EH BB MR EE. BT SBL,

4. MMRIBMHEHILE, BFEERTMNE,

66

U7 FIREMAE ID. fl30: 0000 @F—1NEM 000F BF 16705, ErILUEE—1NE, — &L
EHZ NN FRTET—1F5E,

FRrBELAUTRE— I EFETR L. MRFELERS M EETRIE, BERARARZ,.

e MNEMREESEFHIEIE. 15FH start-replicated-volume-repair 3% --nodes AFIRIRT

RBEVED, SAEAN --volumes 8¢ —-volume-range . LU FRBIFAR.

BANE e LA RERINEIEIEREE 0002 8 SG-DC-SN3RIFFETI = L

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0002

SCE: oL RERNBIEERESEENRFIES 0003 t0 0009 R SG-DC-SN3WEET = L

repair-data start-replicated-volume-repair --nodes SG-DC-SN3 --volume
-range 0003-0009

ENERE—NFFIFR: IS RKERIBIELREIE 0001, 0005, # 0008 FEFK/ISG-DC-SN3
BEET R LE:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0001,0005,0008

TR RIIEIS, MR StorageGRID REHAEITHINHRKIIE, NAME * HREX
() 2R TRSERIRANERT S LRETR, CUREEANEERR MURRED
WS, EBIER StorageGRID KHEHIKIHAHIME.

° MNRMERESLUMRIZEIRE. 15EFE start-ec-volume-repair 883% --nodes FAFHRIRTI mAYIE

W, ZARANM --volumes B --volume-range &M, LA TRGIFTT.

BNE: hen S IERRRIDEIRIRIREIE 0007 TEB NSG-DC-SN3WFE TR £
repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes 0007

EEE: e SRR EHIERRESEENRIFIEE 0004 to 0006 FER AISG-DC-SN3EFETI = L



repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume-range
0004-0006

ENERE—NFIF: ST URRLHEIELREIZE 000A, 000C, M 000E FERHSG-
DC-SN3fyFfiET m £

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
000A,000C,000E

o repair-data R{FIREIM— repair ID XFINHATX—R repair data 1&fF. 1BFERALE
repair ID IREFRVHEINLER repair data #fF. MEIRETRE, FRERFEMKIER,

@ EREFET RN, ST REERRREDNEIE. BEREMET /YA RARETMK.

° YIRERIMRE R S S EHABUENAUMRIEIEE. BT B,
o. MiITEHHBIERNIEER,

a. FEEF N RS> EEBENFETR> ILM %

b. A" "I FHEMLHEEERTESTM.

EERRIE. waiting - al BIHHERO MR
o EEAMSEEEIR. EAE > TR TMIE,
d. YEE P> RS EMTEETS 27> LDR™>SKIBTENE"
o BABAUTEN, RUEHEEHNEERTORMA.
()  wIee#E Cassandra F—H, 3#EFABEAMMES.

2REE (XRPA) . ERILBMHREEFIEENHE., SHEETRIABESXONRE,
R =B, SORIEEIERIIE MBS HaiiataERE (B * 3EAE - i« BIEREM)
MFR ILM HfEREEAT R EAMERTEEENBE NN R

() ERRHgRETERe EANHE. XTOETHRE LM RENMR,

** FEERE - [EIHE (XSCM) * 1 EAEME R EITHAR M R AR R AR B R *
EXREE * BHEEMEERET HaiiafaiiE, WERIEERAEETM. FEE, HAiEiR
AT, * AR - &t (XSCM) * BHERTSR BIWE, 8T REEIRIRX
B, ERILEWMARR * FEEE - &1t * BIEHLIER UMEE SR ESERE,

6. iTAmIEIENEE. RAEEIXTEERKAERIER,
a. HEU MM EIREERRE:

* FRLH S EBRRIEIIRE repair-data BE:
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repair-data show-ec-repair-status --repair-id repair ID

* ERLLE L ATILPIEREE:

repair-data show-ec-repair-status

RERFIHER. €4 repair 100 AFEAMARIEESITHMEREE.

root@DC1-ADM1:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est Bytes Affected/Repaired
Retry Repair

949283 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9 Success 17359

17359 No

949292 DC1-S5-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9 Failure 17359
0 Yes

949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9 Failure 17359
0 Yes

949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9 Failure 17359
0 Yes

b. IR B REEIRIERW. BEMA --repair-id EHUEIREE,

ttar < EREEID 83930030303133434 B IHAKMHTTRIEE

repair-data start-ec-node-repair --repair-id 83930030303133434

LtEr < {EREEID 83930030303133434 F KM BIEE

repair-data start-ec-volume-repair --repair-id 83930030303133434

HEXER
"&18 StorageGRID"

"I SRR

MEFHET R ARREB EHREFMEIRE

MEFET RNRSREE, BOTRIEFET RBMERESERIRENEN, HHER
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BHENBMEFET RIRS RN, WIKERIAEA.

BEENRE

* EAE RN AR B R RIS E RS,
c FETAEME, HEREETM.

Pz

1 EF > T A>*MEHEHN,

2. KEBMEEFMET = LDREM FERS-FIE M EE RS- HariE,
XN B MR EII N B Ao

3. ¥NE "Storage State" (FZBIRZE) — "Desired " (FrZE) ®RBHNIIE, BHRMUTSE:
a. B & * mm+k,
b. M * FEIRT - FRE * THIFIRSP, EF B,
C. B * EER*
d. BB~ B * EM-EHAIA * FHEIRES - FrE * 1 * EERS - S50 * NESERABEL.

MEET REERRE
EETNRNMEIENATEREEETREREEEET R,

KFUIES
MEXEETANFEETEETRNSRTEER, ERGTEEFRATR,
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Prepare for node recovery.

v

Preserve the audit log.

v

Replace node.

ViMware SEH.'HEES Linux
appliance

See the
"What next?”
section for details.

Comective
actions taken when
restoring node?

Recovery is
complete.

Yes

—force flag
+ or force-recovery

Select Start Recovery to
configure the Admin Node.

v

Restore the audit log.

v

Reset the preferred sender.

v

Restore the Admin Node
database.

v

Restore Prometheus metrics.

MNFEMENEETR, BRAEBEEHRNMERESIE . XEIEMNRSNEERESERN, EATEHE
FRA[Elo

BXES
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"SG100F1AMP; SG10008R5Zi&H"

PRI
*"MEEETREERRE"
* "MIEEEET RHERRE"

MEEET RERRE

EMNEEETRHESRE, EUNER—ARENES. TEETREENESNEEE
EHS (CMN) RS,

KXTFULES

NI B A EHENTEET R, TEETR ENEEEETR (CMN) RSHFTAMEEHNRIFRT
o REFRAFPEERANRNDELH R FIEREHUBIMRN, SUTEHAFNR, BFMEPEET K
A— P BARRIRTT, FEE CMN R AR, MREANTUYLE, B, EEFNRTRERGE, TERMNMER
IR

@ @LIZ\?JﬁEit\é’\J—/l\E Vﬂ@??ﬁ%?ﬁﬁ%ﬁ&ﬁﬁ?’ﬁi%ﬁ*ﬁﬁ, EWUI\W@W%E\ EHNHR. i)
HIETEJEREURF M RBNE . IREFEEERMTERMENNESEE, BRARAZ .
g
"MEEHENETEET ASHEIZEE"
U ERFEEDS
CREEEREEETR"
EEMENFEET R ERREHEZAE"
CEEMENFEET R LEEEIRAXS"
* "REEEETANEREET R EE
* "E EBIET R BERPrometheustgfz"

MEEHRFENEEET R ERHZAE

MBEALB M IR BT R R A, N REKLERS P FEPR
GOERAIERIBRIER, GAMERENEBIES ARHHET RS RBNE KA SR
B R

/"m0

IREP R SR EZASXHENIEEET REFIZ SIRMET R ERIRRIE, A, TLUISXERERE
ZESEFEHEREETR. FXASTEHEFZFNEET R,

RIERERE, AR EAMAERENEETAEWNEZAS, IRBERE—NEEDT R, WRENEED
REFRERNEXATREFCREFZATT, ARAMCRIVEERER. IRBELSSIEETR,
WAIUMS— T EET RIRERZAE.

@ MRPELZELISENEET R LBREZAE, ERLUERRRXERTE, FImEENR
gZE.

1. NREJEE, FERIHMHENEETN <. BN, FERITEETIHEMBEETR WRE) -
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a. AL TF®%: ssh admin@grid node IP
b. MAFFIHME Passwords . txt X

C. AL T etk Hroot: su -

d. MARTIERIERD Passwords . txt X

KrootAAFR BMERE. IRRFHEMEN $ to 4o

- AZIEAMSHRSS LIBRIEE SR FIEEXH: service ams stop
. B auditlog X, FEHESHZIEMENEED RRNFBRIE XM,

% auditlog EfRAM—RSHIXHRZ, B30 yyyy-mm-dd.txt.1 o Fla0. &= L auditlogX i E
7$92015-10-25.txtcd /var/local/audit/export/

EHBEIAMSHERSS: service ams start

SIBBRUKAESEZASEXGERZIBIRMET = LRIGEIIE: ssh admin@grid node IP mkdir
-p /var/local/tmp/saved-audit-logs

HINEEREY, 3N admin BYZEE,
SEHFMEEZEEXM: scp -p * admin@grid node IP:/var/local/tmp/saved-audit-logs
HIEEREY, N admin BYZRD,

KrootAAFR B77E3H: exit

B EET R
BEMEEFTEETR, DN ERYIENENEE,

ERILUFH S EN EEET RBERANER—FE LETHEEET R, WAILUEE VMware 5 Linux 4L
BITNEEETRERARSKE LHENTEET o

ERSENTREFNERTELEMRESE . TRTRERRESE (ERTHRETRER) &, %iRF
TR BSISEENTEETRMENT—D,

e S IRIEH

VMware "EVMwareTi 5"

Linux "EELinuxTi "

SG100 #1 SG1000 ARSZ1&&E "EIRARSIRE"

OpenStack MEIRIER BT NetApp 79 OpenStack HeftiY BB AN RE R ST IR
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I, MREFEMETE OpenStack FBBFIBITHNTR, B FHERT
Linux #RERFRIX . AT, WEBIEFSE B Linux T,



EEEREEETR
HIEERT 2B E N StorageGRID RN EEET S,

* NTFEIM ERENETEETR, LNEE, BohiEEI.
* WFRSRELHENTEETR, BEERILREHTE TR, HELERTENRENTEIER.

"SG100Ff1AMP; SG1000ARS31%
* BB BEME BXHMRED (sgws-recovery-package-id-revision.zip) o
* B AR EZEEEE,

p
1. ¥ TFWebX| 51288 H S/ E https://primary admin node ipo

NetApp® StorageGRID® Help ~

Install

Welcome

Use this page to install a new StorageGRID system, or recover a failed primary Admin Node for an existing system.

€ Note: You must have access to a StorageGRID license, network configuration and grid topology information, and NTP settings
to complete the installation. You must have the latest version of the Recovery Package file to complete a primary Admin Node

recovery.

» Ve

Install a StorageGRID system Recover a failed primary Admin
Node

2. BE MEREHENEEETS

3. LEmMEBNREMER:
a. B I,
b. $%l StorageGRID RANRMIRE NGB, RERE *TTH *.

4. BMNELBEZIDEE,

5 B BohiRE * .
%Eﬁﬁﬁ%o%Eﬁ%ﬁ%%%ﬁ,Mﬁ%ﬁ%ﬂ%ﬁ&ﬂﬁ#ﬂ*ﬂﬁoWE%&E,ﬁﬁﬁﬁiﬁ
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6. MR AStorageGRID ZFRA T RRER(SSO). FHEMENEET RMKH S EEERENERIINE
B OARSSZ/IET. 151EActive DirectoryBX & B2 IRIEARSS (AD FS)HREHT(SMIPRH =/ 6132 )% T = AIKR
HiEE. FREEETNRMEIERERFAIARSFIES.

ERE KB EE, B8 0AXEE StorageGRID K, EHAARSEES, FER

O %ﬁfﬁ,ﬁmﬁé Shell o #% /var/local/mgnt-api BR. AEEE server.crt X
7. WERERENAEIER,

a ERXSNERE REIMEEIZE,

b. M

o WEMFIRT, HEEEEEA,

o FERREIE L, 12T * KA * PERTR R0,

& PHELARABRIRTS S

fEBARTE L, 13T SR * TR R R,

- 05 * AR * TR RROIRAIER, NERLAEIMER.

. ilE% * BREhRE * FERPETRIMRARE, AN REMEFRIMENEEET R B EIER R

HXER

"&18 StorageGRID"

"StorageGRID BUEAMEFIRIEL R

EEMENTEE TR LRREZAE

INREBREHETEETAPNHEZEE, Nl GHEERZIZEMENTEET =

* IS
L

HIZTEMENEET R
* ERBEETR

WHIEERE, BRNEREZESEREIEMIE,

At
=
¢

MREETRBRSE, REINZEETRNEZASAIRZER. E.[L)(i%_i’-_fMHji%ﬁﬁﬁﬁ’g'r’éﬁﬁﬁg%u%?ﬁEI
&, ARRXEEZASTERIEMENEET RKPIEBIEERR. RIEKER /R, IR EM A ERER EIE
TRERFEZET. Tﬁ*ﬂJTE/R'F, MRMBEAESZSNEETR, WAUMS— I EBTRMEFRZAS, EX
HiZEBSZERZFEEETR

WRAF—NEETNR, HEALEIMEETRENHEZAE, URENEETRESFEREEMFCRIEZAR
» PEREZHHI—1F,

B MRRMEEETR, AtREATIERIEE.
1. BRIEMENEET A

a. BALL @< ssh admin@recovery Admin Node IP
b. 3 NHFIHAYERY Passwords. txt X
C. AL R es <t Elroot: su -

74


https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html

d. NPT HEAIZE Passwords . txt X
PlrootFF B8 ERE. IRTFEMER s to #o

2. OBEBREMLEZE: cd /var/local/audit/export

3. BRENHZASXHEFZEMENEET R scp admine

grid node IP:/var/local/tmp/saved-audit-logs/YYYY* .

HIRTREY, FN admin BYZEED,

4 RATRDEN, FEREFZAESEEERVNEFZEMENEETRG, MBI T RHRIERX

LEZAS.

S. BHEMEBET R LEZAEXMHNAFRMAIZE: chown ams-user:bycast *

6. LlrootAAF B37F5: exit

BB IE RN ERAEZNERAEERPiER. BXIFAER, 18

BXER
"&I2 StorageGRID"

FEMENTEET R LEEEERLXR

2 XEIE StorageGRID HJiBH,

NREZMEMNEEET R ARNKENEREN, THREFF AutoSupport JHEHEIER

x5, WemEHRELEIRE,

ﬁ*%%ﬂﬁ
* ISR ST R RUN ST 2R S R IR EIE R
* S BABRER IR,
* MMREFHITITEMERNEED o
3
1. P REE > AR E > BRIEIT,
2. N EEEHA  THIYIRPIEZEEMENEET .
3. BE * MAEN

BEXES
"&I2 StorageGRID"

e T EET AR EET R BiEE

MREBEHMHEENEEET S HREEXEM, ﬁg?ﬁ%ﬂiiﬁﬂﬁr $HER, WeIbARE

BN EHUEE, RAY StorageGRID 248285 —

* MMERREHIETEMENEET .
* StorageGRID ZAMNEDEER N EET Ho

BT R, TeERRIEEBERE,
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RNATE R Passwords. txt X&

* BUTABRERIEEIE.
MREETREIREE, WEFEEHEETRBEETHNAEERREER. HEEESUTESR:

© BRFHEIESR
- BRHEIDR
- FEREMIE. BT S TR WSE E WA R AR,

MEEETRE, RMEREIBRZAEMENT R LR ENEETRIUERE. B2, MHEENESYrE
TR —EH R ARINBIARSS SEHARSEIE S,

WMREERRT ETEET R, HH StorageGRID ZFAESF—1MEET R, NeLUBSEEET RBIBEMIEE
EET S (_source BEEBETA ) EHIEIE WEEGIAEE%'E;ELJ?,_Eﬁ;%O MREHMAFZRETEET R
, MEERREIET S HUERE,

@ SHIEET R HUBERRERE /A E, EREET R LFEIERSE, L Grid Manager
THEERF AT Ao
1. BRIREET .
a. AL TF®%: ssh admin@grid node IP
b. HINFRF|HIEEY Passwords . txt XM
C. ATtk Elroot: su -
d. BMANPFIELRIZER Passwords. txt X
2. NEEEBTEMR, ZIEMIBRSS: service mi stop

3. NREBETaH., FIEBEENAREFERZEO(Management Application Program Interface. mgmt-API)AR

5. service mgmt-api stop

4. EEMENEET A LRUTEE:
a. ERIEMENEBET R
i AL F#<: ssh admin@grid node IP
ii. 3NFBTIHAIZER Passwords . txt X1
iii. AL T ep<StI#EElroot: su -
V. SNFFIHAIZERD Passwords . txt XfF
b. ZFIEMIARSS: service mi stop
C. {ZlEmgmt-APIARSS: service mgmt-api stop
d. 3§ SSH TAZAARMEI SSH RIE, %N ...ssh-add
e. WAPFIHAISSHIARIZRS Passwords . txt XM
f BHEENREETRERIEMENEET R /usr/local/mi/bin/mi-clone-db.sh

Source Admin Node IP

g IR, MINBEBSEMENEET R LR M #HiEE,
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SEERHEDEHEFEFRZEMENEET R, TRERIRERE, LS EHEMRENEET R,
h. IRFBEENHMARS [ HITEEEE, BM SSH REPHIFFMA. AN ...ssh-add -D

S HREET R LEMBMARS: service servermanager start

8 £ BB S if R Prometheustsin

g, S EHIEFENEEET 2 RS Prometheus 3RV EIEIR. REZE
B StorageGRID 2B &5 —MNEETI =Y, 7 8EEERE Prometheus 51T,

C IIMEEHEITEMENEET =,

* StorageGRID AW NEDEERNEIETI Ao

* IMANEH Passwords. txt M

s B BB E REAEIE,
MNREETSHMSE, NESET S LM Prometheus #IBEDRAEIFNIEITREESL., MEBETY G, BE%R

FHRE LR Prometheus #iRE. ERHMEMENEETRE, ESBENERAEERIT
StorageGRID RZZHIHTRLE,

MREERRT TEET =, 7 H StorageGRID REEFF—1NEET R, MWALLETIE Prometheus #3EEM
EEEET S (_source BIET R ) EFEIEMEMNTEET ARKERAEIET. NRENARKERETERE
T, WIEXRR Prometheus $3EZE,

@ =L Prometheus HIRERIRERE— M \WHEKNE, TREED S LEIERSH, ¥ Grid
Manager IHEERE A AT,
1. ERIREET S
a. AL TF®%: ssh admin@grid node IP
b. B NFPFIHAIERS Passwords . txt X
C. WAL T an < root: su -
d. BMAPFIHIIZER Passwords . txt X
2. NRBEET AR, {FlEPrometheusfRSS: service prometheus stop
3. ZEMENEBEET R LR THE:
a. ERIEMENEED R
i N F®%: ssh admin@grid node IP
i. FNPYHAZ Passwords . txt XM
iil. SN arS IS lroot: su -
V. BNPHIHAIZER Passwords . txt X
b. {=1tPrometheusfRs3: service prometheus stop

C. ¥ SSH T RZARMEI SSH 2, A ...ssh-add
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d. S NPT HEAISSHIARIERS Passwords . txt X4

e. ¥PrometheusHIEEMNREET R EFZIEMENEET A
/usr/local/prometheus/bin/prometheus-clone-db.sh Source Admin Node IP

f. BIRRAY, &2 AN * HIAEHREMEEET 2 LAYF Prometheus F3EE

JR48 Prometheus #iEEREASEHIEREFZIEMENEET R, TRERIRFES, HARKEE
MEMNEET R EEERUTRE:

BefEkiERE, EERRS

a. NRFBEENEMIRS B[BHITLEMDE, EM SSH REFMEFMA. AN ...ssh-add -D

4. EREET A EEFHEIIPrometheusfRs3.service prometheus start

MEEEETREERRE

EMEFTEETABERME, BUNTRUTES. M EETAREREEEDTR (
CMN) BR%, MAEEETR. RETUBEZITEEDTR, {BE1 StorageGRID £4i1X
BE—ITEFEEDTR. MEEMEET S NEFEED =

HEER
"SG100F1AMP; SG1000AR5Zi&H="

gl
* "MEIIHFENI EEEET A EHIEZAE"
C U ERIEEEET A"
cEERDREUEEIFEEETR"
c "EEMENIEFEET S LXREZAE"
EEMENIEFEET R LEEEIRLIXS"
c "REFFEET ANEREET R HEE"
* "R E IEEBIET R IR RPrometheusigin"

MEIBENIEEEET R EHEZAE

NREEBMEIHENEET R EREZAE, NNREXEQEUEFNERRRS
ECIAERBRIER. B UEMENIEEEET REFEITERRENEZATER
FHZT R

HREP B SR EZEEXHMNKEEERET R EFIZ B RMET R ERIRIUE, G, FJLUSXERENEH
ZETEHFHHEREETR, FZASTEEHERZFNEET R,

RIESERE, SARTEAMAERENEETRAEHNHEZAS, IRBEAE—IMEETR, WRENEEN

REFHEERNEXHRREHCREEZASH, HEEMERIBIERER. IRFECSZSIEETR,
WA UMB— M EET RS HZAE.
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@ MRPAELZFELIHEENEET R LBREZAE, ErLAEERRXERTE, FImEENR
g2E.

1. MNRATRE, BERILIMHENEET R, B, FERITEETAFHMEETS WRA) .
a. AL T®H%: ssh admin@grid node IP
b. MAFFIHME Passwords . txt X
C. AL R et Elroot: su -
d. MAPRTIERIERD Passwords . txt X
HUrootFA R BHERRE. IRAFFRBMER $ to 4o

2. Z1IEAMSERS LUBA IEH BB FBIBEX 4 service ams stop
3. B auditlog X, FEEESFEIEMENEED ARNAREEME XM,

¥ audit.log BB AM—RSHXHER, B0 yyyy-mm-dd.txt.1 . FIE0. &e]LUFauditlogXEFEf R
792015-10-25.txtcd /var/local/audit/export/

4. EFSEIAMSARSS: service ams start

S. QIEZBRUBFIEHEZAEXHEHZIRMMETT = EANIRIYUE: ssh admin@grid node IP mkdir
-p /var/local/tmp/saved-audit-logs

HIIRRES, BN admin B9,

6. EHIFTEEZBEEXH: scp -p * admin@grid node IP:/var/local/tmp/saved-audit-logs
HINRREY, A admin BYZE5,

7. LrootAAFP S5 exit

EMIEFEET S

EMEIFTEIET R, UINE S ERYIES BB

TR LR E ISRV EE EET R B ANER—F a8 EETHEXEET R, WAILUE VMware Eiz1TRYIEE
BEET R Linux ENERNRS IEE LRENEEEET R

ERSENTNREFNERTELEMNRESE . TRTRERRESE (ERTHRETRER) &, %iBF
SR BESERTIFEEETRMENT—F,

BiF s BRIES R

VMware "EHiVMware T 2"
Linux "B HELinux T "
SG100 #1 SG1000 fRZ1&E "BIRARSILE"
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BT BRIEPR

OpenStack RERVEREZHF NetApp /9 OpenStack He{HHY BRI AL ST IR
7, WMREFZEMETE OpenStack HBEREZITHITR, B FHERT
Linux BERFRIX M. A, EIREESR FEif Linux TR

ERBHREUEREFEEETR

EHMEFEETRE, ELAENRERSEFTERBHIME, UWKHTREEANRET R

BB R

TBRENANR
* B AE A RN SRR E RIS B IR,
* B A B EIP AR TF AR,
* BRI ABREBEAEE,
* BB EEHEEEAT
5
1. EM IR, EEFHEIPEIP TS IRE,
2. 1 Pending Nodes 5| &RHIEZFREE HIMIET

TRERKER, EMNFERETIRSD, BELRERET

3. B * ECEZIIEIE -
4. BE* BrpihE *

Recovery

=, RN REEMREHEETFHT

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Name LT 1Pv4 Address IT State
s 104-217-51 10.96.104.217 Unknown
Passphrase
Provisioning Passphrase | sssses

. FEMEMIET RERPREREHRE.,

80
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TS,

]

Start Recovery



@ TSRS R TiTHAE, ERILURE * EE * USEHME, ERER—NMSBXIE
1, BT EEERFSRE N TFAHERS.

O Info

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For VMware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
# For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

=1 3

MRBAZERMFEIR FERAME, ¥R TREREITALRERTS, WTHFR:

Do you want to reset recovery?

° *VMware * : BIFRESZHNEMNMNETIR. A, SEEEFENRBHMEN, EMEFETR.

° *Linux *: 7ELinuxEN EB1TIARSUEMBETI R storagegrid node force-recovery
node-name

° %% MREBETEEERESE BERAME. SNBETRIZETRERIINLEIRS sgareinstall 7
-Ij/n\ o

6. iR AStorageGRID ZFBA T RRER(SSO). HHEMENEET MK S EECRENERIRINE
ii?g;l:lﬂﬁﬂéﬁﬂ% 1@ F7EActive DirectoryBX & S 1339 IEARSS (AD FS)-REH(SUMIFRF E I )% T mAV R
AiEE. ERETEEETRMEIEFERMRIFEIAIRS SHES,

EREXRESEE, B2 WNEXER StorageGRID MY, BiAREIARSZIFER, 1BER
@ BT A Shello ¥ZE /var/local/mgmt-api BR. REXEFE server.crt X
%

HXER

"&12 StorageGRID"
EEEEMTENIGE(X RS ER)"
HEEMENEFEET S EERRHEZAE

NREEBFERZHRRFIFETEETAPNEZAS, UEREHEHEZAEEE, WAL
HefZEMmENEFEET =,

* RAREHITITEMERNEET
* FRAEETRLINER, EXIERFEZASEREIEMUE,
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NREETRHMKE, FREIZEETANEZASHEREER, _JL,Ll_aiMHjI)bEJZBEE’J%iE%;-EEFEUEh?ﬁEI
T, AERBXEHEZETERIEMENEET SR LESIEERR, *E?Eﬁﬂzﬁﬂlazﬁ, PIRETTIE MR E IR E IR
BEEHERES. EXMERT, NRNEASSEERS, WANAE— M EETAREERES, EX
Eﬁ*;Elu\EEﬁ?u Uﬁﬁﬁ’;é:ii%uﬁno

NRR BETR, FEALEMBETRENFEZASTE, URENEETREFEREFCRIEZAEH
, TM%?% ¥EE’J o

TR ARRMEEET R, FEERBAEICRINEE,
ERIEMENEETR:

a. MINLAFE<: +ssh admin@recovery Admin Node IP
b. #NFFIHEEERD Passwords . txt X

C. AL R et Elroot: su -

d. MAPFIHAIZ Passwords . txt X
KrootFAF BHERE. RATHEMER $ to 4o

2. WEBREMLEZ .
cd /var/local/audit/export

3 BREMEZASXHEHNZIEMENEETR:
scp admin@grid node IP:/var/local/tmp/saved-audit-logs/YYYY*
HIEREY, N admin BYZERD,

4 ATRDHEN, FERIIEFZASTSEEERNEFZEMENEETRE, MHIMHERRET R PRERX
LEZAS.

S EEMEEET R LHREZASXHHAFAMAIRE:
chown ams-user:bycast *
6. LlrootFAF 81775 exit
TEGTERHERZHEEZNERMEEEF iR, BXIFAES, HENEXERE StorageGRID AYEA,

BXER
"&12 StorageGRID"

FEMENETEEN R LEERRRIXSE

NREEMENIFFEET R HANRENERER, ZIRBEIF AutoSupport JHERIE L
KixF, NWATIE StorageGRID R EFHE B IS E,

ERENNE
© RSN R R R BB,
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* BRI EBRERIRRER,
* BIMREHETITEMENEET R
p
1. &R RE>"RAIRE > BTET,
2. N EERHA * THITIRPEFEMENEET R
3. BE*NAEN .

BEXES
"&I2 StorageGRID"

MEFFEET REEREET R RERE

MREBFLMBENFFEET R ELREEXEN, ERNERNHAEES, WAIUME
EENRALREET R HUEE,

* MMEREHIEITEMENEET =,

* StorageGRID AZMNEDEERMEETI Ao

* WA R Passwords. txt X

* BUTARARERIEEIE.
MREETRUEIEE, WEFEEHEETRBEETHNAEEREER. BEEESUTER:

* ERAEIER
* BikFEIER
* AERMERE. BT TAE MR TE ENERM A RS,

MEEETRE, MFREIBZAEMEN TR LBIZ—TENEETREER. B2, FUEENXESSmE
FRE—E D HHEERMEIARSS B[RS HES

MREARERTIEFEED R, WeLUBTREEET RHUEEMTEET S ( source Admin Node ) EFIE|IIRER
TERERAEEE

@ EREETRIIEETRRE/VNNEE, TRTR EFILERSE, L Grid Manager I8E
BAA .
1. BREFEET =
a. AL T®%: ssh admin@grid node IP
b. MAFFIHME Passwords . txt X
C. AL T etk Hroot: su -
d. AARYIERERD Passwords . txt XM
2. NREETRIETU TR, ARG, RIBRTIBNLEZREE, recover-access-points

3 MEBET AP, FIEMIARS: service mi stop
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4. WREBEBET AP, FIEEENARFIEFZEO(Management Application Program Interface. mgmt-AP1)AR

5. service mgmt-api stop

5 HEMEMEET R LTRUTHSE:
a. ERIEMEMEET
L AN TF®H<: ssh admin@grid node IP
ii. SNAPFIHAZERS Passwords . txt X
iil. AL TS IS Iroot: su -
V. ENPFIEBIZER Passwords . txt X
b. ZFIEMIARSS: service mi stop
C. {ZlEmgmt-APIARSS: service mgmt-api stop
d. ¥ SSH ZAZARMEI SSH I, M ...ssh-add
e. WAPFIHAISSHIARIZAES Passwords . txt XM
f BHIEEMNREETREHIEMENEET R /usr/local/mi/bin/mi-clone-db.sh

Source Admin Node IP
g IR, BMINBEBSEMENEET R LR M HiEE,
HEEMEDELHEREFZIEMENEET R, TREFIRERE, HAREMNEMENEET R,
h. IRFBRENHMARS [ HITTEIEHR, EM SSH RIEPMIFFFATA. N ...ssh-add -D

6. EREETR LEMBIARS: service servermanager start

MEEEEIET S X EPrometheusigtr
RO A IE R I MPERYIEE BB T = R Prometheus 43FBY 7 £ 4517,
C MIMEEHEITEMENEET =,
* StorageGRID 2FAMNE VB EHNEET
* BN TMER Passwords.txt XH&
* BB ERILEIE,

MREBETRHISE, WESET S LR Prometheus &?EJEEF'QE?FE’J? mREEKRX, MEEETRGE, THR
EIZROIE—1FEY Prometheus #iEE. EEMIEMENEETRE, ERBEINCRAEERIT
StorageGRID 2L

MRERTIFEEET R, WETLUEIHE Prometheus #IEEMEEIET R ( source Admin Node ) EHIZM
ERVEET KL R £

@ £ Prometheus #EERSEEE— N NRHEKNE, TREET R LEIERSEH, XL Grid
Manager IhEEE A v Fo

ERIFEETR
a. BNLAFEp<: ssh admin@grid node IP
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b. #NFFIHEERD Passwords . txt X

C. AL R a2t Elroot: su -

d. BNFRFIHAIZER Passwords . txt XM
2. NREET KA. Z1EPrometheusfR%5: service prometheus stop
3. GEMENEBEET R LERIUTSE:

a. HFRIEMEMNEET A:
L BN T2 ssh admin@grid node IP
i. NPT EEIFZR Passwords. txt X
iil. 3 NLAFan<StlikElroot: su -
V. S NFFHAIZERD Passwords . txt XM
b. {=1EPrometheusfRs5: service prometheus stop
C. ¥ SSH TAZARMEI SSH T2, A ...ssh-add
d. NPT HAISSHIAIAER Passwords . txt X
e. PrometheusBIBENREET R EFIZIEMENEET R

/usr/local/prometheus/bin/prometheus-clone-db.sh Source Admin Node IP

f. HIUEREY, & * WA * HIAEHREME EET = L83 Prometheus B,

JRYE Prometheus #IEERHEGEHIEREFZIEMENEET R, TRETIREE, HHZBEE
MEMNEET R EEERUTRE:

EREHEE, EERIIRS

a. NRFBEENEHMARS [BHTLEDE, BEM SSH REBEFMEFMHA. A ...ssh-add -D

4. EREET A EEHBIIPrometheusfRsS.service prometheus start

MR T REBEEFRRE
EMRXT SHERRE, ERIiRETIRETR—RYIES
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Prepare for node recovery.

v

Replace node.

VMware SEF.-.I'ICES Linux
appliance

Cormrective
actions taken when
restoring node?

Recovery is EEE the N
complete. What next?
section for details.

Yes

—force flag
l force-recovery
y Select Start Recovery to
configure the Gateway Node
HXER

"SG100Ff1AMP; SG1000fR%ZI&&E"

p

* "EHRNXT R

* "ERBIRE UEEM KT R
BHMXT R

EA LU B BRI X T3 R B OB TR — IR s R INEE (F ERIX T =, BRTLUS
B1T7E VMware 5% Linux £l EBIRMXT R B AEERERSS IS LHIMXT <o

BRIEREIT R B ES R AT ERTRBERNTE. THTRERRFESIRE (ERATHRETRER
) &, RSB BERERTHNXTRMENT—F,

FRTEE BRIEDE
VMware "EiiVMware T 2"
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BT

Linux

SG100 #1 SG1000 fREZI&H

OpenStack

EEREIRE UECEM XTI =

BRIEDE
"EHLinuxT A"

"ERARSS IR E"

ME 1R2VEREB X NetApp 9 OpenStack A REINAREEE ST F D
I, MREEEETE OpenStack BBEFZITHT S, B FEHERT
Linux I ERFNIX ., ARG, RRIEESE Ff Linux T,

BHMXTRE, SONENBERERSPERRHINE, MEHFITREENSETRINE

1—%%115\\0
‘S%EE’JW@

* BUTAARERIEREIE.
* B NEREHEEZEATR

p

1. EWIS BRSSP, PP EIPESIE,
2. 1 Pending Nodes 5| &RHIEZRE R E HIMIET

TRERKER, EMNEEREIIRD, BEELEERETR, RIFNREERLEHEEFHITNE

3. N * ECEZRINEIE * o
4. BE - BHIRE "

Recovery

Select the failed grid nede to recover, enter your provisioning passphrase, and then click Start Recovery te begin the recovery procedure.

Pending Nodes

Mame 1T IPv4 Address
® 10421751 10.96.104.217
Passphrase

Provisioning Passphrase

I1 State 1T Recoverable i

Unknown

Start Recovery
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O EMEMET RERPEIEIEHE,

CD TEMERES R TiTHIE, EBRIURE * T8 * UEHIHHME, RER—MEEXE
*E’ ?Eﬁ'\?’fiﬁﬁ%fﬁfﬂ:ﬁ ET"I"-"',.\\HK?:T%E%UO

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For WVMware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

MRBEEEREIR BEEME, 4TETRERITALERTS, WTHAR:

Do you want to reset recovery?

° *VMware * : BIFRESRENENNETR. A, HEEEFENRRHMEN, EMEHETR.

° *Linux *: TELinuxEHN EBETILGRSUEMBI TR storagegrid node force-recovery
node—-name

© 8% IRBEEERMFSRE RERME. HNETHLETREREIFILEIRS sgareinstall 7
TRt

BXER
EEEEMRENIRE((NRTEER)

MIFET R ERIRE
ENFET REERRE, ERITIREIIRF TR —RINES.
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Prepare for node recovery.

v

Replace node.
Viviware Linux
Mo Yes
Linux host?

Corrective
actions taken when
restoring node?

I

—force flag
force-recovery

Select Start Recovery to
configure the Archive Node.

v

Reset connection to the
cloud.

KXFIAES

AT RIRE R LU R) &R0 -

* YIR ILM RESECE N ERIR RIS,

See the
Recovery is “What next?”
complete. section for details.

FEENEE— N REIZAEY StorageGRID £4H, AT REERIRESFEILAMERNHIEERR, R
REHE, FRBLERNREFER; B2, BNOIMITIREIRE "B " StorageGRID RAHBIFEE
FERERNITRIER.

* WIREFET RIS R & LI T R,
NREFET SRS IR NIBH SO ZRETYIR T = H IR,

B NEE RS R DMK RE

ENRIAMEREMET R, UHERNIET RIEREIBFE MR EEREREIFET R

p
* ERAET R
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* "ERRIRE RIS R
CEEEERAET RS RRER"

FHRIFETR
BEMENIET R, SIREERIZT o

BRFTNENFREETRERRESE . NTAARENNETR, ERT RIS EEER,

Ta BRIET R

VMware "EHiVMware T 2"

Linux "BEHELinuxTT A"

OpenStack MEIREARB T NetApp 7 OpenStack 1Y BN IREER STEAEFNRD

K, NREBEEIMETE OpenStack BEFIZTHT R, B TFEHERT
Linux I ERFNIX M. ARG, RRIEEDSE T Linux TR,

EERBME BRI =

FRPANTRE, BOEMREESTERSNE

KT =o
BEENRA
EAERA S IFIN BT REINE SRS
B EE P AR E RIAR,
B BB ERIBEE,
B MESEHEEERAT =,
T

1. ERISEIRSR . FEIPEIPESRE,
2. 1 Pending Nodes 5| &RHIEZREME FIMET <o

TRERKER, EMNFERETIRTD, BELTAHERETR

3. A * ECETIIEIE -
4. BE - BRE
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Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Search Q
Name 11 IPv4 Address I1 State It Recoverable I
® 104-217-51 10.96.104. 217 Unknown v
Passphrase
Provisioning Passphrase | sssss

Start Recovery

o EMEMBET REPREREHRE,

C) TEMERES R TiTHAE, GrRIUEE * E8 * UBHHIHHME, RETR—NMEEME
1, ErEEERFIR BT RRBATRHERTS,

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recaovery after resetting the procedure, you must restore the node to a pre-installed state:

* For WViware nodes, delete the deployed WM and then redeploy it.
# For StorageGRID appliance nodes, run "sgareinstall” on the node.
# For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

MRBAEERFIR REAME, YRV REREIMLRERTS, WK
° *VMware * : BIRERENENNETN R, AE, YEEEFERBHMEN, EMHBETR.

° *Linux *: TELinuxEN BTG SUEFHBIT R storagegrid node force-recovery
node-name

Do you want to reset recovery?

EAEERIET RS lER

B S3API MELUZABEMRNIEIET RE, EFEENEERBEUEEER. NRIE
TRAFRNRHE, WafarhitEHRE (ORSU) Eik.
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() mRERsAET TSM REESEETINIERE, WEH SRaHEER, CERERRE,

BREENAR
B FE A FFHIN R IR E R EIMR EE S,

-

1. SR> T A>*MEHRIN,

2. AT 2 ARC/B 1T

3. WAREMBEURIE * HIAEHA * FE, ARRE *NAEN .
4. WNEFRRVELUREE * 1hRZA * F8&, REEE * NAEN .

FREMRT S8 EiftVMwareTi =
E’W’E VMware EFEERIEPE StorageGRID T mbY, AZMEREPET mHZLEME

1O

~

ffx

EMRAE
E%ﬁEﬁEﬁMﬂ%&ﬂr HHMNTEHE,

KTFUAES

;&Kﬁjuﬁ% VMware vSphere Web Client & JcHflfs 5 HIEME T R XA E M. RS, ErILEREFTRYEIN
Tlo

RS R R2MET R MEREFN— NP, B VMware TR T SRS BRELS B 1918E, &1
EETR, FHETR, MXTRMFETR.

g
1. & F | VMware vSphere Web Client o
2. SANE L IVEPE R PR TS s BRI Lo
3. I T EPEME T mPTREMFEER.
a. GRBEEIEMN, ®F * RFEILE * &DR, e TETERANILE,
b. %% * vApp 1EIN * IE-RUBEEFICRMET SMKILE.

4 MRREHEOME T REFET R, BREATHEFHENTIAENERERETIFLHR, HREXLEEM
PR A T B 2 I E BT o

O, KHAE ML
6. W RIEFI A vCentertR E MR MIBR* LUREREIM
7. BEESWSBBNERT R, HREERE—1:Z ) StorageGRID M4,

BET R, ERILUEEERRFT RiEO g CPU XNEFIRE.

@ MEMTRE, EALURIEFEERNIIHBEINEE, EMEZMTIMFRBVEERNAE T
RPRBOEAEINER, NERRIIXEE,
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BXIREA:
"Z23E \VMware" ¥§StorageGRID 15 S 28 A B

8. RIERMEN T RABTMTRIMEIRESE .

TIRRE BE

FEETR "REBAETEETR"
FEEETR "EREHMIMEUEEIFEEETR"
PIXTI = "EERE UEENX TR
FETR "EERIE UEEFET R
JFETR "EEREME KR T R

FREMMRT 2228 EfiLinuxT s

NRKREHERFEHZE DS NIAWEESEPENHERE TN LEH L Linux
, WABSEBNEEEREN, ARTEMEMNBTR. NTFHAERENNETR, Lt
BT R EMRTRMEIEN—TTE,

"Linux" " &8 Red Hat ® Enterprise Linux ® , Ubuntu® , CentOS @} Debian ® ZpE, f£F NetApp BiR(E
HRT AR ZIFRANTIR,

HREP T (NVEMERETRHNEFET R, TEETRINFETEETR, MXTRRIET R REFHRIT—
T TREEMEBIMET /LB, XESREZEER.

SNRYMEHEIN Linux EN EHEET ZIMRTR, WAILIRERINFMENE TR, B2, NREFEETEEN
=, WEAMEFEETRIMLEEMMETRESRKATEET /RETERUEITRER SRS,

1. "EREFHAILinuxEH"
2. "R SRR EN"
3 "F—FRE. MRFE. RITEMRESE"

HEXES
"NetApp BigfFiERT A"

ZREFBILinuxFEH
BRT —EfBISMBER, e UREVBRREIEF—FESHTEN.

EEEBWMHNEHREAIESEMN Linux £, BREIERT Linux RERSEHY StorageGRID R BAHAY
BRET R EEEN.
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IRET R eE8ATRRUTESHIE:

1. 2% Linux .
FCE MWL,
FoE M7 %,
¥ Docker,

L4 StorageGRID EHARS

a > W DN

@ FTERRER AR " &L3 StorageGRID MRS " E53/E1FLE. E70E5) " DEBEMRTIA "

5.

WITXES R, HERUTEREN:

* FHRERS RGEN LEANENEOIFERNENZEO R,

* NRIEFEAHZFMHERZHF StorageGRID 11, HEBR IO HEIHEIRENZEH SSD MFETTRBES
TR, WpNEFMEILRAEN ENERFMEMRSY, Fl. NREFEHER TWWIDHZIE
/etc/multipath.conf FRLERARNEN. HSHEPERERFIZ/WWIDIF
/etc/multipath.conf FEEMEN Lo

* YN8 StorageGRID T {#H M NetApp AFF RAEDECRIEME, BHIALLERBR FabricPool 7 EHREE, X
StorageGRID T = {EAME R FabricPool 73 B Al Bk i e HEBR T2 652 E,

@ H)/N1ER FabricPool 5 StorageGRID XMV {ErI#4#E53 E[El StorageGRID K&, ¥
StorageGRID #{#E 4 2 [E] StorageGRID &I IEHBRFNIRES 214,

HBXER
"Z % Red Hat Enterprise Linux 2 CentOS"

"Z2%E Ubuntu 2 Debian"

ReA& T RIEREEAN
E R IR T SRR EIFRREY Linux E41, BERENNGSERET REEX .

HITEMRER, ERBABREATN LS INETREB— TN REEX S, FHETREREIEREN
i, ERBERIEREMHIMHEERIMET R REEX .

MEME—ENRE T EERFHES, WAIERERTHEMMERE, ATHNGSHENTHERERITHE
i #2,
TE

© "EIRAIIEMAE T ="

* "B StorageGRID EAHARS"

* "RETEIEE BT R
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RIRMILTERAE T =

A IUE R AR (] ISR R PIAS T3 RBY AR EC B S, PATRIIERIAR EC & S H AR IE ]

O

I8 1Xo

KFIAES

BRIUSAEN LNEFENERANET R, RBZTREERT /var/local ERE E—FHKEMERX. F
g0, /var/local WMIRIEXStorageGRID RAHIEEHEAHEFME. WERRINEE. WERTFLnuIRER
4tHYStorageGRID REGFAFFIR, FATRESFET REEXHFEREIEMN.

MRTEZESANROBVT R, WANEFHEZEMRECEX %o

Ala, ERIEIEMREEX M, HERFIEEAERNTAMNESNFERR, ARBREEFHBE StorageGRID
o EMRIETRHEREXH, BAANBMENT RFMEANERT RERBRERRITR.

BXPMUBENFAEE. BENETERE /var/local TRHE,

B
1. ZFEME EHN S S1TH. FIHLUFIEEERIFIE StorageGRID Mg T = . sudo storagegrid node
list

MRREENBT R, WAZERE@HEE, NREET7TREEMET R, Wb A:

Name Metadata-Volume

dcl-adml /dev/mapper/sgws-adml-var—-local
dcl-gwl /dev/mapper/sgws—-gwl-var-local
dcl-snl /dev/mapper/sgws-snl-var-local
dcl-arcl /dev/mapper/sgws-arcl-var—-local

MRKINENEEN LEENTF D HEHNET R, WEEIRERDAIMET o
2. BEANEENMET = /var/local &:

a WEEANWEINTRBTUTHS . sudo storagegrid node import node-var-local-
volume-path

o storagegrid node import REEEBMMT R EXETHNEN LEREXFAN. A M. &
m, ERBEIRMUULTARARNEIR:

This node (node-name) appears to be owned by another host (UUID host-uuid).

Use the --force flag if you are sure import is safe.

a. IREEBINEXTRIIFZ—ENFAAENHEIR. BEAEMIZTNS —-force AT TMFANIRE

. sudo storagegrid --force node import node-var-local-volume-path

@ ERSANEATR --force EMSHERITIIMNIREDS T, A REEFMARIIE.
MTINRFE. RITHMMET BT RATR,
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3. WFEBEMMMETIR /var/local HH. EMCIETAMREXGLUSEHEREIEN.
BIRIRREG A" BT RECE XM " REEN#H1TiR(F.

EMIETRIVEEX G, BMABMENT RFIERNERT RERERNZM. WF

@ Linux 2%, BHREEXGRZTEST KRR, MRETEERERNMESED, RIKERG
M 1P Stitit, XMECER] AR ARE R D MEMEFTEEFZIT RMVHIEE, NMAUEZE
MRRERE (ERLEBRT, RJF/LIHMAZLE) -

{6 A LA B 1RIG  (StorageGRID 5 S EAT KBRS &) MR LUk E A B TR H(E
() mrock pevice 7ENTAEMOREEXHR. HENEE EERONREEEL RN
FRE R, -

4. ZEMEMNEN LETU TS UTILFIE StorageGRID 155,
sudo storagegrid node list

o. WIFR R ERTE StorageGRID T RFIRBHFHE NIRRT /BT REEXH:

sudo storagegrid node validate node-name

E/25h StorageGRID MRS Z A1, ERIRERMEMEIRNE S, U TFESTIFANE T EREHAE I8
BRHREXEHEIR.

HXER

"Z23E Red Hat Enterprise Linux 3 CentOS"
"4 Ubuntu 8¢ Debian"
"EERONMEEOREIR"
"EEROBRIGE IR

"T—HigfE IRFE. HITHMERESE"
EERDRMKIZEOHEIR

MR ENMBEEREBWIBIFH S IR, N7EStorageGRID FERISERIRSII R & E

fHI® /etc/storagegrid/nodes/node-name.conf X{f
Erlge B R SR ERBIRNE S !
Checking configuration file ‘/etc/storagegrid/nodes/node-name.conf XfFnode node-

name..." ERROR: node-name: GRID NETWORK TARGET = host-interface-name’  node-name. &
A"host-interface-name" NFIE

AJRERIREMIENLE, EENERE P IHMNEHNEIR. HEEIRRAR /etc/storagegrid/nodes/node-

name.conf XH=EIEERStorageGRID MLEIRETE| B A ENIZO host-interface-name. BHBIEA
RBEABERIEO,
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DWEIEEEIR. BHIACE R " BEMBILinuxEN"FHS R, "WAEENEOERSREENAERBIZTR.

MRETERENZOGB UL T REEEXYS, WA LRET RERENH, HEK grid_network_target ,
admin_network_target 5% client_network_target BI{& AILER IR A EHEO,

MR ENZORHNBNAIENSZ RO VLAN 891518, HEIZEOAEES| BHPERMMLE. EOAEE
M ERBEIRE LECE VLAN  (SREMEMIZED) , SEERMFFIEMURR (veth) 3o

EPS RS
"EREFHAILinuxEH"
BERVIBRIGEEIR

AANESINEMENT KRBT GRS E T AXHIIRIGETAXHNEX
i%RE, WRStorageGRID EHRAINTEMIREY /etc/storagegrid/nodes/node-
name.conf file. FERF/DRIGEEIR.

INREEIS AR AR FEIR |

Checking configuration file /etc/storagegrid/nodes/node-name.conf for node node-
name.. ERROR: node-name: BLOCK DEVICE PURPOSE = path-name’  node-name. path-name

==

XEIKE /etc/storagegrid/nodes/node-name.conf ¥ _node-name FF BHAIRIRIGEMETEILinux3
HRFEPHATRER. BZAEREERNHILE T BAXGHIEAIILE T X GREEE.

‘DS B TTA " EREFMAILINUXEN"FRIT R, “MAFERIZEFERASRIBENAERBIKAEIRER .

WMREERFEREMCNER DBBIGE TR, EaUoEE— " BEEEE AN EMEERINFIRIEE, HiRwE
T RECE X LIE block_device purpose HIE LB EIFTAIRIE FE B4,

MIERTER Linux BFRZEIVRRITAAN sSTEEER —THBRPAESHA/NIFMESES, EHEER
RiggZal, FEE "EREINEME " PEEN

WA MFHIE BT ECE X (4 T BRI Z %1% BLOCK _DEVICE HFHIMKERNENE

@ KT R\RILE. FIFHRERMRSEREAL. ARBRAAITH-IHNMEDIZE. WRERE
RAHNRHEEEEAHELIRNE, WHRKERIUERIUL. MRTHE, BT AMEIREMER
ERHRXAEITUA TG,

@ IHIRFELBFEBITU TSR MREAARFEDLESEMENT RRNBEREE, B70ET
e, FENigE ERERBIEERKEEX,

sudo dd if=/dev/zero of=/dev/mapper/my-block-device-name bs=1G count=1

HXER
"EREFHAILinuxEH"

"Z2%E Red Hat Enterprise Linux 8} CentOS"
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Z3E Ubuntu B Debian"

/&5 StorageGRID F#H1ARSE

E 35 StorageGRID T RHABERE(IEENENBIEENRZE), BB EHB
StorageGRID FHARS

1. ZEE PN ENLEBITUTH !

sudo systemctl enable storagegrid
sudo systemctl start storagegrid

2. ITITU T an < AR E ETHIT:
sudo storagegrid node status node-name
MNFREREITHEFERSHEAT R, JIETUTHS:

sudo storagegrid node start node-name

3. WNRIESFTRIEBMAHEEN StorageGRID EHBRS (HETHELRSESEBAMER) , BEHEITIU

AA .
<.

sudo systemctl reload-or-restart storagegrid

METEERBHNT R

gN2R StorageGRID TR ARIEEEMIMARE, HETXEZETAARE, NWrIgEEHIF, &
BI LIRS T mH N RETRTC

ERH T RFNRERI, BRITLUTERE:

sudo storagegrid node force-recovery node-name

AHltan< 2 A, BWINTRNNEEREERTIR, T~ A 8ER T M4 R R IER SR N
4% |P HIEER XA IEMM T A ZF AN,

@ &G storagegrid node force-recovery node-name Bf WAFE node-name
THMRE LR,

BXER
TR WRFE. HITHMERESE"

T—HifF: MRBE. PTHMRESE
RIBIEAE StorageGRID T REBNREN LEITMIREATE#RIE, EAEFENETT
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SPTHMRED R,
INREE Linux EHSSHIEMET REFH NN T BERNETEERE, WHRMEEFEM.

BIHRFNEET R
AEEMTI R, ErEFERITUTEEREZ—!

* IBNIER --force BTFSAT =RTRE.

* A TEM <PURPOSE>. HY{E BLOCK DEVICE <PURPOSE> FCBENHTERIERIEE. HESMHHKIES
FNAEBPEZ BIRVEIEREL,

* 8B & storagegrid node force-recovery node-name o

* AT — NETRRIZ &
NREFETY EIR * (2] * EIERME, MBTHITEMIRESE.

PRI %

FEETA RESRTERHR
EEBHS SRR DB EE T A
EESS R R LA E M
3RS " A MR LS
TESE EFRE) AR R LR E AR

* NRIEXIER --force BFR|AT REIIRER
8 &R HBIHRE storagegrid node force-
recovery node-name

* MREOTRITRENTRENRE, AEFELR

/var/local

FETR (BFRMH) - "MBRGIR DR ST IR FES SR ERINE

© AINFTRIZER.

* R, MFRTES <PURPOSE>. HIE
BLOCK_DEVICE <PURPOSE> FEENXMHLERETE
RigE. HESHIES INAEHIEZ aavEdE
AEo

R =T R BN ARSS 18 &

&R AfERE SG100 3 SG1000 RSB IGEME HIMBIENMN AT =, HIMBENIEETER
TAE VMware I EEMEEIET S, Linux INSHRZBIEELEHIE, HIRIESTE EW
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BRTRMERELE N— PR,
ERBHRE
- BUREREN TR —2ERN:
TR B LR UL SR,
o RURETS VIS EIN Linux EHHITEE, BAER,
© PRERITERET SRS RS,

s SN TRRIRSS 1§ £AY StorageGRID IR 8ZEERFMASS StorageGRID RFAHVIERRAILEE, A FE
UEMF4R StorageGRID & & R EZFFhRZASRVRE (2N TR,

"SG100F1AMP; SG1000ARS51%%"

()  AEERA—LEFSE SG100 H SG1000 FRESRE. S SHMERTIN,
*F A%
TR, EEIUER SG100 3 SG1000 ARSI M HILKIEAIRIE T &

* WEETSIEEE VMware 5 Linux £ (FAEXR)
* METSREERSEE L (FEER)

TB
* "RERSIEE IR FEEEN)"
CEREENLTENZE(NRTEER)"
* "FHATERRSS & & LRI

&
* "BERSIRERE"
LERFKEIRFEER)

W%g|EWWM@YUMXIMLE%WWEW%%“,#EE@%SGWOY
1S¢G1OOO REZGHFENBERT R, WAL FERSHET SEENT R R MEEFISEEE

BRNEBEXREETRNUTER:

*TREM . BIAERASHEET RMEENT RRMRERSRE.

*IP st * - SRR IS E N ECSHET SAEFERY IP i, XEEEAD, A UES MK RN
AUREEFRRY IP ik,

REEME VMware 5 Linux IEENBET RABHBIRNRSIGE LRENT R, THITIEESE

1. 1RERIHABLEEETAY SG100 5 SG1000 fRZIEE.
2. YURBIBREAT SR, EEARET ST 2R,

BXER
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"SG100F1AMP; SG10008RS51%%"

HEEBEEMRENIRE((NRTEER)

TSRS I&E LRENMR TR, oI ESEZISEUERH %3 StorageGRID 3%
o

REAEEMRRSRE LRENBETRE, ZTHRITIHRESR . MRKET REPFERE VMware 5 Linux £
ML, B7PHRITUATIE,

1. EREIHIHPERIAE T = .

a. WALIT#<: ssh admin@grid node IP
b. HNAFIHEEERD Passwords . txt X

C. WAL Tan < root: su -

d. NS HAIZERS Passwords . txt X
HrootAR BMERE. IRTRFTEMEN $ to 4o

2. ER AT LI StorageGRID #FHYIZE. BN ... sgareinstall
3. HEAFRTEMREET, N v

REFEMED), SSH RIERFLR. StorageGRID IREREIEFEEFTEAL 5 DA BERNER, BE
REBRT, ERIEFEFFIX 30 7.

RFIREREE, HENBRT R LNBIERTEENR. EPRTEIETEERN IP MLtV AFRFAE; B8
B, BNERRESRE elEHETHIA

HITIS sgareinstall 3%, P& StorageGRIDECERIMKF, . ZHIFISSHEFHERIG wMIbR. HEMFEE
WMZ$H
Fa7EiRS 18 % L 2R

E7E SG100 3 SG1000 fRFBIKHF L LEMATRHAEET =, BEFEHAILNLZE MM
StorageGRID & &R EIEF-
ERBIONE
* IS FNIMLREENERP, HERIEHNEHE B,
* WAFEF StorageGRID & & RERF AIISHACE LS EER IP ik,
* NREBREMXTRFIFEEET R, WIEKE StorageGRID MIEHEEET =AY IP #itlk,
* KWIEEEIET = IR FMFIRPE X StorageGRID &EFLERREFHN IP BLE ImE L5 HAIFFE M
MRS F Mo
BXRTEAXERIRR M ESHRE, 1520 SG100 5% SG1000 ARZI&HFHILREM AR,

* BUTERRSTHFHIWebH 525,
* BUTFRNE D BCARIRERY IP itz —, ERILIEREIERNL, MRMKTEFIHMLEHY IP it,
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C NREEBELREFEET =, WA UEEALLhRZS StorageGRID B9 Ubuntu I Debian &34,

@ ERNERES, RBIGETNNERZFREASHY StorageGRID 4, MNRIMNEF LIRSS
StorageGRID ZpEHERRIMALEE, NARTERENM,

EXFUES
BE7E SG100 3¢ SG1000 fRE1&HF L L% StorageGRID 14, BHITUATIR/E:

* WFEEETR, BRILEEETRIE, ARLEENNRGE WRFBR)

* WFEETEETRIMITR, EAILIEERHIATEETIRAEY IP ik IR T RBZ .

* BFRRE, AFENEEETEHRER T

. Tﬁf?éﬁ\iiﬁqﬂ, LEREF. BEMERE, BuMERIINKREERHBFENREENHET RNERAT

7T\ O

*BRETRE, REXEIRREETN, KRERENHBH.

]
1. FTFFNIS 28 F 4\ SG100 B¢ SG1000 ARSZ1&ZRY IP #utk > —,

https://Controller IP:8443

IEEHE B StorageGRID 1§ & REIEF E AT E,

102



NetApp~ StorageGRID" Appliance Installer

Home Configure Networking - Configure Hardware - Maonitor Installation Advanced -
Home
This Node
MNode type Gateway j
Mode name MetApp-SGA

Primary Admin Node connection

Enable Admin

Mode discovery Uncheck to manually enter

the Primary Admin Node [P

Connection state Admin Mode discovery (s in
progress

Installation

Current state Unable to start installation.
The Admin Node connection

is not ready.

2. RETEETR!

a. f£ "This Node" &R F, XF "™ TTREE", ®EE" FTEE*",
b. 7£ * TRBM * FEBH, MASEMENT RBRNEM, ARRE *FRE "
C. EREHDHR, LEIFIRS THIER AR

INREBFLENRFARALER, BRE =D
d. MNRFE LEHMARANRY, BT * BR ¥ XRTIREFE * LfZ StorageGRID 1 *

ItAHE 2R £ StorageGRID {4 TiHE,
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3.

104

NetApp® StorageGRID® Appliance Installer Help ~

Home Configure Networking ~ Canfigure Hardware « Monitor Installation Advanced «

Upload StorageGRID Software

If this node is the primary Admin Mode of a new deployment, you must use this page to upload the StorageGRID software installation package, unless the
version of the software you want to install has already been uploaded. If you are adding this node to an existing deployment, you can avoid network traffic by
uploading the installation package that matches the software version running on the existing grid. If you do not upload the correct package, the node obtains
the software from the grid's primary Admin Node during installation.

Current StorageGRID Installation Software
Version None

Package Name None

Upload StorageGRID Installation Software

Package

a. B~ 3 * _E1EERTF StorageGRID HFRY * 2R * A * KISFISTHEF * o
RN MG, XEXHRKE L%,
b. g * FT7 * 1R[EF| StorageGRID & &L EEFLF F T1TH.
REMX T RHIEEFEET A

a. 7£ "This Node" Z3Hh, HF "™ HREH ", RIEEFENTAREEFE "~ M * "™~ EFEE*"

o

b. 7£ * R B * FBHP, WASEMENT RHERNER, ARREERE"S
C AXEENRERNDT, HMERSHFERETEET SRR IP Hitk,
RISEEETRHEL—NCE T admin_ip WEMWNET RUFFE—FM L, StorageGRID &L E
ERFAILAB &I 1P #iit,
d. NRKERIL IP ot sHEREE XU P Sutik, J5HEE ML
1IN Description
FrhiaA IP a. BUHES * BREETRRI * EEiE,
b. FrpiaA IP ik,
C BEHE*RE",
d. ETHR, LEEHH IP sltAEREIRSREZE N ready o



1IN Description
Boh&AMAMEBEENTEENTR a Eh * BAEETRAN * Ei%iE,

b. NEXRILAY IP iR, HEREHZENRSZIGENMENTE
BT,

o BERE" .
d. TSR, ILEHR IP HALAGERRAEER ready o

4. 7£ "Installation_section_steP]] 7, HIAZHBTIRZS /I Ready to start installation of node name B * Start
Installation* #ZHE & A.

NRAKBA * FHIARE * 125, Wt FEEANERENRNIRE. AXRA, BERNIRENREML4ER
5B,

O. 1f StorageGRID REREZFENH, BE * FRLE ",

YATRSIEERCA " Installation is in progress , "~ ", BTGB RISIESRLETIE,

() NREEFHHIRRREENE, BRERBRN  RRRRE

BXES
"SG100F1AMP; SG10008RS51%%"

BERFIRERE

ERESEMZAE], StorageGRID KB RZEREFRMERS. RHTETHE, REBEMR
=F

ENEREHE, BROREEPH * BIERE

"Monitor Installation" TS B R E#HE,
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Monitor Installation

1. Configure storage Complete
2. Install OS Running
Step Progress Status

Obtain installer binaries

Configure installer

st 05 I tater VM running

3. Install StorageGRID Pending

4. Finalize installation Pending

BERSIEEREREEH#HTHES. FBRSERTENNTHREIES

CD LEREFAHRELNREPTRNESASERNET. MREBSEMETRE, WAE
EBETHEMESHSEREFBINSHFIIAT skipped o

2. BEANFHRENBIRE,
‘. EEEE
U, RERFB NSRBI ANERE, FREINEE.
o+, B OS*

FUEMER, REEFZR StorageGRID NESZERAFMEMNETEET R EHZILE, WENEEED
RNLRARERERIRERS.

3. psRisirREHE, HEIHIMUATERZ—:

o WMFIREMAT AT IREEET R, T StorageGRID MEREE, RAREHE L2ER—
FHE, RAEERANMEEERTEEERED ﬁJ:?H:/EJH: REp=
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Home Configure Networking «

Monitor Installation

1. Configure storage

Install 0OS

o

[

Install StorageGRID

4. Finalize installation

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy
.3625661

[Z2017-07-31TZ22:

ontainer data
-07-31TZZ:
-A7-31T22:
-A7-31TZZ:

Q9:

12
12
H
12

12

12.

.3662051]
.3696331
.5115331

.0700961]

5763601

of node configuration

[Z2017-07-31T22
[2017-07-31T22
-07-31T2Z
-07-31T22
-07-31T22
-07-31T2Z2
-07-31T2Z
-07-31T22
-07-31T22
-07-31T2Z2
-07-31T2Z
-07-31T22

@9
109:
Q9:
@9
@9
109:
Q9:
@9
@9
109:
Q9:
@9

12
12
12
12
12
12
12
12
12
12
12
12

.5813631
.0850661
.5883141
.5918511
.5948861
.9983601
.6013241
.bE47591]
.bO7E00]
.6109851
.6145971
.b1BZ2821

min Node GHI to proceed...

c WTFREFTEETR,

RETRE

7, IBFEIRIFTIE,.

Configure Hardware «

INFO

INFO
INFO
INFO

INFO

INFO

INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO

[IN3G]

[IN3G]
[INSG]
[INSG]

[IN3G]

[IN3G]

[IN3G]
[INSG]
[INSG]
[INSG]
[IN3G]
[INSG]
[INSG]
[INSG]
[IN3G]
[INSG]
[INSG]
[INSG]

Monitor Installation Advanced -

Complete
Complete
Running
Pending

NOTICE: seeding ~svar~local with c

Fixing permissions
Enabling syslog
Stopping system logging: =syslog-n

Starting system logging: syslog-n

Beginning negotiation for downloa

Please approve this node on the A

AEE (Load StorageGRID &E#12RF) o MR E RAMERRHERED 10
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NetApp® StorageGRID® Appliance Installer Help ~

Home Configure Networking Configure Hardware Monitor Installation Advanced -

Monitor Installation

1. Configure storage Complete
2. Install OS Complete
3. Install StorageGRID Complete
4. Finalize installation Complate
5. Load StorageGRID Installer Running
Step Progress Status

Starting StorageGRID Installer M Do not refresh. You will be redirected when the installer is ready

4. WFEMEMREMET AR, BRENTHEIENT P,

Uv-Fsid B
EESHS "SR B E RS
ST "SR T R R S
TEEES RESNEEENS

BRARSZFFINERITIHE R IRE
SR StorageGRID B MR S MFET SIS, EUAHREAZ. &

AZFPRATEERER, SIEMEITY, ARKRESELSERRANMERET A5
iR, MTRERSEIH B LR BB HEER.

(D sasirE ReEmRAR TR,

StorageGRID R R LI &M EHITRIEME , ERIUBITRIMITIFZMEN4PIE, B2, eIg—1
BRNERMRRERES R REXM, RAFESEERTENEEE R Fm:

* *EELSSEAR ¢ 1 BT 2RI StorageGRID iiRfg, ENATEINAL&ES NLIMERL S BT, F4,
ERERUERERNIER? BEETMUEFIMRERN StorageGRID iR? 81MEFIIERERR, &
BUTRE TR B M SRR e FBUEITIR T

* BEERRTIMER * - EFRERREZE, BELRERFELR ENEATREETHER, HEEHE
ENRETEEAMENNR. IREREEFVEIENT REEFHES, IS KETVENBIEER.

© * AN ILM ERB ¢ 0 AR REIABEE, KBNUERERD ILM RE&ITE ILM RENRERBTTES
TR R E R E U M E TR ER A,

(D) meg EsaaRtARNR—EIE, MEEAER, UEHREE,
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R (EAES) Bt NATOR (388) N—EERSI =70 StorageGRID TEEAE P IR R
AN Z BB SRR RTHIETE2EFZME T RMER. WREN BRI RAITFRLERFF—EE, ik
RIBEFIRERERRENRITHRIE. XrIESHMAIMENKREE UNME RS R FFAES.

* EHAEAEIER ¢ - MERESE NIFAERS ISR IRELENESERRITEMEFIENES
ERITR ILM SREGHIT 7 EAEREIR M, EARERMEZR, KRG EMEEIRIHLIERIE

HAPRTo

ik = RS AR

AXEEIENA T RAZF BT IME SRR AT,

(D wmsmEReEmRAREHRT

Contact technical support (TS)
s T5 reviewsyour business objectives

* T5 collectsdetails about the extent
of the faiure

s T5 develops a recovery plan

v

TS recovers failed primary
Admin Node

[if present)

v

TS recovers failed Storage Nodes
+ Replace failed Storage Mode hardware

+ Restore cbject metadata
+ Restore object data

v

TS recovers other failed nodes

1. BB R R A

Caution: Do not use the
recovery procedures designed
for asingle failed Storage Node.
Data loss will occur.

RASFR B TIFAITE, AS5E—EHRERLSETR.

BRHIE—TMRE %o

2. MRFEFETRHIMHE, RAZFRMEZT R
3. RAZFIBIRBUTHRAMEFBFHET =

a. RIEEEFR Storage Node FEHETLRE I Lo

b. REITR T EIEE R BV =

C. BMRUELREIEMENEFET R0

RIEXERES, RAXFGRRIEENEAR



(D mEns i wmmEs RnEnEsR, UaREREER.

(D) smtuwsmmwEs, BEEHEAGSRANERM KA RITIRE.
4 FARSISIIE HARIET

MENRTTHIENISIER, TUERTEIEME LMK ENNXT R, FEEETRIIET <o

xR

A"

IFRIRIFT R

T LIITIERRIES B , LUEM StorageGRID R KA MIBRMAET moiEE it =,
SRR AR, AR TFERTE —

* AT BRER * UBBE— N EEN TR, XETETUUTF—NRZ MR b EHIBRAYT s aT B
%¥%%| StorageGRID £%t, A LABRAFH BT IERE,

s 1T * BEZIL S SR * URIBRFAE T 29 EEEE] StorageGRID B 5,
* W17 * EMTEEN LSS * LUIBRFAIE T =29 E M StorageGRID B BYIL =,

PEIT BTSSR 2 A, EUTBERIEH Nethpp BF AR, FEUHREESAS
() HERESBZEL NetApp HEBEHER, MBMENAT U EESMISSTER R
MR, MARRZE AT E M S 01 RS,

NRIEREEEAH Connected () MBEIFEENTR (| @) , EUIEFRERNT REMBEAL.

BXES
"W R IEA"

"R SR
A& T3 R

TR LUMERAT SIERIRES R BBR— 1M Z MR EN— 1SN EET R, WX R
FEEET R, EFEERAEEETRHIET <o

wBE. REHMET RE&EEEStorageGRID £4tHFE T RIIAFIEEBI TR (TN 2 TEAEAT
REEAREERN). THEAXET R, B2, MRFE, EALUFEABHAERNMETR. EHEREL
FERNTRZE, FHERET FLILIREN S XARE,

MRBEUTE—FM, BEATRERRESE

* BEMRFRFNBRANFET R, FAHERF—THSIRDNEETR, ERERENR.
* BB EEFMERD,.
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* BRBREMXT R0
* BABREIFETEETN R

* BHNREE—MMIFERNTR, EEEAMELT REEERER.

AREEZETR T FRAMNE T RNERAT B,

Prepare for

decommissioning
= Review considerations
* Gather required materials
* Ensure noother maintenance
proceduresare in progressor
planned
& FEnsure no EC repair jobs are

running
v

MNavigate to the
Decommission page

v

Select
Decommission Node

Is
decommissioning
possible for the
node?

Resolve the issue

Yes

Is the node
connected?

Can you recover
the node?

OKto No
decommission while

disconnected?

Contact technical support

Yes (data loss might occur)

Recover the node

Decommission the
disconnected node

——3P Decommission the node |f——

v

Monitor data repair jobs
(Storage Nodes only)

Ensure drives are
wiped clean

2
AR
" URSERRTRAIEL

1M




* BEECHERE T R
* "SR BT RIS T
* SRR TR A
* EENIRE T AR
| T R A TR
EEERAMETSR
B NEBMERMET REVERSEI, FRIMNERRENRE B LT EPRSHIEE(E
Ak
SR
* EREETRNEEER
- "R EHIREE FL

FRMET REEEED

ERMILREDER UMER—THE I T RZA, BT BRFRESMEENTRINE X
RINERTRE, ERSFERER, AETREBEIXA,

NREAT & fEStorageGRID A FHRIRZES. MEEERIULT R IF5RHISSHELL T AL :

* BRREFEREEET R

* ERBEERIETI R,

* MREETVTRIMXTRNETNESZOBTEIAR (HA) 4, WEEERLETR.
* WIRMFFEFET R mEREEL R MR, WX EERZFET R

* WIFGER LM REEFBEEFHET R, WEEEFRTE.
*ENERATR RS R PERNEMET KRANES 10

* MENRESEMEMAEZNTR (BTRRARNFEERXANTR) , WEEFRABEETR. &
WIG(E A E B R E R T <o

'ﬁ%@%@%@@%?%ﬁﬁﬁm%ﬁ\Mﬁ#%?ﬁ@ﬁﬁ%ﬁﬁ%ﬁﬁ\Mﬁ%ﬁ&ﬂ%%ﬁ%mﬂ%

* MRTEMFFEMAERNT R (Fl50, AKRIELERSBMHFATOEETR) , WAERRMETEME
BT FFIZEHE AT T o

* IREBRRKEERATILE. BEEERRETNR/RREEESER . MARERIBTRART BHRNHT

()  EEmeRRETRIMES SNEMNSRE R, B8,
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(EREET SR R R ER
FREETRIMXTRZE, BERU N EESEI,
* FRIZMESE ERWRERAATRETRSHENR, RitESREARSTEME TR,

* BRRREFEREEETR.

C NMREEDSRFIMEXTRNEIMNEZZOBTEIAY (HA) 4, WEEEBLT R, BHM%EM HA A
BRI IE O, S IEXERE StorageGRID AR,

* A LRIEREEEANX T AR EET RN R 2B ILM 5L,
* NRFRAEETRHHN StorageGRID ZABATERER (SSO) , M4 {EM Active Directory BX S
BBIIEARS (ADFS) HipRiZT smpKi A ST,

BXER
"&12 StorageGRID"

FREFMETRIEEEM

?%@ﬁﬂ%ﬁﬁﬁ%ﬁ,M%ﬁ?%smm%GMDWW%ﬂﬁ%ﬁt%N%ﬁﬁﬂﬁﬁ
JEo

FREETRE, NEEUTESEHMERE:
* RBWITIRA B EBNEFET RLUREIRFENR, SERIRIEIRPEAIELD ILM RE8. EHE LRS!,
ERIREFERYT RREPRNFNEFET R, AR RERINBEFET R

* IREFEAEFET RERA T ZFETRINER, WRARCEREERFET RPNSEER%E, X0
RESFHHEERR.

* BIpREETIRET, HIUBEMEERAENREHE. REXLEFRANEINESERFIRE, Bk
M StorageGRID R4t & ALK H RS,

* SIERRGREAXNESMAL, SEETRERBAXNESHMNARER. XEREEFBAZTIU
StorageGRID AARIERIETT, HARBITIRGE—RNEALTIEENIRS, BT FERARERSRITH
, FILREGITTERIEEEZFRZZKEE, &%, ERELTHIRSH—RXMF—NFET R, S8
BERER,

* FRFMET RAEFEMRNBARE, BNHIRESE . REFAIEAZEMARRT, BER
REVEMETE. B, EMFEMETRZE, ENMHTEMTYIANRSEALETT B

* REFET RIEERAIRER UEREMEREE, UEEFEMGTHEMYNTIE, HESTMERAENIT.
* SERAFESEESTH, EREEEAMET R LBTHRIEEERF.

* BEREET RE, TR ENBIEEIBEEMNETR; B2, EREFSMEFRNET RPTEHR
BRo BRAREMWBIRAIE, CAEFERRELE TH/ERREFRMET REYIEREE.

* EREMETRE, FURSAHUTER, ERIESWEIRXETFHEHF SNMP @Al :

c * TEST R EiRi@E. A8 ADC-Service IEMET R SAL L ER. ERIERRG, Lt
LRI EIRRR,

° VSTU (WRIIPKE) ERo @M ERETREFMET REFERIRETIEHENEFR
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° CASA (BHEFMEIRTS) EiRk. WWEBRFINERFT Cassandra BIEFIETEXHA, FHNRSEFLE.

BXER
"RIEEER N RBIELREFEE"

T RRRR B R BR
"BEEILMRERM FEECE"
“ERHEMRAEENEFEET R
"BEEETR"
"ERENMEFETR"

T RIS EL R AR h

MREFRAEEELGIEHE (ADA) RBNZIE, ErRIERTEAFERIIEROMLR LRE
LT R RSUTREFMET R L, BTHPNBRHEIMEEFNMBERMEEER
55 StorageGRID ZAERE A RIGRIRHE—ERRFHIRARSS ko

MRBFFRENFED ST EERERERRE BPE, NWEEERALEET R, BEEEAHRIEH SRR R

HEX, SMEPLLSEDE=NEFHET RO R G RERERARS. NREEPLERAES=TULAESIL
FKADARRSHITEET =\ NEFRE. XLETH RS RENIRIFAI (0.5 * Storage Nodes with
ADC)+ 1)o

e, Rig—PHEROERIRIESATAERRUERERSNEFET R, MEREERA=ITFHETR. BT
FEEM ADC P, BT NMERAIEE, WTFR:

* EE—MERRELRE P, ELTHRES ADA RSO NMFETRMARTA ( ( (05%6) +1) o X
ERERVRAEFEAM TN FET R

*EEZNERRESE B, ERLMBRE=MEFETR, BANE, ATFHRRRIFE=1A ADC RS
((05*4) +1),

MREREEAENEET R, EHTERERANE ADA fAEMITEER, WATET BRAN—NFH7EE
TR, HEEZFEENTRNES—1 ADA RS, AR, ERLUERNEEET <.

xEe
ER=LL

BEILMRBENFERE

é}g%@ﬁﬂ{%ﬁﬁ@ﬁ%ﬁﬁ, NNEFISEREREZAEE StorageGRID RFEH ILM 5

EIFFRHAE, FMEXNRBIEERSMERNEET REBEIHMEET <o

@ FRAAEMERN ILM REE2FRAREANRRE. EHBFERZINERTME, BOmRIL
ERBRH B ERYEIEE R,
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TNEEER ILM TN, LR StorageGRID RABHSEAB EHXUMUBENEBEE, UXZH
FET RER.

BEEUT LR

* ILM H{EIRSB B E T LUE I REFE LA E ILM FLN?
c NBREEAIERENMLSERNATR, 2XEF4BER? 25U EEEUECEREMEIA?

* FRIERNAXMATHNREASR? N BEFMET R, "R, ENEERIBEFET R ZBAMIHE
fETN R MREFABNIFET RERIRANENEET R, WIBFEET RARZLIRE, MEETR
ARV FREERAAR. ARG, INKREENASHENREREEREIHFET R, NMFHERFIRENE
[LYE S

* RAARERBABSEBNEMET RKREER ILM 5RE&?

(D)  FrwmRm LM EMESHERATALR, HTESE(E SorageGRID RANIEIT,

BSIHMERPIIHNAR, WIHERAIEREFENRIGRINESHT S ILM R,

BRI X AR
Available capacity TR E EBHNEHEBERBTNFIET StorageGRID RFHRIFFAEX REX

177 SEINFRERFEANEET R LRNRKEFKARZER? EF
F5EE, BEE EBNAEESIEMNNEEFRERAIEFRHRRTFAEXT REL
PEIEK?

EHEAIE INREA StorageGRID AFAHNERBHNEE, WREREMATEEN
I B LUHE StorageGRID ZRFAH9LSSFRMI?

Storage type ERTRE, E5E EBBHMENERTZEME? 50, ILM BN ETEESIRE
ERNBENITBEABMN—MEEREBHE B —MEELRE, NRE, &
@ﬁﬁﬁaﬁ& StorageGRID 2AMNRAREN AR BBIENEEHNTE
180

BXES

"BEFETR

" ILM BEX R

" R MR

BB MEENEET R

BT REFET RETAEE (BTRAARMKEERXHA) HEREET REES
RERARS.

FRSMSETFRFMET REY, StorageGRID RfEREMEFMET RRRVIEEZ B ERAT R LRI RIL
EMTTEE. Alt, EXEFERIRERNBMEHIEEE FlL,

FRBFERNEFET RZA, HERUTEI:
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* BRAFEHE BB SR T R TIEBERE , SUTNERLET R

@ MRENNATUMT RIREXNREIE, BPRITIRES R . BRARARIBURERSH
UEITT RS,

* R EZNFET RESEINREE—RIA, NECBLETRE, NRFER RELSFIEEREN
FHETREELEE-NERRISHEB S UMM RS, SREEFEILAEERNMMENR,.

* FHEHTEENEET R, ERIRMESE TmEREENRR, B8, BIEEEFLAIETEEHRRI
BZ 81517, HEAFRERRELE T, BUNFonEXEEIVHIRERTEEREHEN. FERE
X EEE IR A,

"EERERIREE R

* MR—RERZSITEMAERNEFET R, WARIAEHIERR. MRNREE, THERARREHER
AEIAXRD, NMARZRRRET EAERIHIRE.

@ MREZ T EMFERNEFETRTERE, BERARASIURERERIFL R

BERMETR
B UBEEFET R LU DRSS ERNFET R, RENEFERE.

BEFMETREY, ERILY R StorageGRID 2LUANBEEANHERET R, ARFERABTER/WIAEFMHET
Ro EFRIREMESE #E, WRSMBEET REBEFHFET R

fan, SRR R EEANHEFET A RER=ZNMNAEET R, BUERERY BRIZESE AR E
AEFEFET R, ARERERIEESIE HF=1"378RHIBEFHET .

BIERRINEFET R ZARIIHAE, S LIBIRTE StorageGRID RFFHRETE D mEE, L5, BF]
LUR D BB R E T =PI BERHEIX B F 7K ENZR 3 AT RT BE S o

EECET
iR

FRZIMEHETR
MRFBERRFRZS I EFET R, ATLIRIRFSHHATEREN,

* MIRERNFEREET R, WARFFE— I FETRTNER, ARBFRERAT I EFHET <.

* MREHTERAEETR, WEETRFENAERERANMEFET RERES. XARSSEXHN
PRBEXABIZMEITIEN read - only , TEREMATULINRERIRMEEEEAMER.

EROEHIEESFL

ERMETRZE, SHARINEE LT EMRESHEIBEREFL, MREAEERNY,
B nEFmEEEHILETN, ARBRITERREIE

MREFEFAEMMERNEFETR, WEFERERREIR TRETHXESE, UHREEESEFL
BRINTER. SRR ERINERERMERT R BRI IRMRRIERI A o
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XESBERTEBUMREHN R RS,

1. BRI TEETA:

a. BALLTE<:. ssh admin@grid node IP
HUrootAIP BMERGE. RAFFEMEN $ to 4o

b. M NFFIHAIZEM Passwords. txt X4
C. AT ap<tikElroot: su -
d. APFF|EHAZ Passwords . txt X

2. KEEHTEZITAEE: repair-data show-ec-repair-status

° MNBEMKBITEHIBEEELL. MHEHR No job found. BEREMBIMNEMAEEIELL,

© MRBIREEMF L ARMEBITHHRERTT, WabRK7IHBRENER. 8MEESE— 1 H—
BE D, #EHITT—F,

root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est/Affected Bytes Repaired
Retry Repair

949283 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9 Success 17359

17359 No

949292 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9 Failure 17359 0
Yes

949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9 Failure 17359 0
Yes

949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9 Failure 17359 0
Yes

3. FREBEMIREN Success. BLEEEFHBINMEMEE(EL,
4. EAMBERIRSA Failure. BUMEFBEELES.,
a. MBI A IRENRMIEERBE ID

b. j&1T repair-data start-ec-node-repair #p

M --repair-id A TFEEMBEIDRIED, Fi0. MREFHEEIDN49292008E. EBITULTdn

%! repair-data start-ec-node-repair --repair-id 949292

C. é&éiﬂﬁﬂ?‘EC &?E1#§EIJ)|*IL.\\ E§| Fﬁﬁ{'&EEﬁJklh\j} Successo

R SEFRARAT R
ERATMBTRERZE, COIEREREITES.
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mE AR

MEMRHE . zip X4 BN THRMOMERHE . zip X (sgws-recovery-package-
Zg revision.zip) . WREEMIE, BEILIFERAMEEXHERR
ZJLo

Passwords.txt X WX HEEEFLIT LIERNE T RFARNERE, HEEEMESH.

FCE RIS BRZE StorageGRID £4tHY, RARCIZHICRENDEE, IEED

FEARTER Passwords. txt X4

1%)5@%71 StorageGRID RZHRFMYIE] SIRE, HREGER RS SRR ER X,

HBXER
"Web X 5 28 E K"

"EE THmE S
HIREHERE T AR
RS RS " ERATR " TTEN, SRLU—B T AMBRMET AT LEA,

BREENAR
* BRIER S FRIR S B3 REIMNAR EIER,
* B AA AR PR,

B
1 P> PSS > BUR R E

It BHE &7~ Decommission T H,

Decommission
Select Decommission Nodes to remove one or more nodes from a single site. Select Decommission Site to remove an entire data centar site.

Learn important details about removing grid nodes and sites in the "Decommission procedure” section of the recovery and maintenance instructions

Decommission Nodes Decommission Site

2. PR EUHECE T R %,
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I EF4% R 7~ Decommission Nodes Bif. 7EULTIEA, &aILL:

° HATE ZR1A] LUS BRI Ro
© EEFBMET RENETTIR
c ¥R, kR, *REF* AR ADC BAFHEFNTITRETHIF.

c MANEBRIATTREEHFE TR Hll. HIERERENMEBIEFORIFFEMETI =, Decommission
possibley HERERIUFEREEXEET R, MXTRURENTEFET RFHR DT R

Decommission Nodes

Before decommissioning a grid node. review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to leam
how to proceed.

Grid Nodes
Q
Name W Site 1T Type 1T Has ADC!1 Health Decommission Possible
DC1-ADMT | Data Center 1 Admin Node ‘:’3 Mo, primary Admin Node decemmissioning is not supported
[ DC1-ADM2 Data Center 1 Admin Node = &)
™ DC1G1  DataCenter1 APIGateway Node : %y
Dec1-81 Data Center 1 Storage Mode Yes Gﬂ‘ Mo, site Data Center 1 reguires a minimum of 3 Storage Modes with ADC senices
Dc1-s2 Data Center 1 Storage Mode Yes ) | Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC senices
DC1-53 Data Center 1 | Storage Mode Yes @ Mo, site Data Center 1 requires a minimum of 3 Storage Medes with ADC serices.
© | DC1-S4 Data Center 1 Storage Mode Mo @
I~ DC1-8s Data Center 1 Storage Mode Mo l?g‘
Passphrase
Provisioning
Passphrase

- BEEFEANS I TR FRER *

RALUEAMET R, NEFNISER—MREEERIME, REMPFZET—MERE, MRTEEAE
PR, WIRNAERERER . MREEFHEFAENTNRBRERFLE—, N&ER&EXEHRR.

=AERERRE Description fRIRA B

AxHF, Fxfs EBRREREEETRIIET X
TREEEH, o
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FRMRENRE

= _A
&, ELE

PIAET R BT
o

CED T
BB
FEEIRLI

-FFE_
TEETRo

=, —tEsD
PR SRR
WFHESE, WA
TS,

Ot H
BIUSHHE
P22
RTS8
o

%, HABMIRR
. x. BEHA
TR, %amsk
BEMFIE HA
£8Pl B

RETLL, BHE x
EVEEARE
BALEIRAR S B9
n FFET =,

Description

RPN T R B U ERE, W
TR B ERAIMET <o

T B ERNMNETR, i
TR * FIEE U TERZ—:

(k&) . BEEGXHA
‘@ (Ee) | XA

MR HSTFAF TR EEFF
EE, WETAEREMFERD
PRI (40, F9SEEl ADC fh
BFIRETEHETIR) o

MRFENTTREOBTSAIAM (
HA) 4, NFEEEREET R
IR T3 Ro

* (NREFET R WIRER E
REBRIT RN LA R IRIR L
HhEENR, WEAERF
fETI R

R
BE 7 HERIRETE ETNT B,

a. EEFTAEBMAERNT R " BUBECE " AJ&E
5%’/%\0

b. HEMLT REAFEMILEEH.
* MRFAFT RBBITRAEREERRXH,
TBEELL T R EFTERA L

° NRAAIFTRBVEITRARA, BRITTR
MEIRIED R UMEFRET Ro

4miE HA A LARIBRT RBEvER O SMIBREE S HA 4, 15
S8 XE12 StorageGRID BJitEH,

BITH Bo MERAMIFNEET R, AlEEENA
B MEREIRARSS . B2 LA RIR I IRE AT
(E1S8



=AEAERRE Description R

K%E,—fﬁ * (NREFEET R FRIEAIME WTFSIREMPRRREBEEX M, RIBEEXM
MEFRYREIEC BIFmISEEXAREEBH HNEALIRITUTIREZ—!

%Y#E“* TR, BT EEAEED
n FETNR. M o " RATUERD ILMIREE * L ST R RIEBS
ST ILM AL AT =, LUESSHITAUNRE, 550

REAILEEX @gﬁ%g;ﬁ%ﬁﬁﬁﬁﬁﬁm B XY B StorageGRID HYi5 87,
) ,{&_5 L\ ?ﬁ a5 5 b )JLIZ\Z\E’/\ [==] ——
gﬁoﬂXh 6 NEAETT S, o * AT ILM RN, EFRATFIER ILM ERBE * 1 4y
EEMIFRAN, ARERERREIDEEX .

**ORTEEMA ILM BN ER * ¢ (SRIRRRISE
BEXfo

o E: T MREZEERBEREIEEEN,
BNRBIENSZEEXFXREK, WSER
—FIERER. EARFEFFH/LEAEE
REBFERITE,

EXELERENEHSEEENRNNRAE, BTH
A ZRIRRRIDECE XX o

4. [REFHEEFEE] MRTREUUER, BREFEHITHIRESE ©

PR T EE ... BE ..

EAI B ERAIMET R "= A BT E IR T R

(PR T = "FRBERNMETR"
BXER

"EEREHIEEEFL"
"7 RRAS R B A
"EHA ILM EIEXR"
"R MR

"&EI2 StorageGRID"
= E /SRR T =
TORREEAHARERINEN TR (BITREARNHEERXFANTR) -

BEENAR
s BT RERMET ANERMEEETL,

"E AN R EE S
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* RERENFR BRI R4,
s REREEE T EohRESHEIREEEIL,

"EERERIEEE R

. ,.ﬂkE',Eﬁl}\ﬂﬂ%EPE’JT?EﬂLL%i’JiEL TEETRME, RE, NHNEFEMELSERRITHEM
Cassandra EE5%H. ARG, EATUMKRSEH,

* BFEMRETRERREIR BT ABTHMERIRE, RETRERREIR BEEF.
* EEANEHAEET RN * AHEAR ¢ e s — M EREeE RN,
* B MABRERIEEIE

ERILUBETE * BTN * 7RERRA (Be) HEERXE (ki) BRI EMAERNT R FIHR
f5ldr, 279 DC1-s4 NEFET REMFERE; FrEEMT RYBEER.

Decommission Nodes

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

A A grid node is disconnected (has a blue or gray health icon). Try ta bring it back online or recover it. Data loss might occur if you decommission a node
that is disconnected.

See the Recovery and Maintenance Guide for details. Contact Support if you cannot recover a node and do not want to decommission it.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to
learn how to proceed.

Grid Nodes
Search Q
Name ¥ Site IT Type IT Has ADCIT Health Decommission Possible
DC1-ADM1 | Data Center 1 Admin Node - Mo, primary Admin Node decommissioning is not supported.
DC1-ADM2 | Data Center 1 Admin Mode - Mo, at least one grid node is disconnected.
DC1-G1 Data Center 1 APl Gateway Node - Mo, at least one grid node is disconnected.
DC1-31 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
DC1-52 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
DC1-33 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
[~ DCA1-54 Data Center 1 | Storage Mode No ‘
Passphrase
Provisioning
Passphrase

FREMBSFEENT RZA, FERUTEI

* MRS R TERATRF— T IFEENT R, IRENMBES S MFERNTR. WRAESIERER
FHMEAXLET R, MMEMEIEIN %E’J_I“""I“_JEo
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B,

* IRTEMFREAERZNT = (B0, AEIRBALRBIRFAFNEFETR) , WAERREAEME
BT FFIZERRAYTI Mo

(FRBETFERRN * TR * 281, HEREMUTER
* BRNFREBMAERNFMETR, FIFEHECTARINERE.,

C) MREINAMAIMTRIMEXREGE, BIRITIRIFD R o IBRRRAIFURER S

L ITH e,

* IREAZS I EFERNEFET R, WARSIREHIEERR. MRLERBHNREIE, LRGSR
MRITEBIERGAIA, WARRET AEZHIE,

C) MREZITEMFERNEETRIERE, BERARAR S URERERIFL R

* (FREBEAEENFET R, StorageGRID REFATRELERIBHEIEEEFL. XEFIZZRE
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A Warning

The selected nodes are disconnected (health is Unknown or Administratively Down). If you
continue and the node has the only copy of an object, the object will be lost when the node is
removed.

The following grid nodes have been selected for decommissioning and will be permanently removed
from the StorageGRID YWebscale system.

DC1-54

Do you want to continue?

oo o

BTRIIER, ARRE*HE

FRIFMEIRE BB, ARETEIMTRNER. ERFPR #E, $ER—THNMERMHE, EFEs
MIMSBECE B,

Decommission Nodes
@ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.
Search Q

Name ¥ Type T Progress 11 stage 1i|
DC1-54 Storage Node * Prepare Task

WHMERHE—BEr A, EREHENSF I RAMERGE LUAR"RERGE TIHE, AT, T
.zip X4

BENAEX THRERA 8RR,

()  ERRTRMES, NEREERIEESE BE I T TR,



@ %&E@K#%é RERIP, ARNEBATATM StorageGRID RFIREVEIRIIINZZ A

7. EHRNEE " 2R " UE, UBERFIEREE TR ERNER.

FED AR REHRE AN, TRFIEESE, RAREMETTRIERETIR, HERKINE
Bo MIREATEMAERNERETR, WRET—RERHER, BHEEMRLER.

Decommission Nodes

The previous decommission procedure completed successfully.

@ Repair jobs for replicated and erasure-coded data have been started. These jobs restore object data that might have been on any disconnected Storage
Nodes. To monitor the progress of these jobs and restart them as needed, see the Decommissioning section of the Recovery and Maintenance Guide

Before decommissioning a gnd nede, review the health of all nodes. if possible, resolve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to leamn
how to proceed.

Grid Nodes
Q
Name V¥ Site 1 Type 11 Has ADCH Health Decommission Possible
DC1-ADM1  Data Center 1 Admin Node - @ No, primary Admin Node decommissioning is not supported.
“] | DC1-ADM2 | Data Center 1 | Admin Node = &y

DC1-G1 Data Center 1 AF| Gateway Node - @
DE1-51 Data Center 1 | Storage Node Yes @ Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
DC1-52 Data Center 1 | Storage Node Yes @ Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
DC1-53 Data Center 1 | Storage Nede Yes @ Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
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Passphrase
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The following grid nodes have been selected for decommissioning and will be permanently removed
from the StorageGRID Webscale system.

DC1-55

Do you want to continue?

4 BEERETRITIR, ARRE HBE

R EHTRERREIE , AETETTRINER. ERFEPER #E, RRAIEM—THIRERHTF
BUETMNBEEES.

Decommission Nodes
@ A new Recovery Package has been generated as a result of the configuration change. Ga to the Recovery Package page to download it

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.
Search Q

Name ¥ Type 1 Progress 11 stage 1|
DC1-35 Storage Node I Prepare Task

C) g%ﬁﬁi%%ﬂﬁ,%@ﬁﬁﬁ%ﬁﬁmoﬁﬁﬁﬁﬂ%% BRELERNBTRERZHE ML

S. MMMERHE—BEr A, BREHEIEF BT RAAMERGE LUF MERGE TIE. ARG, TH
.zip X4

BENEXTHRERH 95,
BRARTHMESR, UHREFERIRFSE B8 LIRS 5] LURE M.

6. TR " FATR "THE, UHRIEEETRYERMER.
FHETRERAANRRENRIBAENE, THRIEESE, RARERETTREFFIR, HAEREINHE

yanYel

128



Decommission Nodes

The previous decommission procedure completed successfully.

Before decommissioning a grid nede, review the health of all nodes. If possible, resolve any issues or alarms before proceading.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guids to learn

how to proceed.

Grid Nodes
Sea Q
Name W Site 11 Type 11 Has ADC!! Health Decommissian Possible
DC1-ADM1 | Data Center 1 | Admin Node - @ Na, primary Admin Node decommissioning is not supported.
(] DC1-ADM2 | Data Center 1 | Admin Node . ©
[l | DC1-GT Data Center 1 | AP| Gateway Node - ﬁj
DCc1-31 Data Center 1 | Storage Node Yes @ Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
DC1-52 Data Center 1 | Storage Node Yes @ Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
DC1-53 Data Center 1 | Storage Node Yes % Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
Passphrase
Provisioning
Passphrase
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Decommission Nodes

@ A new Recovery Package has been generated as a result of the configuration change. Ga to the Recovery Package page to download it.

€ Decommissioning procedure has been paused. Click 'Resume’ to resume the procedure.

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

Search Q

Name ¥ Type 1T Progress IT stage 1
DC1-55 Storage Node Evaluating ILM

4. F—IMEPRES R TlE. BERESSEHRITER.

130


https://docs.netapp.com/zh-cn/storagegrid-115/rhel/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/rhel/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/rhel/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/rhel/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/rhel/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/rhel/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/rhel/index.html

XTI RIE A TEEHRR
NRT R/FRRET R FERMELE, SR IREUTE S BX 0B THEEHR.

BEENAR
S E BTN N 23T R RIS E RS

RFUAES
MRXAZFEANMET R, WHESHEL, BEEINRTRENBMNLE PR 2@ FENIRT.

p
1> TAE> WR M,
2. EWRIEIMETR, BASMEHETREKE, HIIE DDS 1 LDR RS EEITHM.

BRITEMETREMA. StorageGRID Z4tHIDDSARSS (REFHET RTE) WA TFENRT. XZEILMEFTIT
HEIER,

3. EEFENMRMES. HRF TEET S CMNWIRES R,
4. *ﬁ 1H%H%E£E’J)Iklu\o

a. NREFEAMSESHRSIETRENBES T HINE-R, 52 EEIET 2 CMNSHELR
b. 1B A FEZPAITEE

B FERME I —HSA, T CMN RS E L LIEEE—1 ADE RS, ADC' FRS " 7548
s,

CMN BRSE W IMZE /L EEE|— StorageGRID iRSS, HEMMEAES (50% N E—1) BIRSEI ADC AR
1) 7r ﬁlm%‘&%w%mE@—ﬁ\ﬁﬁﬁﬁiﬁ%ﬂ%—ﬁ\mﬁﬁ#jﬁﬁio

a. gN3R CMN BRSSRIEEE B BRIRIRIZIARS , BHRAFETRATEIRS, ANEXTEETREE
fET RZ BRI A&,

Ih RS F
EAJgEREM StorageGRID RAHIBFREIER OIE R, EMPFILR, HAERAE.
MEEERT ERRNSET R,

131



Review considerations

v

Gather required materials

v

Select Decommission Site

Is
Decommission
Possible?

Select the site -

Canyou resolve
the issue?

You cannot remove
the site. Contact Support.

v

Review the site and

update ILM
Is Start No
Decommission

enabled?

Perform the site
decommission

v

Ensure drives are
wiped clean
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Decommission
Select Decommission Nodes to remove one or more nodes fram a single site. Select Decommission Site to remove an entire data center site.

Learn important details about removing grid nodes and sites in the "Decommission procedure” section of the recovery and maintenance instructions

Decommission Nodes Decommission Site

2. EAF BUHEC B UL = 4%,
IR ERECERELRASHNE 1P (EFER) . IEPEEE StorageGRID AGHIARFETIR,

Decommission Site

o 2 3 4 5 6

Select Site View Details Revise ILM Remove ILM Resolve Node Monitor
Palicy References Conflicts Decommission

When you decommission a site, all nodes at the site and the site itself are parmanently removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then, select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state

You might not be able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive MNode.

Sites
Site Name Used Storage Capacity @ Decommission Possible
) | Raleigh 3.93 MB
Sunnyvale 3.97 MB
Vancouver 3.90 MB Mo This site contains the primary Admin Node.
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Decommission Site

@—o 3 4 5 6

Select Site View Details Revise LM Remove ILM Reszolve Node Maonitor
Policy References Conflicts Decommission

Data Center 2 Details

A\ This site includes a Gateway Mode. If clients are currently connecting to this node, you must configure an equivalent node at
another site. Be sure clients can connect to the replacement node before starting the decommission procedure.

A\ This site contains a mixiure of connected and disconnected nodes. Before you can remove this site, you must bring all offine
{(blue or gray) nodes back online. Contact technical support if you need assistance.
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Decommission Site

-
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[ 4
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2

Select Site View Details

Raleigh Details

Number of Nodes: 3

Used Space: 3

Node Name

RAL-51-101-198
RAL-52-101-157
RAL-53-101-198

Details for Other Sites

93 MB

Total Free Space for Other Sites:
Total Capacity for Other Sites:

Site Name
Sunnyvale
Vancouver

Total

3

Revize ILM
Policy

Node Type

Storage Node
Storage Node
Storage Node

950.76 GB
950.77 GB

Free Space @

47538 GB
47538 GB
950.76 GB
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Remove ILM Resolve Node

6

Monitor

Referencas Caonflicts Decommission

Free Space: 47538 GB
Site Capacity: 47538 GB

Connnection State

Details

1.30 MB used space
1.30 MB used space
1.34 MB used space

Used Space @ Site Capacity &
397 MB 47538 GB
390 MB 47538 GB
7.87T MB 950.77 GB
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"&18 StorageGRID"
3. EEMEMIERAFMEBE D, ITEMEHRE ML ST AT EE,
Details for Other Sites

Total Free Space for Other Sites: 550 76 GB
Total Capacity for Other Sites: 950 .77 GB

Site Name Free Space © Used Space & Site Capacity @
Sunnyvals 47538 GB 3.97 MB 47538 GB
Vancouver 475.38 GB 3.90 MB 475.38 GB
Total 950.76 GB 7.87 MB 950.77 GB
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Decommission Site

@ o 4 5 6

Select Site View etai!s Revise ILM Remaove ILM Resolve Node Maonitor
Policy References Caonflicts Decommission

If your current ILM policy refers to the site, you must activate a naw policy before you can go to the next step.
The new ILM palicy:

« Cannot use a storage pool that refers to the site

s Cannot use an Erasure Coding profile that refers to the site

« Cannot use the default All Storage Nodes storage pool or the dafault All Sites site.
« Cannot use the Make 2 Copies rule.

» Must be designed to fully protect all object data after one site is removed.

Contact technical support if you need assistance in designing the new policy.

If you are performing a connected site decommission, StorageGRID will begin to remove object data from the site as soon as you
activate the naw ILM policy. Moving or deleting all object copies might take weeks, but you can safely start a site decommission

while object data still exists at the site.

Rules Referring to Raleigh in the Active ILM Policy

The table lists the ILM rules in the active ILM policy that refer fo the site.

« Ifno ILM rules are listed, the active ILM policy does not refer to the site. Selact Next to go to Step 4 (Remove ILM

Refersnces).
« Ifone or mara LM rules are listed, you must create and activate a new policy that does not use these rul

Active Policy Name: Data Protection for Three Sites (3

25,

@ The active ILM policy refers to Raleigh. Bsfore you can remove this sile, you must propose and activate a new policy.

Name EC Profiles Storage Pools

3 copies for 53 tenant - Raleigh storage pool
2 copy 2 sites for smaller objects - Raleigh storage pool
EC for larger chjects three site EC profile All 3 Sites
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Select Rules for Policy

Select Default Rule

This list shows the rules that do not use any filters. Select one rule to be the default rule for the policy. The default rule applies to any
objects that do not match another rule in the policy and is always evaluated last The default rule should retain objects forever

Rule Name
® 2 copies at Sunnyvale and Vancouver for smaller objects &
|| 2 copy 2 sites for smaller objects (&
Make 2 Copies (§

Select Other Rules

The other rules in a policy are evaluated before the default rule and must use at least one filter. Each rule in this list uses at least one
filter (tenant account, bucket name, or an advanced filter, such as object size).

Rule Name Tenant Account
3 copies for S3 tenant (& 53 (61659555232085399385)
| | EC for larger objects —
¥l 1-site EC for larger objects (3 —
Wl 2 copies for S3 tenant (3 53 (61659555232085399385)
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Rules Referring to Raleigh in the Active ILM Policy

The table lists the ILM rules in the active LM policy that refer to the site.

« [fno ILM rules are listed, the active ILM policy does not refer to the site. Select Next to go to Step 4 (Remove ILM Refarences).
+ [f one or more ILM rules are listed, you must create and activate a new policy that does not use these nules.

Active Policy Name: Data Protection for Two Sites (5

No ILM rules in the active ILM pelicy refer to Raleigh.

() WRFIHTEIN, MBRFEAEH BB LM 588, DA sl

0. WNRAKFIHERMN, HEE* T—F *o
WERERE 4% (MR ILM &%F)

542 MERILM 5|

M"FRUR " RASHNE 4 MR ILM 5I8) &, ERIUERZINAYERES (J1REFE)
» FHIMERESREE(DS | Atk R B ERIRERRY ILM A0,

KFIES
FEUTERT, BRTEZEMERFERIEESRE .
* BEEENE ILM KBS, WIREERINIRRS, W0k E R,

* AEAT ILM RRNSStEuE s, BIEREAR RS ILM SRESPER BRI, S MIPREimES | ALt =aY
FRBERL,

p
1. MNRFIE T ZIVAIEREE, B EMIBR.
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Decommission Site

O—9© 0 0 -

Select Site Vigw Details Revise ILM Remove ILM Resolve Node Manitor
Paolicy References Conflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site, even if
those rules are not currently used in an ILM policy.

Proposed policy exists A~

You must delete the proposed policy before you can start the site decommission procedure.

Palicy name: Data Protection for Two Sites (v2) (§ Delete Proposed Policy

4 ILM rules refer to Raleigh R
1 Erasure Coding profile will be deactivated v
3 storage pools will be deleted v

Previous

a. R * MIFREINAVRES *
b. FEHIAFHEESIER * HE * o
2. R AEIREEMN ILM N E2E 5| kS,
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Decommission Site

- N o= o
& —&» ﬁd\‘?;ﬁ,fr o 5 6
Select Site View Details Revise ILM Remove ILM Resalve Mode Maonitor
Falicy References Caonflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site,
even if those rules are not currently used in an ILM paolicy.

Mo proposed policy exisis
4 |LM rules refer to [aia Center 3 -

This table lists the unused ILM rules that still refer to the site. For each rule listed. you must do one of the following:
« Edit the rule to remove the Erasure Coding profife or storage pool from the placement instructions.

« Delete the rule.

Go to the ILM Rules page (&

Name EC Profiles Storage Pools Delete
lMake 2 Coples — All Storage Modes m

3 copies for 53 tenant — Raleigh storage pool m

2 copies 2 sites for smaller objects — Raleigh storage pool m
EC larger objects three site EC profile All 3 Sites m

1 Erasure Coding profile will be deactivated v

3 storage pools will be deleted

FUHBYER ILM NS5 RS, ERSEEAREPRER, Enfld:
° WA EE 2 MEIE  MNERRFRIAN * FREEMET R * FiEt, ZEFEEERPME L RIE RIS

/TN O

© S3FP * KB * 3 MRAIMIRIE - BRI - 8,
C FRNIR *, RERE - 2 MEIE 2 MERRIE B - EE,
© KEFIRY * BATHR * MUNMER * Fi 3 Mibs - AIBIRFOBRE A RE B RIIA S,
© BRI ILM HN, EEHE - F—2 LR SB5 (RATAAR)
"H 55 RATEAR GHTAEA) -
% StorageGRID SFIEEET, T EANERA3| R E AR @RI ERERE X,
() e Al RaE R ERNE L. RARANFTEEET RS RERIRE,
RN SRR FTE kA

° MRFIET—PHEZD ILM RN, BFEET—D,
3. {RIBEMIERE R EER RN
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© BIRIEMIN, 15FCE] "ILM N " TIE, HEMERRIRRIDEES T E 5| Bl R EE R PR A R E L
B, Als, ROZ*SE4 (WERILMSE) *,

()  mrimEs, FsNELELEREHAREEREEH RN,
© BN, EEERRET § AT HE
() eumEmREmmn - a5 2 MBI N, ABAHEERLS,

4. AR FEEINAY ILM 3B88, KREM ILM ARSI Altit=, HEEBA * T—% * &,

Decommission Site

e o -
e e |

e &£ e
& 2 5 6

==l w=

=

Selec—t_Site View Details Reuis_e ILM Remove ILM Resolve Node Monitor
Policy References Conflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site, even if
those rules are not currently used in an ILM policy.

No proposed policy exists
Na ILM rules refer to Raleigh
1 Erasure Coding profile will be deactivated v

3 storage pools will be deleted v

o |
5. 4% * F—tb .

MBRItEIE R/, 51 LS REEARIRTFAEBAIRIRRIDECE X ST Y StorageGRID

@ FRILRE, ©RBEMER5IRAZERBERRERIEIRRIEEEX M, HEMERSIA
ZIEREVERIRERNEE L. REFABIFMEEMET REELRERER, RAeEmnz
P Ui s i AR i £

IHWREERES T FBRAHTRPR) .
E 5. AT AR (FHBER)
MN"FRER "RSHNE ST (FRTRAR) B, B LUAE StorageGRID Z4tHBME
AP EREEEMMAEE, 3B ETHaTNEATREEET=SAM (HA) A, R
AT ARG, SR UMLETTEEERRETE

AR StorageGRID 24HRIFTE T /IS0 FIEMRS, W FFIR:
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* StorageGRID 2ZFRFAETREHLMEEE (V) o

@ MREBRTEMMERNIERER, NAFAZRMRER ENFETR, HEBIUEERRR
BHMIL R ERFIET R

* ERFFRIIE R ENEAT RETEEERETEAIAM (HA) ApEO.
MRPES (BRATRAR) RFIHTEMTR, WBREIERZER , AEAEFIRER.
T TEF RS RERIRES R 281, BEFEUTEEEI
* A R BRI BT (B) RSTRIS IR E D IR o
@ M RIS ThE PR REUER RERER, HAREHANE, AFFUATIER EREUE
B, R LENAE, MEERUKRFAE ILM EBIER,
* ERIERRET R B176:
© BABECIES I REFEAIIEREY ILM BN, EhREREBEIE ILM MUK AL o
© BAREHRITHMMEIATRE, flUY BREHA R,
@ MREEBERERFERREFERITS —MEPRESE , WelERREFET RiE
FIREPE . 7T " DERMBIRRIDEIE " MER, * &= * IHHERBER.
c IREFEARNEREREFEIE GMEEAT R, DREXRSFFI

TR

1. EEPR S5 (BRATRRR) PHEMATRES, WE StorageGRID RAFRIERT RREERESE
ARA (@) HEERXHA () o

T
=
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2.

3.
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Decommission Site

O—0 0 0 0 -

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: If you are performing a disconnectad site decommission, all nodes at the site you are removing must be disconnected

« Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

1 disconnected node in the grid Fs

The following nodes have a Connection State of Unknown (blue) or Administratively Down {gray}. You must bring these
disconnected nodes back enline.

For help bringing nodes back online, see the instructions for montoring and troubleshooting StorageGRID and the recovery and
maintenancs instructions.

Node Name Connection State Site Type
i
DC1-83-99-193 05 Administratively Down Data Center 1 Storage Node
1 node in the selected site belangs to an HA group v
Passphrase

Provisioning Passphrase @

NREAT RBEFFER, BREREE.

BS N A XET StorageGRID MM T R A2H W HHITHEHFRER. NFHEE), BERREARS .
LFME BT EENT RMERIG, BEESRS (AT RPR) Y HA AR
RFIETEEGRPEFSTAE (HA) AR R,



Decommission Site

O—0 0 0 0 -

Select Site Vigw Details Revise ILM Remove ILM Resolve Monitor
Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

* All nodes in your StorageGRID system are connected
Note: If you are performing a disconnected site decommission, all nodes at the site you are removing must be disconnscted.

* Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected
1 node in the selected site belongs to an HA group A

The following nodes in the selected site belong to a high availability (HA) group. You must either edit the HA group to remove
the node's interface or remove the entira HA group

Go to HA Groups page. (8

For information about HA groups, see the instructions for administaring StorageGRID

HA Group Name Node Name Node Type
HA group DC1-GW1-99-190 APl Gateway Node
Passphrase

Provisioning Passphrass @

Previous

4 MRFIHTEATR, FRITUTEREZ—:

° JRIEE NI HA A UMIRRT S0,
o MILIE SR FIFRINE ST =M HA 4, B2 NEXEE StorageGRID AYi% B,
MREZTAET R, #ETE HAAPRERETHERTHNEAT R, WEER * BEZNEIE * FH.

S. I NEEEZRIFEIE,
tERY, * FIREUHECE * IHERZENBRARS.
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Decommission Site

O—0 0 0 0 -

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Policy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: [f you are performing a disconnected site decommission, all nodes at the site you are removing must be offline.

« Mo node at the selected site belongs to a high availability {HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected

No nodes in the selected site belong to an HA group

Passphrase

Provisioning Passphrase @ | seseesed

6. MRESEFFRDLRERRESRE , BEE * BohEH "
LERFHERFNULERMTR. RARRER, T2RRLERATEFEESRR, BAEEHARNE,

A Warning

The following site and its nodes have been selected for decommissioning and will be
permanently removed from the StorageGRID system:

Data Center 3
= OC3-51
= DC3-52
« [DC3-53

When StorageGRID removes a site, it temporarily uses strong-site consistency o prevent object
metadata from being writtan to the site being removed. Client write and delste operations can fail
if multiple nodes become unavailable at the remaining sites.

This procedure might take days. wesks, or even months to complete. Select Maintenance >
Decommission to monitor the decommission progress,

Do you want to continue?
for]
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. BREE, IREEESITAFR, HER H#BE .
ERFFRERERN, HER—FHR. LIRAERE—LNE, RFEIRTEHIIMET ABREMNR
£

Passphrase

Provisioning Passphrase @

€ Generating grid configuration. This may take some time depending on the type and the number of decommissioned arid nodes,

‘:..:"

ERHMREER, KETPE 6 (EEEUHEKE) -

C) EERTRZA, * E—% - BHEBFEFERRE,
HXER
"MATRIRK; BEHERR"
"SI SRS AR
"&I2 StorageGRID"
%65 BITEUHRE

?é" BUHECEIER " TUHRISHE 6 ¥ (mEBCHECE) &, 8] TEmIFRL =AY miE

KFIES
Y StorageGRID MIBREEREILREY, ERIZLUTIRFRFRT <

T XTI R
2. EETR

3. FETR
Y StorageGRID MIFREMIFERZMIL RS, ERIZUATIRFRERT -

1. XS
2. 17hET S
3. B S

BMWXTNRNEETRARIRFR/LOHE—/NIEIRIHER; B2, FiET AR EEEHRRIEISE,
p
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1 EREmERMGEE, LTI,

Decommission Site

ﬁ@ g%; @} &

Select Site View Details Revise ILM Remave ILM Resolve Made Monitor
Palicy References Conflicts Decommission

€ A new Recovery Package has been generated as a result of the configuration change. Go fo the Recovery Package page to
download it

()  BRRTHRES, NHRECRIRESE B LI LR,

CIEFREEHMEEHE. R EIPRAME S
b. & . zip X1

]

BERNEXTHRERH BN,

C) %E@Y#%ﬁ%ﬂﬁﬁ,Hﬁ?@%ﬂﬁ?MSmm%GmD%%ﬁﬂﬁﬁ%%@%ﬁﬂ@

2. fEF " HiESE) " EIREEN REHEMiZE R B H At ih RS EhE .

ELE3 (BT ILM 3RER) FgUEsey ILM :RE8/E, BiESohie. BURBMBER NMERIRESE it
7o
Decommission Site Progress

AlE

Decommission Nodes in Site in Progress = &

Data Movement from Raleigh

1 hour 1 day 1 weask 1 maonth Custom

Storage Used - Object Data (7]
100.00%
75.00%
50.00%
25 00%
0%
17:40 17:50 18200 18:10 18:20 18:30

e Used {%)

3. EEMT R#ERDF, ERMFTRNEITERRESE BHE,
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BErEFETRE, ST TRBEN—

IR, REEPRASUMERLESRREEFATERLRE, BRES

ERHHHMIEE, ERRFESFH/IREZ/LAT A MNER. TEESHEREEZI UM LMD

EHEMTL ILM .

Node Progress

@ Depending on the number of objects stored, Storage Nodes might take significantly longer to decommission. Extra time is
needed to manage erasure coded data and re-evaluate LM

The progress for each node s displayed while the decommission procedure is running. If you need to perform another
maintenance procedure. select Pause to suspend the decommission (only allowed during certain stages).

earcl Q
Name ¥ Type 1T Progress LI Stage il
RAL-S1-101-196 St Noie E ggzgr;lnr[}n;stzianing Replicated and Erasure
RAL-82-101-197 Siorage Node i g\z;z::r[}n;s;ioning Replicated and Erasure
RAL-G3.101-198 Sinraga fiode L ggzz:r[}n;s;inning Replicated and Erasure

MREEERTEERIERERIEE, BSRLRUT BEET RNERMER:

A

F

-

U

N\

i}

FFE

HEEES

¥ LDR 72N ERHA

= RE IR EIERIRRID R

LDR i ERS

RFTERIZPAT

(EREsELhE]
D ERE

minutes

I ERE

minutes

B, REE, BEBRTHRIEE

COER D REFEPITEMLERES, FJUELMEREFERE
Ao

minutes

DHEPNE, BAREURTESHENMSIER,
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BT ER It HFEERda)

SRR minutes

IREE B ERNERERIERE, B2 TRUTRBEET RBERMER:

B ER EpEsZ=diNIE]
HE DEERE
FHE minutes
HEEES DEERE
B AIMRARSS minutes
IEFRHCH minutes

T REUHEM minutes
FRERANEUH A minutes
illEREd iz minutes
SRR minutes
FeRk minutes

4. EFETRBYBRRITHNERE, BEFEHRIGRERRIETR.

° 1f * {8%& Cassandra* ZZEH, StorageGRID 3FMEH{RE R Cassandra EEHITERMNBIIEE,
XS EE I RHFEKHNE, BEEBURTFREPERIIFET =
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Decommission Site Progress
Decommission Nodes in Site Completed
Repair Cassandra in Progress -ZT'%

StorageGRID is repairing the remaining Cassandra clusters after removing the site. This might take several days or maore,
depending on how many Storage Nodes remain in your grd.

Overall Progress 0%
Deactivate EC Profiles & Delete Storage Pools Pending
Remove Configurations Pending

° EHFRECEREXHHEREF ML TR, FHEITUTILMEX:
* 5| ALk AR RIDACE X4 2R IF o
* ZUREMIBRS | RIS RV ERITEAE .

(D FAmAFEEET SEE RN, EAEERNRATE SRS,

° &ja, £ MERECE © ZPBHR, WiRRET REVERRIRS|RERE KRR E R FER.

Decommission Site Progress

Decommission Nodes in Site Completed
Repair Cassandra Completed
Deactivate EC Prefiles & Delete Storage Pools Completed
Remowve Configurations In Progress :,:“:

StorageGRID is remaoving the site and node configurations from the rest of the grid

S FRARMESRE TAE, "FRMR " NERER—FAWESR, FETBETEMRRIIES.
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Decommission Site

o 2 3 4 5 6

Select Site View Details Revize ILM Remove [LM Reszolve Node Monitor
Palicy References Caonflicts Decommission

The previous decommission procedure completed successiully at 2021-01-12 14:28:32 MST

VWhen you decommission a site, all nodas at the site and the site itsalf are parmanantly removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then. select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state.

You might not he able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites
Site Name Used Storage Capacity © Decommission Possible
Sunnyvale 479 MB
Vancouver 490 MB Mo. This site contains the primary Admin Node.
TeE

FTRIERIERRETR 5, FTRUTES:
* MRERREERULRTFIAFMET RN, ERBRMIERRIANRS kA L2 MIXEhEEPMIER
E5 ¢/

s NBHIESEE—IHESNEET R, FHBNER StorageGRID R4EHAESER (SS0) , iBM
Active Directory BA & B I8IEARSS (AD FS) SBIpRiIbiE S BIFR B KH A5 15 1E-

* FEERERUFERBESE BRERXATRE, BHERXEKBIEDML

EESES)
"EETHRER"

4z EPad 72

SR LIS R E FMYIR. AT LB HStorageGRID #4iAVIPHIAE. DNSHRZS 23
HNTPARSS 2%
]

* EH AR TR

* EEEIPHE

* "EIEDNSIRS 8"

* "ERENTPARS 2"
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* "ERFRE T RS E

ST PIAR A8 B9 F Y

StorageGRID 24— NFLFFFIE, MFEMNBIME (ethd) LIRS @i
iTEfE. X% B EIE StorageGRID AATE M ESATRMNEN TR, LB
RL&F%5A1E4 NTP, DNS , LDAP SEftIMERS BFERNEATN. T BTH
IS SERE SR, ERa BB EH T MR RE R T,

ERENNE
* BRSNS R RIS EIRE
* ERSRAELHP IR AR
EARAEREEIEE.
© EAMAEERENTRNMELE, 1 CIDR RIART.

KFIES
NRBHITHY RIESIEIEARINF TR, WA ARINFRIPEFR, AEBRMT BIEETE

TR
1. GRS AR >* AR &

Grid Network

Configure the subnets that are used on the Grid Network. These entries typically include the subnets for the Grid Network (eth() for each
site in your StorageGRID system as well as any subnets for NTP, DNS, LDAP, or other external servers accessed through the Gnd
Network gateway.

Subnets

Subnet 1 10.96.104.0/22 ==

Passphrase

Pravisioning
Passphrase

2. EFRFIRF, BHEIMSLL CIDR RNERMNFF Mo
B0, BN 10.96.104.0/226

3. WNECEZIEE, ARRE *RE
IS FME E5h 7 StorageGRID RAREE.

161



ACE Pt
TR LAEAERR IP TRAMBET RECE IP Ml RRITHEEE.,

SR FUEFREN 1P TEXMESERE R BENNERERTASBHBX. SARE Linux FMEH ST
HTHF B AR A fE BRI StorageGRID BRES, HERJEERATEAR, BEIBIHRT SME IR
BIFTE.

()  mREEHmKEAESANMSRESPEL. AT RORESE #TMECENER,
"B RFTET AIPHAL

MR ERFIRMA TSR, EAMRERSTINERMERE, 0, IRNKEES
() EREEENEEE MEHHE, SEERRATRENEREESHNEHMEEY, AEHE
2P THE,

() 1P ERRESE TURPINRESE . EUAFEEZE, MENELRSTERTR,

* BAxmEO

SBCLE eth0 BY IP HIHHIGARZ AR TS mAMIARIES IP tthilk, S3ECLE eth1 BY IP AR R T R N EENLE
IP 3tisik, 3EC4E eth2 BY IP HIUHIREA R MIME T mBYE P imMI4s 1P ik,

BEE, AREEFAE, 5140 StorageGRID &%, eth0, eth1 # eth2 FIE2EYIESL VLAN ZEOMMER
MEHEARMNEBEEED, EXETE . * SSM*RREINEAI st BRFReth0. eth18{eth2 29 BoLa EH At
EOMME. BERMNEF mEMLEIPHILLE,

- DHCP *

&N EETEEPEMNERIZE DHCP » R EEEECERAEIZE DHCP » NREFNMETI =AY IP ik, FRIEIEM
BHAMK, MAER IP it BESTE, FRAENR IP TREEERERE DHCP Mk T Esasiit,
SR A% (HA) A~
© ERREFENE P imMLiEO LR B RHALAF M LIMNYZ P imMLS P,
© EAREER R P IR IPHIIEE N A B R P imM S E O LR ENHALE 2 ERHVIE EiNIPHIIHE,
* ERREE M MLSIE O B RIHAL F W2 SN RIS M4 I P,
* B EERE MAE LS IPI LB R RIS 82 O L BC & RIHALE 73 BcRYIR A B iNIPHitibE,
PRI
BT AWML E"
© "EEEME LR EFRTIR"
* "TERIAE LS BRI B TR R
* "Linux: AIETRAMEO"
* "BRMIEPATE T R BIPH
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BT RN E

BRI UMEREN IP TRAER— 1RSI TN RSB E. Er UEANRNSVECE, 5
FHAN, ECAEFREIERMEEE P i,

ERENNE
BNTE R Passwords. txt X&

KXTFULES

* Linux : *MNREEEREMET SAMBIEENERE R HENE, HEERET REEXGHEEE
admin_network_target I§ client_network_target , M2AZ Bl 1T LIS,

BEERTER Linux 1#ER S StorageGRID L3151 FH,

* %% * 1f StorageGRID i&& £, MREVIALLELAE)RTE StorageGRID K& LEEFFREZFIHHE
B, WLEERER IP TERMMSE, Bk, EXTEEREETHIPRR. EEER. BiggmE
AEEBITEN. AEFERFRPITABHMMSBEEE, EXNAREMNEERNEER, BENERTENE
B EAEIPIH AR AIRIETE

ERIUBBE AR E— SN0 1P #ot, FRUAH, M MTU 2.
BT LU A PO E TR A RSB 75 55

* BRI LB M E P IinNA S EIEMERINT R E8Y 1P itk / F DR Z T RN EIZ T <o
* EEILOEIHIRRE P RS ERMERE N TR 1P il / FRIHEIER MIZ SR RERIZT <o

T RS S ERIIRR 5 5
() FAWER 1P i, MRAFAERET R 2SR 1P Hht, MATERIGE R IP bt

1S StorageGRID RAEAT HABR (SS0) , HEEEEREIES M IP ik, iH5
B, GREETAN P (MTARRNNRLRESS) RENEMRBSEENEEL. &

() BRAEESIUTS, B PR, XA EMEAHE 1P il BRNEHRE Active
Directory BX& BAI0IEARSS (AD FS) HTREVKHISEE. FENAXERE StorageGRID £
35488,

@ fEAED IP TEXMMEFMMEVERE T 215182 StorageGRID IRENRERFE M, XiF,
NREIRE LEFLE StorageGRID fF, SHERKEE THIFER, NNKEEREHTIR.

gl
1. BRI FEETA:
a. MIALLT®%: ssh admin@primary Admin Node IP
b. S NFBFIHAIEERS Passwords . txt X
C. AT <tk Elroot: su -
d. BMAPFIHIIZER Passwords . txt X
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HUrootFIR B ERGE. RAFFEMEN $ to 4o

2. MANUTHSBEHERIPIA: change-ip
3. TR RNECE R IEIE,

LR B R ERE,

Welcome to the StorageGRID IP Change Tool.
Selected nodes: all

SELECT MODES to edit

EDIT IP/mask, gateway and MTU

EDIT mdmin network subnet lists

EDIT grid network subnet list

SHOW changes

EHOW full configuration, with changes highlighted
WALIDATE changes

SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit

1.
3:
L
5:
bt
i
E-'"
9
1

.B.

(i H

HLE = B
selection: §

4. WATLUERR < 1 RERBEENNT R, AEEEFEUTERZ—:
o * 1 BTN IREWEE
° * 2% BT R IRILRIER, AEREWERE
° 3 BRI IPEE
°4: R EMFTET R
° 5. MIEARIFTET =
kD CMREEHAETR, BAT " 25 " RERERRS.
R, BEREXRSE, HEHN " REDR * FRURMENIZE, EESZRENEERRNT R LERIT.
S. TEENE b, WA * 2% DURIEIAET 289 IP/ #85, KX MTU E8.
a. EEFEFENRIMLE:

"1 ARPEE
"2t BIRMLK
" 23 B IR

" 4 EEFTENEE, RAMTBETRTABIR, WEBRHF (WK, SBERIEFmE) , HIEEE (
IP/ #8855, RIXs} MTU) FHaEiE,

W8 DHCP ECEZORY IP ik, BISRKE, WX3 MTU FEZROBONHS. MRIERBNH
DHCP FEEREN, NEETR—FEE, BNEZEOBERNFHFS.

EOBEN fixed TR,
b. BiGEE, HZHFIEMTEBNZE,
c. BERIFHAIMEART, BIR BN,
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d. #IELEELS "IP/mask’ T ERILIEIANY d*5¢*, 0.0.0.0/0* AT SR IBREIERILE N F ik LK.
e RIEBRENNFIETRE, WA o g REIEXE,

TN ESE—ERE, BEIBREINANLE,

EERUNEBZ —, EEEFMREYEN:

°* 5% BRRETFRRERNS, XEFENTEMIL, (NEREREHI. FrMEevERLLRE (3
o) s (MRS REER, sRflkEbris:

Grid

Grid

Grid

Grid

Grid

Grid

Grid

Grid

Admin

Admin

Admin

Admin

Admin

Admin

Admin Gateway

Admin Gateway

Admin Gateway

Admin Gateway

Admin Gateway

Admin Gateway

Admin MTU

Admin MTU

Admin MTU

Admin MTU

Admin MTU

Admin MTU
Press Enter to continue

-~ = -
o= o®
L »

B B

22
22
22
22
22
22

-~ -

-
B3 B3 B3 B3 RS B3 BRI B RS
= -

Be b P B3 RS RE =
s

°*6* . ETRHPETHRIEANS, HPERTREEKE, BEoOBUERE (RN e (HiERm)
RHERo

C) RLaSTREREFRRMRERERRNFAMBIER. EHERERATENEKRE PG
BESZEHMNERN VT100 EXF5,

WEFRIRTN * 7+ LABIEFR B Bk
LEIIE R RAER WG, BEMEFIHHNEAN, IR ERESHNFM.
FIRAIS, IBREIEIR.
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FlRAIR, IEEEd,

8. W@l /G, BEFUTERZ—!
° 8! RIFARNAEN,

fERALED, ERLURHEDN IP TAEHERERRBIIE, MASEXRERRNANEN,

°*o 10% 1 NAFMSECE.
0. WNRFEFE THEM ¥, 10, HEFLUTEIZ—:

°*NA* UBINAEN, AECERBEHEREIHETTR.

NRFNBEEFCHTEENTOYIENRERE, ERLOERE * NA * LUNAENR. IRFE, 7=
REMEHRES. LR REEEMBMINTRo

c *BER Y TARFHERBITRENAEN.
NRBEMMNKZEEERIZT, FTEEWNIENENNSECE, WAFER * MR * EI, XHAZFM

T, #TUERNYIENZEIHENBMNZEMAT R, NRERE * NA * MARTHITXENEE
B2, NMEREEZRK.

() mmEm - Mg wT, UATEEEERRENESER, URATEHIHL R,

° *HUH * 1 AR E SRR,

MREFAMERNNERFEEMBT R, WalLHEREURAREMR/D XA RIS, 2EE
BUH * BR[O E ERBHREFMGRAVERR, LUEHENA,

SNERIEEE * WA 8 R Y, WRER—TTNMSEENHS, HNTEE, RNSERFNIERE
BEFTRo

FECEHE, bR ENAERNERRS.

Generating new grid networking description file...
Running provisioning...

Updating grid network configuration on Name

NANEEFENG, BTMREEEN, REKERMIIRERMTE.
10. gNSREET * IR * , IFERETHERRIUA TS RHITIRME:
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a. IRIEFEHITYIENEMNEEL,
* WPEMRER ¢ . HITHERYIEMKREN, BERTEXETR.

* Linux * : MMREEREXENRIANEIEENEHET P HEMNLS, BHERERRE "RHZORNEMET
=" RATRARIE,

b. EFBENZRMATT Ro
. ERENE, ®FE*. 0" BRHENRIP TE,
12. MM EIREE T EARRYIRE 2R 6

a EEHHp > RG> MER

b. N EZRIDITIE,

HXEER
"Linux: MIAETSAMNEO"

"Z2%E Red Hat Enterprise Linux 8} CentOS"
"Z% Ubuntu 8% Debian"

"SG100F1AMP; SG1000BRSS1&%E"
"SG6000 FfEIgE"

"SG5700 fFfEIZE"

"&12 StorageGRID"

"BLEIPHIE"

TEEEMLE LR ER FRFIE
TR IR BIENS FMFIRFARM, MEFRHEL—THZ DT RBFM.

BEENAR
* IBNIER Passwords. txt X4

TR AN EEMEFRIIRPIFFET R0, MEREERFM.
p

1. BRI ETEENR:
a. WALIT#<: ssh admin@primary Admin Node IP
b. HNFRFIHZEY Passwords . txt XM
C. BN T etk Hroot: su -
d. AP FILRIZER Passwords. txt X

HUrootFRF B ERE. RAFFEMEN $ to 4o

167


https://docs.netapp.com/zh-cn/storagegrid-115/rhel/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/rhel/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/rhel/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/rhel/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/rhel/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/rhel/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/rhel/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html

2. AT aSBohERIPTA: change-ip
3. IR NELE R IEEIE,

IR B RER S,

Welcome to the StorageGRID IP Change Tool.
Selected nodes: all

- b SELECT WNODES to edit

EDIT IP/mask, gateway and MTU

EDIT admin network subnet lists

EDIT grid network subnet list

EHOW changes

SHOW full configuration, with changes highlighted
VALIDATE changes

SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit

[ZH0
e

'
5t
b
i
B:
o
14:
a:

HLE = B
selection: §

4. HE, WALRGIFITIRIEIIMSE / e, EFUTERZ—:
* MRBFHXRBRITIREMISET &, 15EE * 1 EARBRENT 5, ERUT®ERZ—:
"1t BT R (REBTRER)
=2 BATA (RIERERE, REREIHER)
"3 BATA (HEE IPIER)
"4 MR EMFET S
"5 WIEAATET R
" 0 iR[E]

° AW FE " REFEPRS. #ITEEE, BETERERE. EETRFRRIRT ERENEE, WE
, ETEBIPRE R BRI To

O EEHRB L, HEATHRIEEENEFMENER (EB*3*)
6. EEFEU Tz —:

o N TaSLURNINFM: add CIDR
o INLITanSHMIBRFM: del CIDR
c AT IREFMIIFR: set CIDR

(D wFmaE®S. CAUERUTERAAS ML add CIDR, CIDR
Tl add 172.14.0.0/16, 172.15.0.0/16, 172.16.0.0/16

ERILUER "M EFK " KR BARNERBEI SR TN, ARRETENHH
174miE, MMEDFIRIRANE,

AT RSN RS T SR EE WL F M5 IR AN FR .
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7. EEERE, AN, o IROEXRBRER. EAMHERR—ERE, EEIERSIRZANLE,

C) REAEDE 2 FEFTEM " 28 " TREFKRN, WBFg mAN - (RF*q*) 718
WEFIRFR =T R

8. WL TRz —:

° WEFERIAIN * 5* IR A FRRERNS, MiatPRRERNSZMIIR, NERERGHNTL, FHMAIE
AR E (RN e (MR REER, T REIESHAR:

DC1-ADM1-185-154 Admin  Subnets

Press Enter to cuntinuel

° EFRET 6 EIEE R B ENRHPRETRRERNS. EORUEE (RMu) sae (MR =i
BiRo *iE: * RELRENSE A BERERRIFREAAR N ERAMARERRE.

SHBUFMIIRES, BRRUTHES:
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CAUTION: The Admin Network subnet list on the node might contain /32
subnets derived from automatically applied routes that are not
persistent. Host routes (/32 subnets) are applied automatically if
the IP addresses provided for external services such as NTP or DNS
are not reachable using default StorageGRID routing, but are
reachable using a different interface and gateway. Making and
applying changes to the subnet list will make all automatically
applied subnets persistent. If you do not want that to happen, delete
the unwanted subnets before applying changes. If you know that all
/32 subnets in the list were added intentionally, you can ignore this
caution.

AR IEKEBHEE NTP A DNS fRS 23 FM AL M48, M StorageGRID = Bl AIEEGIE—1EM
B (/32) o 40, WNREFHLERFEA /16 o /24 BEES DNS I NTP RSS2 B HukhiEE, NILZMIER
EﬂﬂLWBz%E#ﬁM% SHIRR . INRAMIBRE R ENERR, NENFMIIRBITEME
MfE, WERABERE

C) E%Uﬂu@ﬁﬁMQM§ﬂWIM%E Bi@ENFEhECE DNS 1 NTP B H LA IRE

9. WEFRRIN * 7+ LIIEFT A EF BN,

HEIIERT RSB INGS, BIEMESME P mMERIAN, FIanERESRFM,
10, (FIik) EHRED * 8* REFFABE DMEREN, HEEREUSRSHITEN,

fEALED, ERLLURHEDN IP TEAHERERRBIIE, MASERERRNANER.

M. RITUT#RMEZ—!
* IRBAENMREFHNAHNEELENER TERAEE, HEFEm -,

* IREEESEFNAERNHEERNINEERE, BEFER . FEEHE, BERENAERRER
RS, AR

Generating new grid networking description file...
Running provisioning...

Updating grid network configuration on Name

12. KA E RS T EUTBI IR E IR 8o
a EFE P> RG> MER
b. I NECEZIDITIE,

HXER
"BRE P
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TEFERLS £ RN E R T MFIE
ERILAERER IP TREEMMSMLES EARMNEE M.

BEENAR
* &8 Passwords.txt X

RFUIAES
&R ATE AR I F R FIR AN, MIFRECECRFM. EXOR &M RRIE T = LRV,

RN ERTFIET WG, RS BRSNS ERFARE, T, RN EES
() EMERENEHA MEAHT, NEERRRTRERNEREESAEMRNEER, AEES

MIPITHE,
HIE
1. BRI ETEETSA:

a. AL TF®H2: ssh admin@primary Admin Node IP
b. HINFRF|HIEES Passwords . txt XfF

C. AL R et Elroot: su -

d. BMANPFILHIZER Passwords . txt X

Kroot AR BMERE. IRFHEMEN $ to 4o

2. AT LB ohERIPTA: change-ip
3. IR NELE R IEEIE,

IR B R ER S,

Welcome to the StorageGRID IP Change Tool.
Selected nodes: all

SELECT WNODES to edit
EDIT IP/mask, gateway and MTU
EDIT admin network subnet lists
EDIT grid network subnet list
EHOW changes
SHOW full configuration, with changes highlighted
VALIDATE changes
SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
: APPLY changes to the grid
Exit

L B
PRI T

'
5t
b
i
B:
o
|

a:

HLE = B
selection: §

4 EERSL, EERTHEEMERETNOER AT 4°) o
() HPERETRIIRA B RS E T,

S EFELI TRz —:
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o NI Tas<SLURINIFM: add CIDR
o NI T anSMIBRFM: del CIDR
c AN TaSIREFMFIEKR: set CIDR

() xFFERS. EAUERUTEIAAS ML add CIDR, CIDR
ol add 172.14.0.0/16, 172.15.0.0/16, 172.16.0.0/16

C’ TR LAGER " EFTK " BRI RANERAZHFRARTN, AERIEFENHH
1T4RiE, MIMELDFRERNEANE,

AT RO ER T AREHEFRFIRIZE FW:

6. &G, WA, o' IROEXRBRER. EAMHERR—ERE, BEIERSIRZANLE,
7 EER R —:
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° AT * 5* IR A FRRERNTS, Mt ENSZMIRY, NEREREHT, FHRAIE

PRARE (MDY 4 (MFRD) REER, AT REIREHAAR:

° EFET 6 FIEE R B ENRERETRRERNS. EXORUEE (RMu) sae (MR =Rih

() RessrRETELERNREERE TR,



8. MR * 7+ LIIEFT A EF BN,
HIIERT RSB INLE, EIEMRMEF mMEAN, FIaeERESFM.
9. (RIik) BRI * 8* (RIFFIBE NN EREDY, HEREIUHLEH#HITEN.
fERALET, ERILLURHEDN IP TEAHEREMEIIE, MARERERRNANER.

10. RITUUTHRIEZ—!
* MRBANMREFINAHMEEENER TERAEE, HEFEm -,

c NREBEFWNAEIHEERNNEEE, HEFAN *, FREHRE, BEBENAERRETR
RS, AR R:

Generating new grid networking description file...
Running provisioning...

Updating grid network configuration on Name

M. INREBECAPIEEZINEFE TIER * o 10, HEFRU TRz —!
° A YEINAEN, AEUBENEMENRHE IR

NRFFWBEERS IANSEERNEITM AR TEMIMIENR, WaETLER * NA * EI#HTTE8
N RECE L.

c MR PREHBHT RENAEN.

NREFEHMNKZEEERIZT, FTEEWNIENENNEECE, WAHER * MM * B, XHAZFM
TR, #TUERNYIENEESH ERBEIRRMATT R

()  wREm e w8, UAAEEEERRENENER, URAREED R,

° *EUH * 1 AR EE IR,

MRERMERNNERNETEENBNT R, Mol UHRE R ARE MR/ DA P&, %3 *
BUH * KR E I ERBHRBFRMGAIENR, UEHERMA.

NANEEFENE, ATMREEENR, RIBERTIRENRMGE,

12. NRECERFIRMELE, BTG L TED:
° Bk IP EXUREP R RO ERS, BN A
© BEIRKWHIRIE, B8N o
© BRGHITT— MR, BRI "o

THER LM ERBREEED * 10 * (MAER) BRKRWEIRE. RERNTHRAEERER, IPEX
RIEPE A 257EM.
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© MREBMFe)FIR (BINEFBEITR) , HBETRIANKKEVIRIEERFREIITER, B *
REARCHRIIHBZE T2

13. MM EIREE T ERRYIRE R 6,

a EE P> RG> MER
b. I NECEZHIA21E,

@ %E@S‘C#%Zﬁ&’éﬂﬁﬁ, EAeBETATFM StorageGRID RFAIREFIBRINNBEZ AT Z

BEXER
"ECE IPHE"

Linux: MIEHSAMNEO

NRERRVIARLENEFLinuxBIT 2ARMNEO. NAERILIREL B
WRELEHRIERTE Linux EH LT REEXHHEE admin_network_target 3¢ client_network_target , &
FERLRESE RAINEO. EXTREEXHIFAEE. BFEIEATLInuIRER SR StorageGRID R4t
BH.

"Z % Red Hat Enterprise Linux 2 CentOS"

"Z23E Ubuntu 8% Debian"

TR LERERZMMNE BT KA Linux RS2 EHITHIRES B , MARET RAEHIT. REPE
REFFOFNETR; MREZHEEEMEBMEZSH, WERKERIEHEIR.

BIRMUMIER, YIERERIP TR, BERNAEXEATRMNSBEENER,
"B T RRINEECE"

3
1. BRI EFTEHME 2D BRI T R LinuxARSS 28,
2. FHRRETREENH /etc/storagegrid/nodes/node-name. confo

() wmEeEARmREsy, SIESHIEES,

a. FINFETLE B 1T.

CLIENT NETWORK TARGET = bond0.3206

b. A% FIIMACH!L,

CLIENT NETWORK MAC = aa:57:61:07:ea:5c
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3. i&1T node validate #5%: sudo storagegrid node validate node-name
4. fRRFTBERIEREIR.

5. i&1T node reload #5%: sudo storagegrid node reload node-name

HBXER
"Z % Red Hat Enterprise Linux 2 CentOS"

"Z2%E Ubuntu 2 Debian"

"B RIS ECE"

BRI AR T3 R EJIPHEAE

NRFEEAMIERPIET SIS P sk, MATUEEILERRIELRE . BT
ERREIR ENENT R REINESEERIMEMLE IP o

BREENAS
* IBNINER Passwords. txt X4

KFUIES
EMWRMIERRINESR, ERA—RIMETTRPIE B,

@ It REP R ERT=R ERTWRME, ETEEEAIIRFED R Bl EE S MEEE P IRMLE
Y 1P Hidik,

NREBNEL— AR E TR BIPHIEFIMTU, 151 ERE T SRV EC &,

pZ
1 RN REEEN IP TAZIMNHTHENR, HIaNERL DNS 3 NTP LUIRERESER ( Single Sign-On
, SSO) FEE (WMREM) o

@ NRIMA NTP BRSSBEFEEIHT IP #bULISIE]MAE, IBTEHIT change-IP 2P B Z A1
Y NTP ARS8,

YNSRILA DNS ARSI ABISHT IP HUIGRIFINE, IBFEHT change-IP R ES R Z RN
#7189 DNS ARS528.

WR A StorageGRID &A%/ZA 7T SSO , HERERRKHAEEIEABIET S IP #ik (MAF
@ EERNNTLREFR) #HTECE, 15/ESTE Active Directory BEE S IRIEARSS (AD FS

) FREMEERICE XIS EE Beg IP tut/FI7 BT, EENEXER
StorageGRID Y35 FE,

MBRE, B IP HIUEFRNFTFM,

2. BRIFEENS:

a. BNLLFEp<: ssh admin@primary Admin Node IP
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3.
4.

6.

176

b. # NPFHIHAZRFY Passwords. txt XH&
C. BN T an$ i E root: su -
d. AP F|EHMZR Passwords . txt X&

HrootBBFP B EFE. IRTFHENTH S to #,

BWMAUTHRLBRENRIPIA: change-ip
ERTRL ML EZIDZIE,

LR ERERE, RINBERT. Selected nodes FERIEEN allo

Welcome to the StorageGRID IP Change Tool.
Selected nodes: all

- I SELECT NODES to edit

2 EDIT IP/mask, gateway and MTU

EDIT admin network subnet lists

EDIT grid network subnet list

SHOW changes

EHOW full configuration, with changes highlighted
WALIDATE changes

SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit

L
L
-
-
i
B:
H
ia:
- H

Selection: E

CTEERBL, EE . 2* DURBFIETIRRY IP/ FREE, MK MTU (E8.

a. JEHE * 1+ LUIE SRR,
R, BRTBETTREM, WERNERNE, HiERE (IP/#5, X MTU) , MHEIE.
/miE DHCP ECE#ZORY IP ik, RIEKE, WX MTU KO EN NS, 7£ DHCP ECESME

OZ#l, RARET—FES.
EOREN fixed BARE.
a. BigEME, FRIATMERTRIBAZE,
b. RIEEBRENMFMETRE, A Y. g" REIERE,
TR B —ERE, HEEIERIIZANLE,
EERLUT®EIZ —, EEEFREAEDN:

°* 5 BRMHPHNRERNS, XEREBATEMUN, XETRENENH, FRIMEOEREE (RN
o) s (MRS REER, sRflkEbris:



Grid

Grid

Grid

Grid

Grid

Grid

Grid

Grid

Admin

Admin

Admin

Admin

Admin

Admin

Admin Gateway

Admin Gateway

Admin Gateway

Admin Gateway

Admin Gateway

Admin Gateway

Admin MTU

Admin MTU

Admin MTU

Admin MTU

Admin MTU

Admin MTU
Press Enter to continue

- 8 e

22
22
22
22
22
22

-~

PR3 RS RS BRI B e
P B3 B3 R B3 B

c*6* . ETRHPETRHREANS, EPERTREKE, BEoOBUERE (RN e (HiERm)
RHETo

() FEALOREIARREBMALEIDTINIBIL, ERERIAT EHAWES
S ELINER VT100 X FF.

EARARIN * 7+ LABIEFRE B ko
HEISIERTH R A 35 S RS LRI, BISIA e E &R FMo
T:T:.IJ:'::/—_T_\WUI:P7 e ﬁ@%ﬁl;o

TR AIS, IEEET,

8. b@dfE, ®E . 10* UNAHNWEEE.,
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0. 8 ME *, UERE NREMBHT R NAEN.

@ WILESE * MER * o BDFhS0ETIER © WA * AR * M * RPITRHERBED; WS
R ERINET.

10. SERENE, ®EFE*. 0" BHENIP TH,

. FIBYXHAFAE T R

() BA—RMEDEAIIE, WUEFE T REXA,

12. {RIBREH TR R IANEE L
13. BIEFTE M T R BB B XH,
14. THARET KRBV EIR.
15. BThEEIi&SS
a. YNSRI T #EY NTP BR3528, BMIERIERY NTP ARS323{E.
b. YNSRI T #rBY DNS ARS58%, EMIFRIAARY DNS ARS523(E.
16. MM EIREE T EAAYIRE R4 6,
a EE R > RG> MER
b. I NECEZIIIZIE,

HEXER
"&18 StorageGRID"

"B T REINSECE"
"TEMIRR LS _EARINEE B F R FIR"

"KIFAAE T R

AOEDNSARS 28

ERILGAIN, MIFRMERIRBZ RS (DNS) RS, UEEATERERS (FQDN)
ENA, MAZE IP ik,

ERBONE

* EBERSTIFIN M 8B REIIAL I8,

* B FREEP SRR,

* ERREBERER DNS BRSS9 IP Hiht,

KTFUAES

EITHEE DNS RSB ERER, oA B FHREEE SNMP @170 AutoSupport R LMREEZ (FQDN) *
&, MARZ IP ik, EINEDIEEM DNS fRE25.
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J9 DNS ARS538124 2 5 6 1N IP stphk, 3B, MEIRENbSIES EMAMEEAIZEAMIAN
()  DNSMEES®. X&HTHREMEINLSA L5 DNS 5. REMEEER DNS B
BIIRSE, ERILGE—EE NS RHI DNS RS8R

"ECRER AT RBIYDNSECE”

YNREBE DNS BRS52315 2 5¢ DNS frSZBESRERER, NWREES MR SSM AR5 L%k DNST &
Ko 40R DNS ECEIEMAMIRSHREEERAFMEMETIR, WEREGER.

S
1. M 4IPS DNSARS 2.
2. EMRS SR, RIEBETFNEHAMIS ONS B528RE,
REHER, S MEAEVEERAT DNS BE8. RSTLIEEAT DNS RS

3. Bk RE "

ECR BRI T3 RBYDNSECE

ERILUETT— AR, A8 IMMET REEARRRN DNS , MARERINHEFLBEERE
i 2 %4 (Domain Name System , DNS) o

WE. ENERMEEES LAY EI M4 DNSARSS 83 IETIRECEDNSARSS 28 RAERENTRMET R fE
FA7 7] DNS 552863, 7 RIfERE LATRES,

1. BRI FEET A
a. WALIT#<: ssh admin@primary Admin Node IP
b. BT HIES Passwords . txt X
C. WA T <t EIroot: su -
d. MAPFIHAIZ Passwords . txt X
HUrootAAF SMERGE. RTFRBMEN $ to 4o

e. ¥ SSH T RAZEAARME] SSH I8, ¥ ... ssh-add
f. I NPFIHAISSHIARIZEES Passwords . txt X5
2. [BRIECHABEXDNSEEEHNTS] | ssh node IP address

3. iIZ{TDNSIGEMA: setup resolv.rb.

IEREZARE LASZ H5 8988 2 TR THERL
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Tool to modify external name servers

available commands:

add search <domain>
add a specified domain to search list
e.g.> add search netapp.com

remove search <domain>
remove a specified domain from list
e.g.> remove search netapp.com

add nameserver <ip>

add a specified IP address to the name server list

e.g.> add nameserver 192.0.2.65

remove nameserver <ip>

remove a specified IP address from list

e.g.> remove nameserver 192.0.2.65
remove nameserver all

remove all nameservers from list

save write configuration to disk and quit
abort quit without saving changes
help display this help message

Current list of name servers:
192.0.2.64
Name servers inherited from global DNS configuration:
192.0.2.126
192.0.2.127
Current list of search entries:
netapp.com

Enter command [ add search <domain>|remove search <domain>|add

nameserver <ip>']

[ 'remove nameserver <ip>|remove nameserver

all|save|abort|help ]

AN MR IR RSB HIARS 28VIPvAILE: add <nameserver IP address>

EE add nameserver BT HRMBAARS ML

REBRR TN E than SEY RV BRI THR M,

REFMHBNESHRENAIERF: save
KRR 28 £BYEE L Shell: exit

NFEITMETR, EEFNIR ERET R B XH&E< Shell

IRTBRENHMARSSFHITEEGHR, 1BM SSH AEFHRIFRAR. A ..

ssh-add -D



FCENTPARSS 23

BT AN, EHEMIFEMLREtE i ( Network Time Protocol , NTP ) ARS328, LI
f% StorageGRID Z%HHIMIE T = Z BEDERRIZ #iE.

%
© B TUERIE SN R B R B IR,
* ERUREERP IR AR
* ERAAEREEREE.

* B MABERERN NTP AR552809 IPv4 itk

i
&
3
)

&l

C

Sy B B
S & &

XFIES
StorageGRID R FERMLLETEN (NTP) KR MA&FFRE M T &2 BT E,
TEE iR L, E/ORK StorageGRID AFFPHFE N TRDEE NTP A, EIIEF BN ELDIE5b

ERETIENR, RZ7SIMNEBBTENRIAR Rt Z 8], StorageGRID AFEHRFRZEE NTP HRHNE M TTREFTH NTP
BFPm, H5XEE NTP HRED,

il‘.‘:‘ﬁ NTP fRSS2FIEZEILAMENEDEE NTP AEHNT . Eit, BiNEMEERMNEEE NTP AEHT

77N\ O0

WRE AT DERN S AT IBAEDIASNE NTP B, MR— PR ERE— M AFL
() SHIENTP IR, MFER Xt & e, 5h, e MERR T AENEE NTP
AT RE I S TS LR TR B 0B 8] T T2

1EERIIMNER NTP ARS8 FUER NTP thille ERAIIETE Stratum 3 SHESHY NTP Ar53285|/, LABILEHINES
B ZER) .

TEREFR StorageGRID LEE45E M NTP JRET, i5277E Windows Server 2016 ZBiAY
() Windows Kz EBA Windows B¥ia) (W32Time ) FESS. SHAMRAY Windows ERIBHEIRRS T
5, Microsoft AZ#F7E StorageGRID E =5 EFEHEA,

"kFrAS, BT NSREIREE Windows BYaliRSS"

NREBEIRERERIIEEDN NTP [REB[RE AT AR, 7 LUES RINE RS 255 EH BRI
BIRS 2K EH StorageGRID RZEARIIME NTP JEFIR,
PIE

1. AR LEIP LS NTPERSS 280

2. RS EIBO T, RIBFFEEFHFMEHAMBE NTP RS 2858,

S
e

NEDEE 4 D NTP IRS28, HERZSHILIETE 6 MRS
3. 1 * BLERMLIEIE * XAMER, % StorageGRID RAMECERIBIEIE, AREE “REF o
BREP R RS EREREING. FEREFMTRZE], ITEELSTFRERRE.
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® ?g%ffﬁrﬂﬁ NTP BRSS8EFA NTP IR BIGFEBIEENIS, B4, EHRRRAE
ERFRE T RBIRAER

ESEERT, G EENmASEEN Pt By, —ANSAT ST RS MK
HESEBER.

EMRERSZCHT TAMSHEINF. IRTRAKE. HEXIMTRANER. HFZRSETIRSFEE
1T MMAET RIEEE.

‘m  Grid Topology | Overview \| Alarms || Reports . Configuration |

Main

Overview: SSM (abrian-g1) - Services

Updated: 2018-01-23 15:03:45 MST
Operating System Linux 4.9.0-3-amdG4
Services
ADE Exporter Service 11.1:0-20171214.1441.c29e2(8 Running B 11 Boonw Hreruvs 8§
Connection Load Balancer (CLB] 11.1.0-20180120.0111.02137fe Running Bost Hoorw HJeasums 8
Dynamic I[P Service 11.1.0-20180123 1919 .deeeba? abrian Not Running Bj & 0 BHo0% BEoB Ea]
Nginx Senvice 1.10.3-1+debOut Running Hws5 Hooew Houme [
Node Exporter Service 013 0+ds-1+b2 Rurining Bgs Box Hessus B
Persisterice Service 11.1.0-20180123.1919 deeeba7 abrian Running o6 Hoosdiw B{irims B
Server Manager 11.1.0-20171214.1441.¢2022¢8 Running @4 B216% BHsrue B
Sepver Status Monifor (SSM) 11.1.0-20180120.0111. 02137fe Running B 61 Bozssw Haseme @
System Logging 38110 Running B3 Boons H{szrve B
Time Synchronization 1:4.2 8p10+dfsg-3+deblut Runring B4 2 5Hooorys B454M8 B
Packages
storage-grid-release Installed 11.1.0-20180123 1919 deceba’ abrian

RETRETEUTER:

*MRBETZSITR, EARLTEERHAMNEEES.

* IREE T ZI TR, WEAEESNESR EETHFECERAENETEREEIH, MENEEERE,
BERER

BfRRESREER , ERUESNEREBNEMEE TRIEPHN—INR (FRPFESEEET RPN
BTR) LiETaiTEARER. ZEAEFANTRARENEFIFERET R IP ik, MAMERSHT R
T RAREB BRI E N,

@ ?E%EM%EP%’EFHT%%EE%,%% (mDNS) , NEIREREEE M RE TR LETHL1TRARE
Fo

R
1. BT EHH#ITIE /var/local/log/dynip. log FREHEE.

f5an:
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[2018-01-09T19:11:00.545] UpdateQueue - WARNING -- Possible isolation,
no contact with other nodes.
If this warning persists, manual action may be required.

NREEANZ VMware 1555, NEREE—FHER, BHLTRAEERSE.

FLinuxZpEF. FREEEBERER /var/log/storagegrid/node/<nodename>. log X,
2. MREEEERESHMERA, BEETUTHS:

add_node ip.py <address\>

Hrih: <address\> @EEIIMEIIZIET REVIPHIE,

# /usr/sbin/add node ip.py 10.224.4.210

Retrieving local host information

Validating remote node at address 10.224.4.210
Sending node IP hint for 10.224.4.210 to local node
Local node found on remote node. Update complete.

3. BIEScRIfRBEME T R TER:
° TRMARS BB,
° BIT/R. SISIPIRSZBAVIRE A RuUnning" storagegrid-status %!
° ERRRIMETR, TEABETRASMEERI DM ERE,

() MREAET add_node_ip.py HELTAMALITE, TeoTHEAMEVAREMR R,

FHEANF P EIHIIE

FHLEIPd 12 E BT StorageGRID BY Linux 2% VMware 22, @& % BT StorageGRID
RS FHE A M,

Linux: WM& T2 EN

& /] LU StorageGRID *ﬁ,.“M—‘* Linux EHTFEENISE—E Linux EHUABITENLER (
PIUNIRMER BN EFBDN) , MASEMMNIEEITHEES TR,

BE—1THZ P AEM— Linux £ (" sTBEVL") IS — Linux TN ("BirEN ") o BRREN
WE LB HERIFH StorageGRID #H,

()  SBfEEHIN StorageGRID BB EATHZIET, 4 HERILBESE
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ERMET REBRFEN, LIHEUTENFEMAG:

* HEFHATHRES I T RHNEMES
* MZEOTEENZBIIRM—E

@ FEFRER, BPE—SENLBETSIMEETR. A ITEETRERTAENATRE—
B B AR PR 1R

AUER—EN LHEEMERNT R, FINEETRIMNITIR. B2, IREESMIRRENT S (Fl40
WAIMXTR) , BB RAREER—EN Lo

BXFMAER, BENERT Linux BIERFH StorageGRID ZEWAFH " RIEBEKX ",

BXES
"EREFAILinuxEA"

"Z2%E Red Hat Enterprise Linux 8 CentOS"

"Z2%E Ubuntu 2 Debian"

Linux: MBEENEET R
XA WETI = FIEEMIE Linux =S H.
£ Linux EM BT THES,

1. SREUREN £ HEIERIEITRPME T R iR,
sudo storagegrid node status all

Name Config-State Run-State
DC1-ADM1 Configured Running
DC1-ARC1 Configured Running
DC1-GW1l Configured Running
DC1-S1 Configured Running
DC1-S2 Configured Running

DC1-S3 Configured Running

2. HEBIBHNTRHBM. MREBITRER. WRKFEFLE Running.

sudo storagegrid node stop DC1-S3
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Stopping node DC1-S3
Waiting up to 630 seconds for node shutdown

- MBEENSET Ro

sudo storagegrid node export DC1-S3

Finished exporting node DC1-S3 to /dev/mapper/sgws-dcl-s3-var-local.
Use 'storagegrid node import /dev/mapper/sgws—-dcl-s3-var-local' if you
want to import it again.

- 18F import command suggested in the output of the ‘export AF<:

ERET—IHEARENLIETISR L,

Linux: EERFENLEEAT A

MWEENSHTRGE, ErILIEBR Linux T ESAHIIELT R, WIERIIATI =]
iR SR EN_EARR RRIFAEF LS E O &

£8#F Linux EM EZTUATHES,
1. EEHRENLEEANT =

sudo storagegrid node import /dev/mapper/sgws-dcl-s3-var—-local

Finished importing node DC1-S3 from /dev/mapper/sgws-dcl-s3-var-local.

You should run 'storagegrid node validate DC1-S3'

- I EN LT RECE.

sudo storagegrid node validate DC1-S3

Confirming existence of node DC1-S3... PASSED

Checking configuration file /etc/storagegrid/nodes/DC1-S3.conf for node DCIl-
S3... PASSED

Checking for duplication of unique wvalues... PASSED

3. MNRREMMIIETHIR, BEBNTIBHT R ZAMRRX L
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BXBEHRER, BSIERT Linux B1ERSH StorageGRID L2351,

HEXER
"Z2%E Red Hat Enterprise Linux 3} CentOS"

'%23 Ubuntu 5} Debian”

Linux: BHiBEHHIT R

WIEEBMTRE, eI EBTR Linux EHEIETT6<SRBENIZT 2o
p

1. EREN LRI R

sudo storagegrid node start DC1-S3
Starting node DC1-S3

2. EMREERSED, RIENRERSESAHEE, FERHNEZTRAHENER,

@ WIET R RSESNERETHREIZN T R B2 EMBEIHEMMAME. MRKRE
SEHE, BIEBEREMTR, UESITREFLRS.

NRFTEIAPIMNEEIRSE, BEFR 10 28, ARBITUTHL:
sudo storagegrid node status node-name

Eﬁﬂﬁﬁvﬁ'ﬂ EE’JJ\:??)U(/L_,\jj Runningo

TSM FRE[{FBY)IHE T R 4R

A LRI T RECE @ TSM FRialfH RS SR IUE i S0REE S3 API o, iRE/a
, TEBEREIET RBYB TR,

IRAEIET REVIRSBRERE, FERZARSFARBENORERED R HITIR(F

JIETFERE LI
SNSRIEHHE IS T 0BT Tivoli Storage Manager (TSM ) iR IAIEY IS TFAE IR S FERE, IFE)IET B

» VAR StorageGRID A4t ERHERME., A, ERILUER TSM RS HBHFMEIRENEETAHXK
EHRE— TR RRIE L,

EERAMRM

TEXS TSM HRialfFARSS 2 A TR PI RESEEA R MR T REBAVEEIR 280, BEERAMBRA, LIRSIE
TSM HialfFARSS 25 A AR A R EIREE.

i

EREHNE

)
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TR A S AU BT 2 5 REI AR B IR 2R
T
1. 2P > T RS> Mg,
2. FERIET =* ARCETERE E,
3. 3§ Tivoli Storage Manager State FEE XA * BiAl * , REHEE * NAFEKR * .
4. HIPSERS, 95 Tivoli Storage Manager State FUEERA * BX# * , ARG8T * MBAEXR *o

Tivoli Storage Manager 12T &
dsmadc TERLZRETIETI R LR TSM FEIfiRS SN ERIEH G, EalLUBSRARIARILETA dsmadme
ERRS BB 21T L. FH57 ARC-Service LB EIEAF ZNZEERNEERF ZMERERINEER

=

o tsmquery.rb SIEHIAZRA T UEZIENFE X MdsmadcEREE B, ErLUES ) I T 2f0Hm<L1TH
WAL TSR TUHERIZAS: /usr/local/arc/tsmquery.rb status

BX TSM BIBITHIE dsmadc BUiFHE S, 1550 Tivoli Storage Manager for Linux :  Administrator's
Referation.

I ERIKAT ]

AT =M Tivoli Storage Manager (TSM ) BREZ|[IBERITIRMIQRLKET, 1IMTHR=E 10 #EfREE
HIER, MR FRAKARTRE (a0, AFXIREET LHIF) , TSMAPI TAME)IET RIERITER,
AT SRS FiftiE K,

REXMERN, RASMAER, AEIESSSIEN. BEEEFER. BEFIFTANKGIN AR, &
I TI 2 ARCHEFRTER KM,

RMEKARAA, NBFHEEZNR, AGRRIRESE FAARFEHEEAETRINER. BENRES
KARET Ao

MRNREAAIA, RRBAIERRK. AXMBERT, ELORIBEKREENMI.

YNR¥F StorageGRID RFECE NEALIEREMMREIAR ILM MW, HETELRZEAE, MZWNREFER,
TEME, B2, EMHARIURRIRETE KIBENRESKARATAT "/EE " StorageGRID &%, EUHI3
BT RENERURBRFRER N REV TR,

HENREEKATAA

TRILUEE fER TSM BIEEEH 8 2 HERKHENRESKART Ao

BREENAR
* BUTEBREN AR,
* WA SE pPasswords. txt X
* ERFEEEIET S 1P Hit,
KXTFUES
WRFRBESE; RS R LA EHE RSB KRIMEHEFIBOFMEHRERR. BX TSM &1
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HER, 1ES N TSM IRSS 28X,
TE
1. BRIEET S
a. BMALITFE<: ssh admin@Admin Node IP
b. FNPFIHAIZEM Passwords . txt X
2. EPAET AT ERRIIN— I HEZ IR
a. BIGEHEZAEXHNER: cd /var/local/audit/export
A EIZBEX MR auditlog o BRWUIT—IRIERN audit. log BT REXH. HER—HH

audit.log X#HEBERBDl,. BEREXHNZIMUSRIERERENNE yyyy-mm-dd. txte —RKZE.
FREFEH XA HITEEMNESGR yyyy-mm-dd. txt.gz. AFHREERWBBHE,

b. FEMRXEFZHAEXHFFRFIETLEOR TN RAVER B9, ¥N: grep ARCE audit.log |

less -n

MRTAMNIFET RIGTNR, T Arce HRGHE (JIRMRIGRER) SEERFERHAET Arun (13
HAEFAATA) 3 GERR (—MRHEIR) o BIZBERHTREITET, ¥F CBID
498D8A1F681F05B3 , Arce JHEBLIE, LR Aruno

[AUDT: [CBID(UI64) : 0x498D8A1F681F05B3] [VLID(UI64) :[120091127] [RSLT (FC32
) :ARUN] [AVER (UI32) : 7]

[ATIM (UI64) :1350613602969243] [ATYP (FC32) :ARCE] [ANID(UI32) :13959984] [A
MID (FC32) :ARCI]

[ATID(UI64) :45603497513125206311]1

BXIFEAER, B2 THEZHENRA,
C. BRIBREMBETIRA CBID -
TR R FZEICR TSM ATFARRAE T /RAREFINRIILUTENER -

o XHETERR D FERTFAET R ID . EERAMTAID. IHEFXEFETAMNETRIN, ARG, iE
B34 =% ARC/BEFRELR,

*CERER Y BAETFARTRSRANRNE ID . BIDRABNA(GIN. 20091127). HE
FFIERBIVLIDIE R EZHE o

« {RBFIBH * : ABLTF StorageGRID RLENELLTTRE CBID
d. MEoShelldiER: exit
3. 175 TSM RS, BESE 2 PIRRNHREBKAREE:

a. BRITSMAREZ BN EIEREHIES . dsmadme

BERNZNARFRORSEENEERAFP2MNER. ETRREESEPRABFARNEZNE. (BEEH
P&, BERFTAEMERIN. AR, EFIETR* ARCEREE" )
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b. HENREEKAFET Mo

Fgn, EeILE TSM JEsh B SRR IZM RVEIETE M HEIR. UTREIERTESE—RENEE
FRIEZE BB CBIDAIXER 498D8A1F681F05B3,

> query actlog begindate=-1 search=276C14E94082CC69
12/21/2008 05:39:15 ANRO548W Retrieve or restore

failed for session 9139359 for node DEV-ARC-20 (Bycast ARC)
processing file space /19130020 4 for file /20081002/
498D8A1F681F05B3 stored as Archive - data

integrity error detected. (SESSION: 9139359)

>

RIEHEIRHMER, CBID AJREFAZICRE TSM EEIAEHR. BRI REFREATFERBERERMAGEHE
fttl TSM £5iR,

C. MNRBENMETHXRKAARH., FHEFMETZE LAMBRNRICBID: query content

TSM Volume Name

Hrp: TSM volume Name B RA]BEHERITSMEF, UTELir<aHEERE:

> query content TSM-Volume-Name
Node Name Type Filespace FSID Client's Name for File Name

DEV-ARC-20 Arch /19130020 216 /20081201/ C1D172940E6C7E12
DEV-ARC-20 Arch /19130020 216 /20081201/ F1D7FBC2B4B0779E

o Client’s Name for File Name 5!IHTI=HEID (B(TSM “high level name”)tB[E. FIRIR
AICBID (Z{TSM “low level name”), Bl Client’s Name for File Name RABFI /Archive
Node volume ID /CBID, TERBIHIEAIE—ITH. /R Client’s Name for File Name /
/20081201/ C1D172940E6CT7E12,

BiELI—T Filespace )3T =BT =IDs
BEVERTIAR, BFELSLEH#ENS IR CBID UKR)IMTRETR D,

4. FFXRARTENEN TR, BEECERRIBERAFRITREER a 5%, LUBX] StorageGRID RAXTRE A
BEX:

@ TBIZEGEA ADE 518, MRITHISERATH, U'J_IHB%EF'liﬁ%?ﬁ?s&f’ﬁ#?mi&ﬁ&o BINE
NS, HEREEAIRESRE PIERNHL.

a NRHEARERIIETR, BRUTARE
i MALLFE<: ssh admin@grid node IP
ii. S NPT HEAZIE Passwords . txt X
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i. AL TSRS root: su -
v. S NAFHAYZES Passwords . txt X
b. J5EARERRSZHIADEIZHIE . telnet localhost 1409
C. BUBMRBNEK: /proc/BRTR/cancel -c CBID
Hrh: cBID BT EMTSMIEREFIRIXRIFRIRRT.
MR R —BIAGI TR L, T "bulk retrretri® & " BERIGWECE, HETHE "1 Requests

cancelled’ " . MIRMRHBIAMFRAFHNEMAE, NMRERFHEMERGIE, Fit3dESHMm
779 "0 Requests cancelled” ",

d. [EEEiR — e, ATFi@AIStorageGRID RAR MM REIEEER. HELASIMIZE—IEIZ:
/proc/CMSI/Object Lost CBID node ID

Hep: cBID BLIEMTSMARSER. MIIREIBIRAIFRIAT node_1D BHRKMAYIE T BT
=D,

BRI NERNMNREI SN — T RIRAE S RS2 CBID SEE,
TEARZHIFRT, StorageGRID RAAZRILENFHENNKREIECIZEZRIA, UHBRALR ILM RI&1S

BEST,

B2, MEXRH ILM FINIEERQIBE— a4, MZeIAIBEEK, WEEMEZMNR, EXFIER
F. 18T object Lost B MStorageGRID RABMFERITRIITIGRE.

Y Object_Lost BALMIITEA. FREILTHES:

CLOC LOST ANS returned result ‘SUCS’

() . /proc/cisi/object Lost S&{UEMFHEEIAST A LHELHR

a. JRHADEIZHIA: exit
b. MUFET RS exit
5. & StorageGRID ZFFRIEREMIE
a. HEYAET 2* ARCKFELE. AERF EEEERKKITE
b. B * ABEN *,

BXES
"&IE StorageGRID"

it

AEZAE"
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VMware: FCEEIMWILABSIERELH

NREEFETN VMware vSphere EEIMEIEIZF EREIMKRENSE, NeIseFEEXEE
WA TECE, EEEERBR,

WMREVEMRT S RITEMAEIMRES B BHiE R IEINWIREFBE, NNRTIHIZETE
]

1. 7£ VMware vSphere Client ##77, &%k BB

2. BRRBELEMN, ABEE B,

3. Bt ® VMware vSphere MW EIRIEF, LUEERBIEFHBINEIIN.

AT g AZ

AR EEREMS T R EHITHEXEE. BAETUMMEERSNITEALNEE
, BRZEIZEMEKENT RAV8<1T1hIR] Server Manager .

RSREEHRETETMET R LEET, ATEERSHNEHMEL, HHRRIRSESMAMIERY StorageGRID
R4, Server Manager A= miE B MM T R ERIARSS, HBEMNZHERBHRSHENERRS.

() ETERARSISHETREFIE Server Manager B, 7 RIiIElILARS &2,

() M5 Server Manager /&, EXMXMLAHS Shell RIEFFEM, WA .. exit

I
* "& & Server Managerik Sk Z"
* "BEEMERSHEFRE"
* "IE{E/2EhServer ManagerflFiA RSS"
» "[FIEEFH B EhServer ManagerflIFi G IRS"
* "IE{E{F 1k Server ManagerflFi G ARSS"
* "EERSHHATRE"
* ELEARS"
* R E T HEIPER
* "RRHIRIEARSS"
"B EHEEhARS"
* "IETEMBRIG O SRR AT
"B BR AR AN, L B O S8 H AR
"B EINET A"
* KA T R
* KEIEM
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* "REAFFT MR REE T R
* “f§EFADoNotStart 3 4"
* "JtServer Manageri#{THFEHERR"

Z & Server ManagerK SH1 Ak 2

iﬂz’é/l\lﬂ%'n, 1, AT EFRZMIET = EiE1T8 Server Manager BY L BAZSHI bR
o &I T] LUEREIZ AT s _EIE1THIFR B RSB AV HETIRES.

THRENAS
EAMEAR Passwords. txt X

1. BREIME T =

a. AL T®%: ssh admin@grid node IP
b. MAFFIHME Passwords . txt X

C. AL T an <tk Hroot: su -

d. MAARYIERIERD Passwords . txt X
HUrootAFR BMERRE. IRTAFFRBMER $ to 4o

2. EEMET R _EETTHServer ManagerfI HHIIAZ: service servermanager status

IREMIETI R EIE1TH Server Manager FHFIRE (TIEREIEEIETT) - IRE[BEESRBHIVRE S
running. JIHT B EXREHRMETITEE, fi0:

servermanager running for 1d, 13h, Om, 30s

IEIRZSAR 8 F Azt & BRI ERETR S,

3. EEMET = _EiB1THYServer ManagerfY 2 a1ik4<: service servermanager version

BB 5t SRtk As. Bl40:
11.1.0-20180425.1905.39c9493
4. MEp<LShellFEH: exit

EEBIRSHEETRS
TR LI BRI T R EIEITRFME RSB SRR,

EREHNE

i

i
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B INAHE Passwords. txt X

5.

a. M ALITF8F< . ssh admin@grid node IP
b. I ANBFIHHIZE Passwords . txt X

C. BNU T < E root:

d. I NFF|HAIZERS Passwords . txt X&

KrootAR B 5 ERE.

- BEMRT R LIBTTRIFTE RS EVIAES:

a0, FEETRESRE AMS ,

, AR I BN E o

Uperdtlng System Kernel
Operating tem Environment
StorageGRID Webscale Release

Netwnrklng

Storage Subsystem
Database Engine
Network Monitoring
Time Synchronization

prometheus
persistence
ade exporter
attriownPurge
attrDownSampl
attrDownSamp2
node exporter

REEL1T, #|*o Ctri+*s
gE. WAILIEENET R EEITHMMERS NSRS

IR E S SHAEMREHEENER, BNRRSASELEZRL, WAZEMILIRS

MBS ShellESH: exit

ERAEMEN S to #o

CMN #1 NMS RSB EHBIRES B R AIETEE

150 - ADM1

4.9.8 Verified
Debian 9.4 fied
11.1.8 fied
fied

Verified
5.5.999%+default Running

1. Running
4.2.8plo+dfsg Running

.0 Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

3.0+ds Running

[E1E B 5hServer ManagerflFRi G RS

’fl_]\

U I_a\

B]BEFE S5 Server Manager , ZiEEE S BrIMETI = ERVFRBIRSS

storagegrid-status

MRS RELZN

/usr/local/servermanager/reader.rb
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ZHRE
19 \;ﬁﬂﬁ Passwords.txt X

[4_

XFIAES

WREEIEIT Server Manager BIMME T s _E/E5h Server Manager
TR EHRERS.

p

a. MALTF#<: ssh admin@grid node IP
b. HNARFIHIEEY Passwords . txt X

C. BN R es <t Elroot: su -

d. MAPFIHAIZ Passwords . txt X
HUrootAAF SMERGE. RTFREMEN $ to 4o

2. BERSBEEIERE:. service servermanager start

3. ME<LShellFiER: exit

I[EEEFEhServer ManagerfIFf GRS

N EHEEh Server Manager LUK /&

BRI R BEEMBARS S EIESE UL T R EETHE RS

TBEENRA
BNER Passwords. txt X&

a. WAL T®%: ssh admin@grid node IP
b. 3 NAFIHAIEERS Passwords . txt M

C. AL R es <t Elroot: su -

d. BMANPFIERIZER Passwords. txt X
HUrootlAF S ERGE. RAFFREMEN $ to 4o

2. ENEIREREESUNRMIET R EWFIEIRS: service servermanager restart

Server Manager AKMET = EHFE RS HELEHERNB 5.

@ B restart S8 5EBMERE stop 8. RAERE start L

3. M#E<ShellF5E5H: exit
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[F7E{Z1EServer ManagerfIFi GRS

Server Manager RJIR2R151T, BIERIGEEE(F1E Server Manager LUK M&T = _EiE1THY
FRERRSS

ENRNAE
C‘udvfﬁﬁﬁ Passwords.txt &

rq

KXTFULES

M—E B RIFIRERAIZTHREZLEServer ManagerfViE A2, FE I Server ManagerfE B EI E R SS .
NRFEE(=EIEServer Manager IR BEH RS HEF AR ERS 25 NN EEENIRS 28

1. BREIMET =

a. AL T®H%: ssh admin@grid node IP
b. MAPFIHME Passwords . txt X

C. AL T an <tk Hroot: su -

d. MARYIERIERD Passwords . txt X
HUrootFA R BHERRE. IRTAFFRBMER $ to 4o

2. IS SREESRUNRME T R EIE1THFIERS: service servermanager stop
RS2 EIEBRUNMNET S LIE1THMBIRSIIERR L, REAIBEFEKIA 15 DA 8EXA.
3. ME<ShelliE: exit
BERSHIHIRS

ERI L R E R T R EIE1TRIARSS RY AT

BEENAR
BB R Passwords. txt X&

1. BRI R

a. FALLF#<: ssh admin@grid node IP
b. 3NAFIHAIEERS Passwords . txt M

C. AL T etk Hroot: su -

d. BMANPFIERIZER Passwords. txt X
HUrootAAFR BMERE. IBTRFHEMERN $ to 4o

2. BEEEMRT A LTRSS HEIRA:  * service servicename status* IRETEME T = _Hiz{THIIE KRR
ZHEHARES (TILREEEIETT) - a0

195



cmn running for 1d, 14h, 21m, 2s
3. MEs<ShellFiETH: exit

F1EARSS

AP IR ERIGFLE—TARSS ﬂﬁﬂ%ﬁﬂ%ﬁﬁ\tﬁ’lﬁﬂﬂﬂﬁ EBET. REE4SH
PIREP R I8 RFIERDIRSE, F(FIEXERSS

ENAR
AZ? 1EH Passwords.txt X

|_If4_

XFIAES

FRAUTSE "UBERANEL "RSEHY, Server Manager A BEIEFHBMZKRS. BRAFHRENED
RS EH B Eh Server Manager o

MRFBELEFMET R LB LDR RS, BER, WRFEESNERE, WELEIARS IR E—RITE,

a. MALLT®%: ssh admin@grid node IP
b. HINFRFIHIZEY Passwords . txt XM

C. AN T an <) Elroot: su -

d. NPT HAIZR Passwords . txt X
HUrootAAF SMERG. RTFARHMEN $to 4o

2. FIEBENERS: service servicename stop

f5lan:

service ldr stop

() BETEBREKE 11 HEAEEL
3. MAvSShellfiEs: exit

BXER
"SR IEARSS"

Rig g BT HIFER
TEHRITIREHIPIIEZ R, BRIRIgEE T HIFED.
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ERBEHNE
© BRSNS RIS SRR,
© EARAELPRIRBEIRIR. XFAES, HLNEXEE StorageGRID HIBHE.
XFULMES
#StorageGRID 18 & B FAHPIRR FTAER IR ST T AR A,

@ %?é&?F‘*EEﬁE’\JStorageGRID RENEBNENEZRSZIETITHNERNENZRARIR
o

PR

1. ERREERP. &R

2. N RUERRIES, EFREEFET .
3 HEEES .

Cwerview Hardware Metwork Storage Objects ILIM Events Tasks
Reboot
Shuts down and restarts the node. Reboot

Maintenance Mode

Places the appliance’s compute controller Maintenance Mode
into maintenance mode.

4. EEUEPRT
HEB R BRI IA IS IEHE
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5.

198

A Enter Maintenance Mode on SGA-106-15

You must place the appliance’s compute controller into maintenance mode to perform certain
maintenance procedures on the appliance.

Attention: All StorageGRID semnvices on this node will be shut down. Wait a few minutes for the
node to reboot into maintenance mode.

If vou are ready to start, enter the provisioning passphrase and click OK.

Provisioning Passphrase

MANRCERLIRE, ARERE HBE .
HEFM—RIER (B "BXRXBEXR", "IEEFLE StorageGRID "l " [EEEHER ") RRIREIE
TESTRENEIF R D B

Owendiew Hardware Metwork Storage Objects ILM Events Tasks

Reboot

Shuts down and restaris the node.

Maintenance Mode

Attention: Your request has been sent, but the appliance might take 10-15 minutes to enter
maintenance mode. Do not perform maintenance procedures until this tab indicates
maintenance mode is ready, or data could become cormupted.

. Reguest Sent

IRERTEIPERN, SER—FRIANES, EPFFIL T AT StorageGRID ig&REZFH) URL o



Overview Hardware Metwork Storage Objects ILM Evenits Tasks

Reboot

Shuts down and restarts the node.

Maintenance Mode
This node is currently in maintenance mode. Navigate to one of the URLs listed below and
perform any necessary maintenance procedures.

= hitps 72 16.2.106:8443
= hitpsAH10.224 2 106:8443
= hitps /47 47 2 106:8443
=  hitps /169254 0.1:8443

When you are done with any required maintenance procedures, you must exit maintenance
mode by clicking Reboot Controller from the StorageGRID Appliance Installer

6. Eifjin] StorageGRID & RERRF, AN HEIERBIEMR URL,

WMRATEE, BEAESITEEENLIFEO IP kA URL .
@ JhI8) https://169.254.0.1:8443 BEHZEZEIAMEIRR,

7. 7f StorageGRID IR&EREZFH, HWIARELTHIFER,

A This nodeis in maintenance mode. Perform any reguired maintenance proceduras. If you want to exit maintenance mode
manually to resume normal operation, go to Advanced = Reboot Controller to reboot the cantroller,

8. MITEAIBERNHIFES.

0. eI ESE, BEAIFRAHMEEETTRIRIF. £ StorageGRID IRERERFHR, EFE*SK >~
EEohiERIEE * , ARIERE * EFBEE StorageGRID * .

199



NetApp” StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Menitor Instaliation Advanced -

RAID Mode
Reboot Controller Upgrade Firmware
Feguest a controller reboot. [ Reboot Controller I

Rebool info SlorageGRID Reboot inlo Mainlenance Mode |

REEHBEHEBFIMAMEATRERERKIA 20 7 $H8Y8EL Eﬁﬁikéﬂﬂt'ﬁbE%ﬁEE*ﬁ,.\\Eiﬁfﬁﬂﬂ)\lﬂ%
, FREIMNRERS. "MREARNETESRS « WTFIRETR. IRLBLTEDRSHER. H
BT R BEEEDIME,

Net;ﬁ\pp'll StorageGRIDa Help ~ | Root ~ | Sign Out

Dashboard o Alerts ~ m Tenants ILM ~ Configuration « Maintenance ~ Support ~

A StorageGRID Deployment StorageGRID Deployment

# Data Center 1
« |DC1-ADM1
«'|DC1-ARCH
«|DC1-G1
«|0C1-51 Network Traffic @
»|DC1-52
»|DC1-53

Netwaork Storage Objects ILMm Load Balancer

1 hour 1 day 1 week 1 month Custom

6.0 Mbps

L h A

DR HIZR IEARSS
NREZITEMEIEARSS . BJLAER force-stop %!

TBREENNAE
RNTE R Passwords. txt X&

g

1. BREIMET A
a. AL T®%: ssh admin@grid node IP
b. MAPFIHME Passwords . txt X
C. BN Tan <tk Hroot: su -
d. MARYIERIERD Passwords . txt M
HUrootAR SHERE. IRTTFRMER s to #o
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2. Fipsa|RIEARSS: service servicename force-stop

fBlan:

service ldr force-stop

RYFER 30 1), REBLILIARS.
3. Me<ShellfiEss: exit
B E R TARSS
ERIRERBREFENMRSS, NEFEERRELAHEMNBIRS.

BERENHNE
BNTE R Passwords. txt X4

p
1. BRIIMIET R

a. WALIT#<: ssh admin@grid node IP
b. #NFFIHIEERD Passwords . txt XHF

C. ML T etk Eroot: su -

d. BANPFIHEAIZER Passwords. txt XHF
HUrootAAF SMMERG. RTFARHMENR $to 4o

2. IRERS YR EFEBTEREELL, HERPEEAR ZHGm<S,
c NRIMIRZYFIEELE. BER start BFFoIBIIREMNGS . service servicename start

f5an:

service ldr start

° MNB MRS HEIEEIEIT. BEH restart BT ELERSHEFBHIENTS . service

servicename restart

f5lan:

service ldr restart
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@ {EF restart G SEMAMER stop 8. AGRE start 8% ERILUERREER
restart BMEARSZ HEIEF1E,

3. M#E<ShellF7E5H: exit

LETE A s [ 28 AR G

MRBANHFERRSEERR, FEEMEABEE RO E MR HIAREY 2 ik O AR
O, WA am D EHRRE, SNiERETR SR ES T EET SMMX
;ﬁtﬁﬁ—¢m$,ﬁ%ﬁﬂﬁ@%%%%ﬂ%ﬁﬂ,um%ﬁﬁﬁﬁﬁﬁﬁﬂiﬁﬂ

(D ST SHRFEROERRS. IREERQUS BN, FRARAZS,
EXMENHTHRBANES, BBNEXEE StorageGRID KR,

MBHOENRIHRMET EFBH0, UNEFRERFS, UERTEERRENNATES
() mAmEmEO, LBRRSER, T, HREORSESHERBHFNER, FHIE
T3,

@ X FERVLEN LEBENBERHY StorageGRID #4548, IHRIETE FEFR. B REXTH
FEH_EMIBRIE O E TR AR,

p
1. BRI =,

a. BALITE<: ssh -p 8022 admin@node IP
Ik [8022 2 EAIRERARISSHIR . MikH222151TStorageGRID BIDockerA28HISSHiIF .

b. FNPFIHAIZEM Passwords. txt X
C. AU Tap<tIikElroot: su -
d. B NFF|HAIZERS Passwords . txt X&

HUrootAP BIERE. RAFFRHEMEN $ to 4o

2. BT TS : remove-port-remap.sh
3. BB R

AR BAE R B BT Mo
4. WEBHREFMRPIHEANESNEETAAMNXTREE LR E,

EXER
"&12 StorageGRID"

BRI T
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" BRARAL A LRI O S HT ARG

FRBRARALE A _E RY I ] S FTBREY

MREBNNHFEBRRSER RS, FEEEREEE N IROEFIR IR 2] ik [ BYim
O, WAZAERERIAROEMRGS, SNtERETR NREERVNEN LIETT
StorageGRID , BHREILFES R MAREMIRETE HERROEHR, B AE
MEETRMNMNXTRFEETREEXH, &1 RERRIEOEERR, DERZT
RBFRE RO ERRSH EHE T Ro

(D ST SHRFEROERRS. IREERQUS BN, FRARALS,
EXMENHTHRBANES, EBIGXERE SorageGRID K.
() LRESE A RERRH LN ELRS.

B
1. BRIZFUTRBEN. U root AR EMHERRE sudo MRRIIKAER,
2. BT TSRS LU ZAIL T H: sudo storagegrid node stop node-name

3. EH vim 5§ pico FXARIERMIBT AT RELE X,
TREEXMHAITF /etc/storagegrid/nodes/node-name.confo
4. RETREEEXHTEEHOZMMRITHED

ST RAIRERERT,
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204

ADMIN NETWORK CONFIG = STATIC

ADMIN NETWORK ESL = 10.0.0.0/8, 172.19.0.0/16, 172.21.0.0/16
ADMIN NETWORK GATEWAY = 10.224.0.1

ADMIN NETWORK IP = 10.224.5.140

ADMIN NETWORK MASK = 255.255.248.0

ADMIN NETWORK MTU = 1400

ADMIN NETWORK TARGET = ethl

ADMIN NETWORK TARGET TYPE = Interface
BLOCK_DEVICE VAR LOCAL = /dev/sda2

CLIENT NETWORK CONFIG = STATIC

CLIENT NETWORK GATEWAY = 47.47.0.1

CLIENT NETWORK IP = 47.47.5.140

CLIENT NETWORK MASK = 255.255.248.0

CLIENT NETWORK MTU = 1400

CLIENT NETWORK TARGET = eth?2

CLIENT NETWORK TARGET TYPE = Interface

GRID NETWORK CONFIG = STATIC

GRID NETWORK GATEWAY = 192.168.0.1

GRID NETWORK IP = 192.168.5.140

GRID NETWORK MASK = 255.255.248.0

GRID NETWORK MTU = 1400

GRID NETWORK TARGET = ethO

GRID NETWORK TARGET TYPE = Interface

NODE TYPE = VM API Gateway

<strong>PORT REMAP = client/tcp/8082/443</strong>
<strong>PORT REMAP INBOUND = client/tcp/8082/443</strong>

48 port_remap #1 port_remap_inbound £% B LA BRiw O = HBRET

PORT REMAP =
PORT REMAP INBOUND =

BITU TS UIIEX T BT 2 BB A FAAY SRR . sudo storagegrid node validate node-
name

AFRBEIRNES, ARBHLET—P,

BT T o LENRBNT RMAENMREY RO sudo storagegrid node start node-name
EAPIIHNEBRUEERERFNEREIT R passwords. txt X

JIERRSS B & IEMEE.

a. BEMRS/ LAMEIRSHVREFIR: sudo storagegrid-status

RS BEER.



b. 15%F#F, BRIFFEIRSEIIRSIYA " EEET " "BRIE",
C. BRERERE: ctrl+cC
10. M EBHAREFMFIHEONEINEETAAMNXTREE ERTE,

BRI
TR UM MR EIRRE 80T mAYAR < Shell EXT BB T Ro
KXFUES

BEMEMETRE, ZTREXAHENBH. FIERSEH=EHENR.
RGN ERBEET R, BEEUTEIL

* MR ILM BUFEE T " WRR " WHANTARMWIEE T " BF % ", HETEUREIEFIBELENERIE,
M StorageGRID IEN—;EH%%Z)\E’JRT%?E*EUH—Jﬁ5J:E’Jffé/\?¥ﬁ%*ﬁ'5 HEHBITE ILM o g1
EENMBRAEMLR LRSI EET R, WEEHBSEREIAETENNXENR.

* ATHREFTUEFET REMBHIERAENSR, BEENBITRZA, FLEEER EHEANRKLY
_/J\Ej.o

BXES

"&I2 StorageGRID"

I
* MRS E IR E R R TI R
* "ME L ShellEF BB T ="

MR SRR EH RN T =
MR EIRSE BB T RS A H reboot <,

5% gmma

WIE R SRR S 2R B REINIS B2,
WAL PSR A RIAY PR,

WA BREEZEEIE,

_] u rhl

p
1. SR A,

2. EEREEMBMAIMET R
3. R * AES5 I+
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DC3-53 (Storage Node)

Cwerview Hardware Metwork: Storage Objects ILM Events Tasks
Reboot
Reboot shuts down and restarts the node. Reboot

4. BEHEMBED
HEBHR B R HRIA B E,

A Reboot Node DC3-53

Reboot shuts down and restarts a node, based on where the node is installed:

» Rebooting a VMware node reboots the virtual machine.
» Rebooting a Linux node reboots the container.
* Rebooting a StorageGRID Appliance node reboots the compute controller.

If vou are ready to reboot this node, enter the provisioning passphrase and click Ok

Provisioning Passphrase

@ MREBEHEDEEET R, WBINHEERRER, RSFLE, JKESMEEESEN
S E R BT

o. WNECEFEIEIE, ARREE - HE
6. EHFTRENB.
KRS A REF B —LERYE,

TREMBHN. TRIBAMNZERRGEREERRXHA). SMERSEMBEHME. BIREMENER
YREN .

M5 Shell EH B RIS =
IREFEERIPRE BB, WEL AR ANBEES, WAUERRIPET

F
= FH ME% Shell iz1T Server Manager reboot #3%
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* IBNIER Passwords. txt X&

1. BRIIMIETI R
a. AL T®%: ssh admin@grid node IP
b. M NPFIHAZE Passwords . txt X
C. WAL T an < Eroot: su -
d. NPT HAIZR Passwords . txt X
HrootFAF BMERE. IRAFFEMER $ to 4,

2. (AIE)ZEIEARSS: service servermanager stop

FLEARSZE—TANESE, EEIATILT R, IRSAUEFERE 15 DA 8EXHA,

HRZUBIEXAERE, ARBET—PHEFBEITR.
3. EMBRIME TR reboot
4. M5 ShelliEHE: exit
X 7] T3 =
& LIER T BV < Shell XFIMMET M=o

BEENAR
* IBNINE R Passwords. txt X4

KFUIES

ERITIHRIED B 280, BEBEUTEREI
*BE, —RKENTRANEI -, LOERHE.
* BRI B A FRRIRE T, SNIEZE4ERRESE BEXAT Ro
* RASREEAT T RILEMNE, TR

° X VMware T 53& X I
° XM Linux BT RiEXABES,
° %] StorageGRID & &1 g X i1+ BT HI28,

* REHHKFAFET R, HERUTHRI

EARERETIEER

° YO ILM MNFEET " BHRR " WHNTHIMNIEE T " EFE ", HETLEIBNEIERELELIE
7, N StorageGRID RIEMRERFIH AN RERZFE iR MM EFET R, HEHEEITG ILM
o MREBXAATEIER ENHIHESFET R, NWEXFLRIERIBETEHRIXERN R

° ATHREFET RXARERILUARMAENSR, BEXATRZAFLEELER EBANRRLG—)

Ao
p
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1. ZFRFIMETH =

a. AL TF#<: ssh admin@grid node IP
b. #NFFIHIEERS Passwords . txt X

C. WA T <t EIroot: su -

d. MAPFIHAIZR Passwords . txt X
KrootFIF BMERE. RATHEMER $ to 4o

2. {ZILFABEMRSS: service servermanager stop
ARSZPIREREKIA 156 A sEXH, ErRIEETEERIAKUGITXATE,
3. MEn2ShelldiF: exit
XHAG. &R LUK ST o
ESTE I

BEXES
"&I2 StorageGRID"

KA EH
TEXRAENEIRZAE, DAUFIEZEN EFREMET R LRSS
S

1. BREIMET S
a. WALIT#<: ssh admin@grid node IP
b. BNRFIHEES Passwords . txt X
C. BN T ap 2tk Eroot: su -
d. BNFRFIHAIZER Passwords . txt X
HUrootAAF SMERG. RTFARBMEN $to 4o

2 (ZIETHE EIETHFABIRSS . service servermanager stop
RSB EIEERERX 15 DA EEXH], ErgeEEREERIAZUEIEXATE.

3 MENEHNEIMTREELE 172,
4. NREFEHBIZ Linux M
BRI EVIRIERS
b. ZItH: storagegrid node stop
C. XAENURIERS
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S. IR RIEEVMware B LIZTTHERIRETN R IFEAREMER XF8<: shutdown -h now

TR WA, #EHITUHF T service servermanager stop fp<:
()  EABHER 2/ shutdown -h now BB, BREHEHEEA EEFEHT

MNFigE, aSRXAEHIZE, BIREFNLETHHRS. ERATH T—F,

6. NREXANGETA:
° 3F SG100 = SG1000 fRSSi&&E
. XA EBIR,
ii. EFFEEBERLED B,
° 3F SG6000 I&E
. EREEET R T ENREEFER LED 1B X,

LHFEEREENBUES NIREh23MT, Itk LED =i, TMERILL LED X, ARBXHREIR.

i. REFNREEIR, AEEFFEEEIR LED B,
° ¥F SG5700 i&F
I FFEETHREENEEEFER LED B,

LEERERENBUES NREH236T, Itk LED [, BRAMFRILL LED X, ARBXHEIR.

i SIRE R, SEFE LED MCRETEmEL,
7. MESShellbER: exit

HEER
"SG100F1AMP; SG10008R5Zi&H="

"SG6000 7"

"SG5700 1Ff&I%E"

KT AMAEFRIFAE T =

N, NREBBEEIERD, ERIREFEXAE StorageGRID £4t, UTTEEZMHIA
THITREXAM BRI

KRR PNFAE TN RE, EFERETRETE, SRTERRESENTR,
FLERSH XA TR

EXFStorageGRID &4 2 FHi. BHIMAELESINMET R EIETTHRERS. RAEXH
FriEVMwareE#A#l. DockerAd2s#1StorageGRID 1%,

KXTFULES
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YNSRATRE. NARLA TS RS T = _EBIARSS |

* BARELEMXT R LRSS,
* REFELEEEET S EARS.

B 7%, ERUEREEET AR AR K E T E MR T REPRTS.

®
®

MR—NENESZSINETR, BOXAZEN, BEFLEZENLENRETRALE. IRE
NEEEEETR, BREXAZEN.

NRFE. EAILRTSM—BLInuxENEBSE S —BLinux EVARITENLER. TASRMm
MM EYZhAE S AT A %o

"Linux: RIS T RERRIFTEN"

p

B
7K.

1. B & P IR AR 1 8 A

2.

w
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[(BERISTIWXTR] ERIGITNEXTA:

a. MALTF#<: ssh admin@grid node IP
b. #NFFIHIIEERS Passwords . txt X

C. AU Tar<tI#EIroot: su -

d. BMANPFIEAIZER Passwords. txt X{HF

HUrootAP BIERE. RAFFHEMEN $ to 4o
[stop_all_services|[{F LTV R EIBE1THIFABARS . service servermanager stop

RSB AIREREKIA 15 NHA REXH], ErIEFETEERIRSLUSIERATE,

- BEEFRAWNTRE, FLEREFEETR, AETRMEEEET R LIRS

R LR AR5 LEX T R EBIARSS

@ E%@ﬁ%ﬂﬂ_@#ﬁﬁ service servermanager stop L EEIISEFET S MR
5. WAEHBIEEUERBET R

HMFEBETR, EERTHNSE ERTH S M ELETH R ENRERS.

3 FTE Linux EH BT R

a. BRIFVIRIERS,

b. {=21k¥ 5 : storagegrid node stop

C. KIFAENURIERS,

S FEVMware ML EBEITH T R FIEEFEE T 2. IBFEAREER XF&H<: shutdown -h now

TICHVLER WA, #EHITUHF T service servermanager stop fi<:



MFigE, SR XFATRIEEE, ERENATITHRS. BB T—%,

8. MREFEETA:
° 3F SG100 5 SG1000 ARSS1&&
I XA E IR,
i. FRFEGER LED X,
° F SG6000 I&&E
. FFEEET R ENEaEFEE LED B,

LR EREEFENEUES NRGhEET, It LED =i, TMERIL LED X, SARBXARIR.

i. XAIGEHEIR, ARFFEGEBR LED BN,
° 3tF SG5700 i%H
I EEEEITHIRREEMNEREEER LED B,

LR EREEFENHUES NREh2ET, It LED =i, TMERIL LED X, ARBXHRIR.

i. XAIg&ERIR, FHAE LED MtRERENELL.
0. WIRFTE. BMEpLShelFEH: exit

tAY, StorageGRID P& E X,

HEER
"SG100F1AMP; SG1000AR5Zi&H="

"SG6000 7ZfEIgE"

"SG5700 TFfiEIRE"

BRI TS =

REBLUFIRFET 2 X ARG BT =

@ NRBENREXFABL 156 X, WEBHEAMETRZA, ERIBKARASR. B7ER
HWITER Cassandra #ENMETE, XFHMAIRESSEEIEER.

KXFIAES
SNIREIEE, NARLANIRF BT R :

* BANEETREERR,
* BREAMXT REE,

() mRINEaESIREEA, WESDIHE, XL EREBl,

p
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1 T RSB AR T BRSO AAIRR.
() aEsmEmemna2, SHEIERIEEEA,

2. JEPE I T RAIEFET AN
TR LR E RN T X T R BT R

3. BEIFFEMXT RBIEN.
4. BRI EIRER,
S BE*IRN AREEMETRIVRES. WIEFME T REERIIREE" green KZ,

Dashboard s Alerts ~ Nodes Tenants ILM ~ Configuration Maintenance ~ Support ~

A StorageGRID Deployment StorageGRID Deployment

A Data Center 1
w DC1-ADM1
v DC1-ARC1
» DC1-G1

Network Storage Objects ILM Load Balancer
1 hour 1 day 1 week 1 month Custom

’ DC1-81 Network Traffic @
v DC1-82

DC1-S3
4.75 Mbps

A Data Center 2
DC2-ADM1

« DC2-S1
» DC2-S2 4.00 Mbps
DC2-S3 3.75 Mbps

4.50 Mbps

4.25 Mbps

A Data Center 3 == Received Sent
» DC3-S1
/ DC3-S2
« DC3-S3

{EFDoNotStart> 4

MREERAZIFIES THITEMAEIPRECETE, NeIgEREREFE R DoNotStart XX
AR L TE B EF B Eh Server Manager BY BahfRS.

()  SBERAZHERERMMER DoNotStart XEERS, 7 RERMSMIRLLS .

ERRIEARSS BN, 5% DoNotStart X BT EMEIEEHMIRSHNE R+, BEhit, Server Manager &
DoNotStart XX, INRXHFE, WEPERIERS (UKRS5ZHEXMNEMRS) B5h. MR DoNotStart XH/5,
SRR BBRSS BE TR BRI E R B ED Server Manager BY/E5f. ik DoNotStart X#/E, BREFEBHR

&flo

FEIEFrERRS EFBINRE R A AL NTP BRS B, FRERSEKHIT NTP ARSS, MR NTP ARSSKIE
17, WFEEIETT
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79BR 55 A DoNotStart> {4

1833 DoNotStart XFRMEIME T R EENRSHE RSP, En]LHIEENIRS B5h.
BEENHNE

BNER Passwords. txt X&

1. BREIMET =

a. AL T®H%: ssh admin@grid node IP
b. BMAFFIHME Passwords . txt X

C. AL R et Elroot: su -

d. MAPRYIERIERD Passwords . txt XM
HUrootAFR BMERRE. IRTAFFRBMER $ to 4o

2. ZhNDoNotStart>3f4: touch /etc/sv/service/DoNotStart

Hef: service REMIEERIRIARSSHIZTR, FlU0:

touch /etc/sv/ldr/DoNotStart

ItEBT R B2 DoNotStart X, RHEEXHRE,
EHE50 Server Manager &I sf5, Server Manager B E# B, BIREASEMBD.
3. MEn¥ShelliFsH: exit
HIFRARSS HIDoNotStartS
fRIRRBE LE AR S5 ;B BhAY DoNotStart SXEHEY, B ENIZARSS

BEENAR
BB R Passwords. txt XH

1. BRFIMETS:
a. AL TF®H%: ssh admin@grid node IP
b. FNFFIHEES Passwords . txt X
C. AL R es <t Elroot: su -
d. BNRFIHBIZER Passwords . txt X
KrootlIF B ERE. RATHEMERN $ to #o
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2. MIRSS H R MIFRDoNotStart>ff: rm /etc/sv/service/DoNotStart

Hih: service @REZBIRIR, I40:
rm /etc/sv/1ldr/DoNotStart

3. )E’.EjJHE%Z service servicename start

4. M#SShell5EEH: exit

XtServer Manageri# 1T FEHER
FAR LI RERIE R IEHMITHREHRES . LUIHAE 5Server ManagertB xa98) AR R,

hlEServer Manager BE XX 4
YNSR{EF Server Manager BYHIRA, HHOEHHEX 4,

5Server ManagerfB x5 1RE E =iE R EServer ManagerHEX . ZXXHALTF:

/var/local/log/servermanager.log

OB XHREXHENHIRES. NRFE, BRREER ARERAZF. RAFRTEIEXREFEEX N
BRRLARARZF o

FERIFRSHRS

NREENFENRSZ EHNBIRRE, BEXEFNBOILARS
BEENAR

BNER Passwords. txt X&

XFIAES

Server Manager Al miZEiR S HEHBEHEMSIMFLRIARSS . NRARSKY, Server Manager KEIHEHN
HME. MREADHABMRSHIZHAAB =", MZARFFHENEIRIRS. Server Manager FaRIABRE
=1

TR

a. AL F#<: ssh admin@grid node IP
b. BNRTIHAIEEEY Passwords . txt X

C. EALURes <t Elroot: su -

d. AP FIERIZER Passwords. txt X
HrootAP BIERE. RRFFRHMEN $ to 4o

2. HIANRSBIEBIRIRS: service servicename status
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a0

service ldr status

MERSLFHEIZFRE. WSREILTER: servicename in error stateo ffI80:

ldr in error state

() RSKEM disabled. HEMEXMIIRSHIDONOIStartSTHHYSE,

3. Zi B EFB RS EBIFRFEIRIRE: service servicename restart
MNBRSTEETRBD, BHRARAZF.
4. M#E<LShellEHH: exit

HXER
"B AR 55 BYDoNotStart S 4"

IRET RE

{EATLE StorageGRID HFMIGET &, LRI EMBINAEEENIAE. RIELBT
B A LN SERENGE, RESTITOBEARIE, RSN RN
BERPERBIRIEE.

RET RN TERE

BIIRET RERE, EAUEMMRERMERFNRERET R (F) BiARFE—Z1E
StorageGRID W= FRIFREIRE (BiR) o IRESBAABRIRERRIIIMEE, MMEHR
BRNERUBRIARET R, FEHRELTMLRERS.

NRFE, EAURERETR:

© EHRERAEIEAFWRIRE,.

* ARIME TR UFBEI IR ER AR,

* EINMRFESE, MAE StorageGRID RFEHRITFIET =Ko

* IREEFEMER, 903 RAID UM DDP-8 ¥4y DDP-16 8 RAID-6 -
* BT RINE, UAWERIMNIZAEERSE (KMS) o
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fEFRRIEH StorageGRID f£E?

SefER]@Ed =1 StorageGRID MEHFRER—MFEIENET R EEEREIBINgE. BEEANBENLGE, B
MR RISEER X LML, EHrIUERAEENENE P IRNSE, ERATRERBING, ZMERERE
i StorageGRID 4514 REEL 4z R] A 1ERVIE R TR ESIEE A1t aE.

REBNIREH, &I StorageGRID EHZEMUURLMISE IR IP #iik, RTFENIRERSEMBEANIRET
REBTFRE—ML, FESTABRIRE LN TMEIEE IR IP ik,

BirgERA
BRRENRBEXNSBERNFET S8R, FEXMMKEELTEFFE—E4E StorageGRID Ui,

* BRRSEET URETER R EET REMNXT <o
° fEEI LA SG100 iR RigEefEEl SG1000 ARSS BinigsE, LUIGREET AKX mAYThEE,
° fERILLKE SG1000 AT mig&E e f£E SG100 RSZBIRgE, UENBEREFTLUNNAIEFEMEZE
SG1000 .
a0, FNR¥E SG1000 BTN RIKERFEET R, MEFEREREZRAHHETET R

° ¥ SG1000 RTIRIZEEM N SG100 ARSS BIRRE KM IR ORISR AEEM 100-GbE FE{RE] 25-
GbE ,

° SG100 #1 SG1000 X EEERRIMNMLEEIZEE. FoUKE LB e T EFT IR SFP &R,
c FHANFEISENARENNETIATEEFRNEET ANES,
* NREMFHIRESRET R EEGERKENRNZE, N BEMEETHRDZEMVTNEGTHERREANEE
(WL TB HEML) -

* IRBFRETESEEE (SSD) , BIirFiEieEPRENINERRHNENTRT R RBIREHERE
£, NBMEEPIERBNEARFHEEE (UL TB NRA) HIUHEHBIREFMET SR EIRED
RS INREI T B Bo

a0, EFESE 60 T IRENEERY SG5660 IREFHET RiKERMEEIE S 58 MRAKENEERI SG6060 Bk
IREH, WERMEZAIE SG6060 BIfRERREEANEREE, URHEFHERE, (BRgE+TEs
SSD WA REhEEEABETIREFHEEFET. )

BZE, R 60 MNIKE)EIHY SG5660 T RIZEACE T SANtricity haSHLE M DDP-8 , NIfEA DDP-
16 ECE 58 MERNEA/MERR SG6060 BFRgEFIAERfE SG6060 IREMNBMNRZBR, FAANE

R’RE T FENE,
TR MR ERSEN TR TIH LERAXRILET RIARAIDIRIANER @EFIQERY * 77# * E;
MEE SR E?

EefEHRiE, UTREREFERIBNRE. BOMEERISENTRISERENEH#ITRRE,

* BMC #[

* TRIMERS
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* SANtricity R4 EEE (ERATEHETR)

* RAID X (ERTFEHETR)
MpLeim) =R IE e fE?
NREREENBE L TEEEE, NS EEHEREIRER:

* WEEEHEIR

© RIRES BIRE ZEIRZ ERE

C RREMBIEEARE

* WFEFHETR, BIERETENBNIRE

BUSHE, BRRITENAMEA .
IRETRRENESSEIMERK
ARBIRETRZA, BT EEIRSEINENR,
FERIRE B ER

BRERREF AU TIRAE:

CRTSR (BERRE) BT G RESTVERERNRE!

© BREBEETNRIREIMXT RIREREEFIRS 18,
° BREEBFET RIRE R EEIFFMEIR S,

* WFEENRIMXTRILE, BNRIRENBEIMSETGEHEERENIRE,; B2, BEUKEREARES
B E L 45 SFP RIR,

fFlan, R SG1000 TAISEFEHEN SG100 , HATLUE SG100 IFFEH S SG1000 &%,

* WFEFETRIEE. RNRKENBEMSETCEEERENILE; B2, BNRECNEESRILEER
HEANEFHERE,

540, ERILOR SG5600 T3 mig& B A SG5700 8¢ SG6000 i

BEA ARG StorageGRID $HENAR, UEBEEZRERBNENIREHRE StorageGRID REFRIFEIRET
50

HEERERETR
RERETRZA, BUTERUTER:

© MR EIE G MRENR B IRET 1P stk, LUEERRERESBIMgEaER. IRRTRET
EEMEHT IR, BREXLEMEZRIGETS IP i,

&R 1P U@ 5B ERRT RISEUTR—FNF, RETHEFAFEXE M, RREMNERRE
A EREE StorageGRID NEEET R, A RERIIefE&ER,
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* REZ AWML EBIEERRE, MMERRER StorageGRID M4 MERESEIERT AMERER T RH
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NetApp® StorageGRID® Appliance Installer Help

Home Configure Networking - Configure Hardware - Maonitor Installation Advanced -
Home

A\ This node is in maintenance mode. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation, go
to Advanced > Reboot Controller to reboot the controller.

This Node
MNode typs Storage =
Node name hrmny2-1-254-sn

Primary Admin Node connection

Enable Admin Nods
discavery

Primary Admin Node IP 172.16.0.62

Connection state Connection to 172.16.0.62 ready.

Installation

Current state Maintenance mode. Reboot the node
to resume normal operation.

FEET RIERSRK BRI REB T REED.
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NetApp® StorageGRID® Appliance Installer Help

Home Configure Networking « Configure Hardware ~ Monitor Installation Advanced ~

Home

A\ This node is in maintenance mode. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation, go
to Advanced > Reboot Controller to reboot the controller.

This Node
Node type Storage A
Node name hrmny2-1-254-sn
4
(T:Ione target node connection \\
Clone target nede IP 0.0.0.0
Connection state MNa connection information available.
Installation

Current state Waiting for configuration and
validation of clons target.

Disable Cloning

3. WF * mEEMT R IP, WMADKLBERT IR IP #itt, UEMEHATREREERRE, AEEE
RE S

BE, RTINS P itt, (BNRFEERAEMMERERRERIBECRRE, BRNZMS
L BT REY IP i,

() 1/ 1-GbE EEMSHTERAIESHE SEERETIE,

REHWIERMZ&ERE, 1E "Installaton” B0H, RHRLESBH * FR7RE
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NetApp® StorageGRID® Appliance Installer He

Home Configure Networking « Caonfigure Hardware « IMonitor Installation Advanced «
Home

A\ This node is in maintenance mode. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation,
go to Advanced > Reboot Controller to reboot the controller.

) The cloning process is ready to be started. Select Start Cloning when you are ready. To terminate cloning before it completes and retum this node to service,
trigger a reboot.

This Node
MNode type Storage ¥

Node name hrmny2-1-254-sn
L]
L !

Clone target node connection

Clone target node [P 10.224.1.253

Connection state Connection to 10.224.1.253 ready.

| |
Instaliation

Current state Ready to start cloning all data from
this node to the clone target node
using the Admin Network connection.
£\ Attention: the Admin Network
typically has less bandwidth than the
Grid or Client Networks. Use the Grid
or Client IP of the target node far
faster cloning.

Start Cloning

| Disable Cloning |

SIRFEMIEREZNRE, NASEA * B, DIMRIREETIN SRS * . FRLMER
1% HY StorageGRID 18 & RFIEF ETUYFIH T XER@, —RNER—NAIEER , REZHEFREHN
TUWBENEH. BRFIERERZUEA * FFiamkE * .

B FHERE R, * SRS RIETAREAEIERER StorageGRID I LKA X LA ZMERIEEN

8o
"G ET R E R EIAEK"

- TR R R FHaTeiE ¢
- WRT R BT S L EF StorageGRID B L EEF iz E#HE,

BT M BERT = _ERY StorageGRID 1§ & RERFIETERIIPRE,
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NetApp® StorageGRID® Appliance Installer Help

Home Configure Networking ~ Configure Hardware « IMonitor Installation Advanced ~

Manitor Cloning

1. Establish cione peering relationship

Complete
2. Clone another node from this node Running
Step Progress Status
Send data to clone target node Sending data, 0% complets, 8.99 GB transferred
3. Activate cloned node and leave this one offline Pending

"Monitor Cloning" TNE#Z {7 & 28 M ERBVIF AR |

crBURENEFXR * ETRREIKEMEERNHEE,
°* METTREES—ITR  BETHIERRNHEE, (REIENX—HIEFE/LREEA T

Blo )
° * BUARENT RAEEBRN - B ERERECRTAE RTINS R BTN AR RETHRE
RESHHE,
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FNEAHEEFE SR ERBITHIEE. AEEE ENRBEEStorageGRID *
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