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KEZ, NRWTE 0 FRIRANE, NaTLUEME NMEET S LA TEdES .

* ENEREEARNFET R, R, BWNE 0 EAERNRE. MRENEREERER/NNEFHE
TR, &0 &/ \HNEETRBREZLRNTHIES E.

BXREFMEE. 15 mStorageGRID EIRiHBHIER " EEWN R TTHIEFEME"
"&18 StorageGRID"

BXER
"TRASRIBEX"

"R IRE ()"
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TRASRIBEN

BITREBEE, BRUFIRT RN —aENBHEE—aEN. 88, maENIL
FE—EETEF O

BET TR, A UEARPRNEIRIERER FRITYIE 4R, ‘C‘R%ﬁ’l\#—rﬁﬁﬁ StorageGRID T 5%
@?U%—“Im, AEBEYEINEY. IBTAREESITREEEN, FUERMMNEIRSHEITHA A
WNERE(FF StorageGRID T iE#IhaE, NEBHLIUHEEMEK:

* E—MIESIER OB ENZ EER —EEIMSIZ OB R

* StorageGRID Te#iBEMIM RFEESNHZ=FME, THEMIBELSIEROFIREENAR,. 5130, &=L
£ NetApp E RFITE(EFES o

NREERNZEMEN, HERBEMNEREFEXS VM E%, NAIEFEERERLLINEE, mMAZE
StorageGRID BT X5 ThAE. EXMER T, &R LIZBXLEMIIZER.

FERITIRREM EERFEIF 2R, BEREXATR. BERNEXXAME T RBRE ML 7,

A% VMware L FT%E

OpenStack SLEHEFZFN VMware LAY vMotion &4 [RE BB FRBRERETE], AZRMEMAERNMET R, R
BT E] R IER, BV 2SBEIERLRHEEFE .

SR ER, TATHEHR, BEES XA StorageGRID T, AEBEINZETFREN]. BXXAMET =
MERE. IFERNMEM PR BARIRED R,

L& = M—E3

ATETEMN—BENBHRIS—EEN, StorageGRID EHRSEE—EEEMHEZT AEHEYRMUEN
SN ERLEIEIE R IEFUEHITE S, T LB EFEN P ER—RBIMEZE O R FRREXTHE 00

Ban, BRIgEH 1 _Ei51TH StorageGRID T A BECE LU T2 MET
ethO — bond0.1001
ethl — bond0.1002

eth2 — bond0.1003

BBV AMIFI R F M StorageGRID BashEENEFAIEO BIMNEED, EBEOMZAIHEMEIEO) o &k
BAMIXT N FiR X LML LR ENIED, el IRE—IEEOLE TE= VLAN &0,

WE, RISEEET S ATEE Host2 , 91 Host2 BB & bond0.1001 , bond0.1002 1 bond0.1003 AY
O, RSB FEE, FiRRRERBIFEOR Host2 HIRMERNIEZESTE Host1 LIRMMANEIZAR, 058 Host2
RO RFRANER, WARRFZD,

AILUBE ZM S EES T ENZ BRI —BHMLEO G ; BRELERG. BEUEREENNE "
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HEEME

AT ERIIRE, RFFHAITRER, StorageGRID i EBINREAR YR TT R R, MER T RIEBEN
— X FHMFNEERAIT, WFAR!

1. 72 "node export’ " #21EHA{E], SMEN A LBITHT R BB RIVDEXRAMREEIE, HIREEFEZ
TRNAZREIES L. AfF, K3 HostA LRV R B 281 TSEBI{K,

2T”nMemmn"mﬁﬁﬂ,%%1iﬁ%H%@iﬁ%%H%Mﬁﬁ%%%%ﬂﬂﬁﬁﬁﬂ%%%ﬁﬁ
#8o AT, FEFRIKAMPIRSEER BN R LG H.

EXMIRERIT, TR RSEBIENNREESELI A MEN AFMEN B 58], FREAVFEIBHIER
E1Te S, ENSMEERRRRINEIT R, XERFREILUMRIESIAEN AFEN B _LAIHERE LUN .

UTFRBIERT —PMERSFE . BFStorageGRID EFET mARIGHFMEY. HPFYVIEFEFEADMEBEEZE. M
NBFEREEFRFER /ete/multipath. conf BIEFRA £ IR H—E KFHIHRIGE R,

/var/local — /dev/mapper/sgws-snl-var-local
rangedb0 = /dev/mapper/sgws-snl-rangedb0
rangedbl — /dev/mapper/sgws-snl-rangedbl
rangedb2 — /dev/mapper/sgws-snl-rangedb2
rangedb3 —® /dev/mapper/sgws-snl-rangedb3

BXER
"ECE A"

"RIFHIRE()"

Web %5282k
TR E 32 243589 Web %S

Web |5 SRR RAR S
Google Chrome 87
Microsoft Edge 87
Mozilla Firefox 84.

BNENEHEEOIRENBNNEE,
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MR T BE

/A 1024
ES 1280
HEIAR

B iT2 a5 34> StorageGRID ZEARER I B EE %,
FEUTE—ERT, BoEfEgEEER:

s BEFERINELSRIEESE (%0 Ansible , Puppet 3§ Chef ) ZREFMECEYIEREINENo

s BFTEEFEZ A StorageGRID 3£,

* WIEESHE— M ABIBE S StorageGRID 341,
StorageGRID FHRSHM M ELE, HHEEXHIRE, XEREX M UEFIREREIUZESREIE
, WAILREESR (FHUEEST) LX@T%ﬁH#T&JJ.%ﬁ%ﬂE’:’E?—ELEEHE%O StorageGRID #2{# 7 AJ3%ERY
Python i<, FAFEIECE StorageGRID i&&EFE A StorageGRID &4 ("grid' ") o BRI EEFER XL
A, WALE#HITIOE, THRINAEEESHANMESEMNEE TR ER StorageGRID £% REST
API o
MREFHLE BT E S ER 57 StorageGRID &, IBEHRTEIREZAIEE" Bt RE ",

HEEE
"Z23E REST API #ER"

"Bt RE"

HEEEN

BRMSERIA T E B, /IStorageGRID HEFVIENEIMEN. BEE. EAILUER
An5|ble\ PuppetalChefEiTERSS SR ECEEZR BRI ITIFZAFIE X ED K,

HEER
"B R EIE StorageGRID EHARS"

2% Linux

1S AIEFRE MR A1 L %% Red Hat Enterprise Linux 2( CentOS Linux , f#F3 NetApp
B2 MR T A RENZ ZHFARAR5IR,

p
1. 2R HE AR AR IR B FEFTE ISR MAR EH ERE Linux .

@ NREFERANEINE Linux ZERF, NetApp ZBiX%EEFE "compute node” " 34 EE (1R
ATA) = "minimal install " EMIFR, B7ZEEAEFEEETIE,
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2. WIRFTE TN RFRR G EFEE, SFEMEE,
ERIERBENRERES R PHEBREXLEHRMIRG S,
3. MNREBBARH:
a. BT T®%: $ sudo swapoff --all
b. MIPRHBIFRIBERMFKE /etc/ fstab MUREIRE,
@ MRKRTLBARM, W™ ERERIEE,

HEXES
"NetApp Big{FiExRTA"

FoE ML

EEN LR Linux 2&f5, EAIESFSERITLIINERE, UEESIENLES—
HiE SRS EIFEEEEFER StorageGRID T R AIMILEE O,

TEENAS
* 8B & & StorageGRID MLZERDEN,

"L "

2

* BEEEREXTRASIBERNER.

C

"TRASEIBEX"
* NREANRBEMNEN. WEREFVNKZZH. EEFHRE XMACHIL 7 fZRY TR F AN,
"MAC Hitit 5o fERYE R AR

@ WNRE[FEA VM EREN, MEHER VMXNET 3 1EA BN ERC2s. VMware E1000 P48E&E
Fe23ESHEFL Linux hr4ds EEBE StorageGRID A 23BY H &),

XFIAES

PIAE TS RS TRREIS A IR AR LS, S RT LUA R E IR A IR, &0 LU e 2 BRET KR (H It 1R R ,
HEBRSS 2R ENBIYIIEZR O S BT MR T REMEZOEXEL. SIZENURON, BERREFITUSLEEFE
FMZE#TEHE, HERAIE.

E—ZORUEENS— I HE I NRZEHER, G, EaUERERAEOFETENIARMNT R BN
8], UEFHEPENMTIR. REZHMEI I T RZERAUEZEE—EA, EFFEZOBUINEERRER IP #
it REEET RZEHENSERATRZEHE IP ik,

el UME AR ENMERZEO N EN WA StorageGRID TTRIBEMEMEZEL;, AIUAS I TRERATR
ERENMLEIZD; WAILEXRE ZERITiRE. B2, BEAIRMHSENT RBMRNEEMEZOER
MENREED, BARRME DT REMENESEONS -1 RNE P R EZEOERNENNEEO.

ERILLEI ZMANTEMIELES. i, MRENENZEMI, MEZAETENHFE—THHED
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StorageGRID 5=, MRAFEEMNERIZF P OIZ EMKENMLZEOHER —XN—IRFEIR, MRBE
BNEN EBES N RUAMESER, WATLAFA Linux MZH#EHEIT VLAN Hl LACP B2 # R LI A M H
;ﬁi,itio TFETFANE T XM RAINGZE. BERERLRME—TA; EUEREAREEFERET

BNERERPENMITLEFABRMEIED, XIFMAIEERMEIERZRRER ERENRT

() iEhASEAMITRE R MACVLAN SET mSTh, AR AEIESIEILE, HIi VLAN SR
KR (Veth) . 7655 AREX ARSI EERMEED,

BXER
"L A"
"TRASIBEX"

"EESIRET REREXH"

MAC #thiitsefERYE R F AN

MACHEE 52 [ = FEDockerB 28 (£ A EANAIMACHEAE, T EANEREIEE RSB
F R RYHEAERIMACH I, BN EF MAC it 7o &Kk e E R MR TR EC &

[BF MAC [

ARLIRER, AILUET MAC it FefERiga2 2, RACEETUNEIEMNLSE, MIRMEZIEF inMEE
FEREM NIC » 1tDockerd2sfEA A EEFANICHIMACHINE AT LB G ER R RN NBEL B

(D) VAC U ERAFREENESE, TEEAEREMERERETRERET.

MRENTRETF MAC REBMMEORITMAEZRR, WEBHTRZA, EAEFEEIGHER
@ RERN " KA. UESh, TEHERREEIEY, EPIFRAIREREIEMNSEO R MAC 2f2, SIRED
TRETFEROBTMEEZLE MAC HItHEE), NEBNZT RZANGHERIREN " XH " A6

=IEEREER o

AIMBERT, MAC it EAFRARES, 4B TREERAHTIRE, ENEZR %K StorageGRID F/F
RE.
BTIHEE— TR
* ADMIN NETWORK TARGET TYPE INTERFACE CLONE MAC
* GRID_NETWORK TARGET TYPE INTERFACE CLONE MAC
* CLIENT NETWORK TARGET TYPE INTERFACE CLONE MAC
NRREZERIGE N "true". NDockerB 2 A ENINICEIMACHELE, Lthoh, ENIGFERIEED RN MAC

Hitlk, BRIAMBRT. DestutERENEMAIMIIE. BFRREEERISET — it NETWORK MAC TTRECE
=R, MIsgAztt, VM RBELAEERRN MAC i,

@ EEMEN LEA MAC eEMARNEEMWEEER L ERRERMR e ERENAYEO
RERR Linux EHMEERFETF
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Mac 5ErEERIER
MAC RFEFEBE ERmiMERBR

* RKiBFMacefg: {8y CLONE MAC TRECEXHHMNBPRIGENIGE N false". ENRKFERENINIC
MAC. #2815 EBStorageGRIDAEMAIMAC. BRIFEFHSE TMAC NETWORK MAC ZE$H, WIRERIKE
THIE NETWORK MAC ZfA. DA BETHIEEMNMLE NETWORK MAC EfH. LtEARCEERFERE
IR

* EBMAMacTPE: B CLONE MAC TTRECENHHRNERIZE N true". BREAENINIC MAC. TEWN
fFFStorageGRIDARLHIMAC. BRIEFEFIEE TMAC NETWORK MAC %, WIREFIRE T ik
:%\IETWORK_MAC Z5. ENREREERMIL. MAZEMAMIL, FHEAEEDR, FRERARRE
I\o

NREARFLEMEM MAC it 5o, MAERITAIE RO RIEEM EERF DER

@ MAC #iitBYEdE, XMNTFECEIRIN, MAC HUtERMMERH, FHRAREMSIRIIM GO EH%S!
NREEBMIREN * #EX . EMHN LIRENET URIEOARINERS, EIbFHERX
M MIERISEMEE.

ERAMAC =g, B2 "BEXeIET RECESXHFRIIRA"

Mac 5 fERf

FEMACHINE 11 22: 33: 44: 55: 66 WEHN_EHIEO ens256 FA MAC RERIRAI, MURTIRES
EXHHHLLTERSA:

®* ADMIN NETWORK TARGET = ens256

* ADMIN NETWORK MAC = b2:9c:02:¢c2:27:10

* ADMIN NETWORK TARGET TYPE INTERFACE CLONE MAC = true

c £ER . ens256 BUENIMAC A B2: 9c: 02: C2: 27: 10, BEMLEMAC H11: 22 33:
44 . 55: 66

B BRESEIMIIESES NIC BY—Xd—BREY

A NRT N RBNYIEEOMRS, ZRS AEZR VN ENKEENREFCEEE
WiRBCE.
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You Configure

Linuxi2ER SR IR ensxyz ERENBEIHABSRINZEONR BRlANEL. FTHRERDIKENTERDE
BBz, TRHTERRE. EOTHEEMD ensxyz MW FHiStorageGRID ML (Wig. BIERHK
Fim). EER LR E T IZEEM R R (H EMBIBRET

BER, WEETRT S StorageGRID TTm; BE, @EBERLT, BWETR VM EALEKE.,

NERIZIRA 1 BYIERIEN], NAEERZEEIZED 10G1 El 10G3 Wik A BRI RELN, FHIGERBEEHENAY
VLAN k.

5l 2 : LACP 4BEf£% VLAN

T 2 REEAEGRE MR O LARTEFRERABY Linux 23 &hR L8132 VLAN #0.

T 2 BT —METF VLAN BUBRARERA R, ZAFREMTEENENLNFRE TR ZEHZMETARNS
W5 MRBILEER TR EN.

BT RRILRG, RIEEMUETOE = NRMAIMIENLE, EEAMENEFEMEFN, FMAUFAREB
VLAN (1001, 1002 #01003) k£, Fi@id LACP 48ERIF4i%0 (bond0 ) RMELFN. EBNIELSE -
BEE = VLAN ##[: bond0.1001 , bond0.1002 #1 bond0.1003

IRE—FEN LT RNEFEZRIRE VLAN FF5, MALIESSE LA VLAN E2OFRERGTE N (W0
El##Y bond0.1004 FA7R) o
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You Configure
ens123
ens234
ens345

ensd56
ens567
ensb78

bond0.1001

bond0.1002

bond0.1003

p

1. 3T StorageGRID M&EZENFIEYIEMEZEOREE— LACP 4EH,

XN EN LBSEERBRBZFR, 5190 bondo o

2. BB (FER I EIENRE YIRIREMIVLANIEZO," using the standard VLAN interface naming

convention “physdev-name.VLAN IDo

BAE, B 1M 2 ERWRIEMEFERS — RGOS TELEE, I, DS IFEOEHA
REF LACP ImO@E+, HEEBEAPY, HFAVPEIREXNERN VLAN

AR T S ENNERE S RN RFHROREX M.

HEXES
"5 /etc/sysconfig/network-scripts”

R A
BRTNEDENDECRFMES
ERBONE

BEMIRUTER, HPRMT TlltESHRENESR:
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* "TEFEA M REEK"

* T RASRTIEEX"

KFUIES
ERREMEE (LUN) DESENE, BER sEEEX FRRAEUTARS:

* BPENFMENES (IRIBETZEN LHENT KR EMER)
* SN ENEFEES BIRFEHIEIN REIE)
* BTEIAN

FEEH L #E StorageGRID FABY, EHERALLERLUL Linux HEMIBESRIKALETN,
() CERHEREFSMTHIR, BAUNE; ERBERERXLESTTHET DA,

EERER" raw "FIRIZE XY (/dev/sdb flE0. EEREERIRTIRY, XEXHAESETVNENBIE
REFEN, NMFEMASKNIEETIT. NREFERMNRiscsT LUNMIEEMNEFZRRE. BEEREPEHRS
BZAR ° /dev/mapper BR. LHRESANHINHEEIEREZFMENTRMEZRZ, HE. EHATLL
E TN ERARRLIZENEPEE /dev/disk/by-path/ BIRR,

fB4n:

1s -1

$ 1s -1 /dev/disk/by-path/

total O

lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:00:07.1-ata-2 -> ../../sr0
lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:0:0 ->
../../sda

lrwxrwxrwx 1 root root 10 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:0:0-partl
-> ../../sdal

lrwxrwxrwx 1 root root 10 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:0:0-part?2
-> ../../sda2

lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:1:0 ->

../../sdb
lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:2:0 ->
../../sdc
lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:3:0 ->
../../sdd

BT RENERZBFIARE

NEMREBREDIERTFATR, LSS StorageGRID ZEFARKLIF TR, WMRERISEMETIZRF ZHREF
RopiZF M EZEFEEHITORIAE. WEJLIEA alias FE& /etc/multipath.conf X

f5lan:
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multipaths {

multipath {
wwid 3600a09800059d6df00005df2573¢c2c30
alias docker-storage-volume-hostA

}

multipath {
wwid 3600a09800059d6df00005d£3573c2c30
alias sgws-adml-var-local

}

multipath {
wwid 3600a09800059d6df00005d£f4573c2c30
alias sgws—adml-audit-logs

}

multipath {
wwid 3600a09800059d6df00005d£5573c2c30
alias sgws-adml-tables

}

multipath {
wwid 3600a09800059d6df00005d£6573c2c30
alias sgws-gwl-var-local

}

multipath {
wwid 3600a09800059d6df00005df7573c2c30
alias sgws-snl-var-local

}

multipath {
wwid 3600a09800059d6df00005df7573c2c30
alias sgws-snl-rangedb-0

X ERERRA 78 ETRARIRIGE /dev/mapper TN EWBR. AT EEESMIFIRFREEERTME
EIHETE 7 TR AT 2.

®

EESERS

NRBIREHZEF LSz H StorageGRID 11 RS HERIRERIIIZF ZIRIZINEE. NATLIGIZ
BRES T EN LERRERN
Docker ZEEENE], EAAIBHKFEEFRENZESTEE Docker Z7iEE LUN B3R H, X—

HLZEBA /etc/multipath. conf FEFABRMIEN L,
RETFIEE, BNGXEFS.

"Z2 3 Docker"

BiEDockerfzfitE
Z#EDockerZgi. EBrIBEEERIWDockerZigEHBEEHEHEI L /var/1ib/dockers
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KTFUAES

WMREIT R DockerZiEEFAAMEME. HEEFNENSPXEEEHWATATE. el BT XL S B
/var/libo

p
1. 7E Docker 77fif% LI XX &4

sudo mkfs.extd4 docker-storage-volume-device

2. $£% Docker 1255 :

sudo mkdir -p /var/lib/docker
sudo mount docker-storage-volume-device /var/lib/docker

3. ¥4 Docker ZfiEHIREFFZBAME] /etc/fstab H,

I EATRREFEES IS E N ERSEE B EMEH.

Z4E Docker

StorageGRID & 4{EN—4HDockera287ERed Hat Enterprise Linux3CentOS_Eiz1T, 1
L% StorageGRID Z /i, st Docker o

S
1. RBIEATFEM Linux lRZs89iRBAZ % Docker o

@ WMREH Linux 9 &ZhRAEE Docker , EB]LAM Docker Mg FEHE,

2. BT A TEA N GS, RFREEBHEEN Docker :

sudo systemctl enable docker

sudo systemctl start docker

3. WAL T SHIAEEREFNHEARZAAY Docker :

sudo docker version

& P IRFARSS SRR A 1.10. 38 B S hi Ao
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Client:
Version: 1.10.3
API version: 1.22
Package version: docker-common-1.10.3-46.e17.14.x86 64
Go version: gol.6.2
Git commit: 5206701-unsupported
Built: Mon Aug 29 14:00:01 2016
0S/Arch: linux/amd64

Server:
Version: 1.10.3
API version: 1.22
Package version: docker-common-1.10.3-46.e17.14.x86 64
Go version: gol.6.2
Git commit: 5206701-unsupported
Built: Mon Aug 29 14:00:01 2016
0S/Arch: linux/amd64

BXER
"B E EAFAE"

Z#tStorageGRID THARS
&R LAfEA StorageGRID RPM BB %4 StorageGRID EAARSS

XFIAES

LU BRI M RPM BB REEAARSS. E, EHALUERLRIIEFEEH Yum FHEETHRET

2% &E RPM A8, BZREAT Linux RIERSH Yum FEERER.

T
1. ¥ StorageGRID RPM #{FBIEHIZIENEN, EEERLZEEME LA,

fign. BEBEER /tmp BR. UWEERIUET—IPERTRAH<,.

2. LA root BASEA AR sudo ARAMKFABEREIGNEN, ARKEEIMFZITUTHS:

sudo yum --nogpgcheck localinstall /tmp/StorageGRID-Webscale-Images-
version-SHA.rpm

sudo yum --nogpgcheck localinstall /tmp/StorageGRID-Webscale-Service-
version-SHA.rpm
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() comsRsnenss, AEBRERSHAE,

()  sueramBERELSMIERS tmp T, BEHSURREEHNERE,

ERE EAMIAS T =

FE7£Red Hat Enterprise Linuxg{CentOSF 4| L ZBE ARSI /. ﬁt%‘%gﬁﬁﬁﬁ TREl
BT AEEXH. WIDXEe 4 EshStorageGRID MRS . ZIRSZIEREIT 5. R
ﬁk%gﬁﬁ§ﬁ'zﬁStorageGRlD KEEFEDTR. BESBAEEMT REEIZIgENLE
F2EE3PI5EER,

* "EERIETREEEX M
* "IE7£%0iiFStorageGRID AZE"
* "[25) StorageGRID EHARS"

HXES
"SG100F1AMP; SG1000fR=Zi&E"
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TSR /etc/storagegrid/nodes/dcl-adml.conf
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NODE TYPE = VM Admin Node

ADMIN ROLE = Primary

BLOCK DEVICE VAR LOCAL = /dev/mapper/dcl-adml-var-local
BLOCK_DEVICE AUDIT LOGS = /dev/mapper/dcl-adml-audit-logs
BLOCK DEVICE TABLES = /dev/mapper/dcl-adml-tables

GRID NETWORK TARGET = bond0.1001

ADMIN NETWORK TARGET = bond0.1002

CLIENT NETWORK TARGET = bond0.1003

GRID NETWORK IP = 10.1.0.2
GRID NETWORK MASK = 255.255.255.0
GRID NETWORK GATEWAY = 10.1.0.1

ADMIN NETWORK CONFIG = STATIC

ADMIN NETWORK IP = 192.168.100.2

ADMIN NETWORK MASK = 255.255.248.0

ADMIN NETWORK GATEWAY = 192.168.100.1

ADMIN NETWORK ESL = 192.168.100.0/21,172.16.0.0/21,172.17.0.0/21
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TR /etc/storagegrid/nodes/dcl-snl.conf
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NODE TYPE = VM Storage Node

ADMIN IP = 10.1.0.2

BLOCK DEVICE VAR LOCAL = /dev/mapper/dcl-snl-var-local
BLOCK _DEVICE_ RANGEDB_00
BLOCK DEVICE RANGEDB 01 /dev/mapper/dcl-snl-rangedb-1
BLOCK DEVICE RANGEDB 02 = /dev/mapper/dcl-snl-rangedb-2
BLOCK_DEVICE RANGEDB 03 = /dev/mapper/dcl-snl-rangedb-3
GRID NETWORK TARGET = bond0.1001

ADMIN NETWORK TARGET = bond0.1002

CLIENT NETWORK TARGET = bond0.1003

/dev/mapper/dcl-snl-rangedb-0

GRID NETWORK IP = 10.1.0.3
GRID NETWORK MASK = 255.255.255.0
GRID NETWORK GATEWAY = 10.1.0.1
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TR /etc/storagegrid/nodes/dcl-arcl.conf
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NODE TYPE = VM Archive Node

ADMIN TP = 10.1.0.2

BLOCK DEVICE VAR LOCAL = /dev/mapper/dcl-arcl-var-local
GRID NETWORK TARGET = bond0.1001

ADMIN NETWORK TARGET = bond0.1002

CLIENT NETWORK TARGET = bond0.1003

GRID NETWORK IP = 10.1.0.4
GRID NETWORK MASK = 255.255.255.0
GRID NETWORK GATEWAY = 10.1.0.1

XTI =l

TSR /etc/storagegrid/nodes/dcl-gwl.conf

* ™IXHRE
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NODE_TYPE = VM API Gateway

ADMIN IP = 10.1.0.2

BLOCK DEVICE VAR LOCAL = /dev/mapper/dcl-gwl-var-local
GRID NETWORK TARGET = bond0.1001

ADMIN NETWORK TARGET = bond0.1002

CLIENT NETWORK TARGET = bond0.1003

GRID NETWORK IP = 10.1.0.5

GRID NETWORK MASK = 255.255.255.0

GRID NETWORK GATEWAY = 10.1.0.1

FEEETRBRA

TSR /etc/storagegrid/nodes/dcl-adm2.conf

* ™IXHRE

NODE _TYPE = VM Admin Node

ADMIN ROLE = Non-Primary

ADMIN IP = 10.1.0.2

BLOCK DEVICE VAR LOCAL = /dev/mapper/dcl-adm2-var-local
BLOCK DEVICE AUDIT LOGS = /dev/mapper/dcl-adm2-audit-logs
BLOCK DEVICE TABLES = /dev/mapper/dcl-adm2-tables

GRID NETWORK TARGET = bond0.1001

ADMIN NETWORK TARGET = bond0.1002

CLIENT NETWORK TARGET = bond0.1003

GRID NETWORK IP = 10.1.0.6
GRID NETWORK MASK = 255.255.255.0
GRID NETWORK GATEWAY = 10.1.0.1

IE1E53%iEStorageGRID A2 &

EPEIERREXMHIS /etc/storagegrid/nodes X F & StorageGRID Ti /. &4
XS B,

BRIFREXHNNE, BESIENLETUTHS:

sudo storagegrid node validate all

NRXEXHERTIR, WEHEASMNREXHET * B@8d *, WRFIFiR.
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NREEXHAER, NXEREREETRN *ES M - #Hix

Checking
Checking
Checking
Checking
Checking
Checking
Checking

for misnamed node configuration files.. PASSED

configuration file
configuration file
configuration file
configuration file
configuration file
for duplication of

for
for
for
for
for

node
node
node
node
node

dcl-adml.. FR

dcl-gwl.. PASSED
dcl-snl.. PASSED
dcl-sn2.. PASSED
dcl=sn3.. PRASSED

WNFBITE. ErERZIEEY -g 3 --quiet M storagegrid sn< (a0,
storagegrid --quiet.) o MRELLHM, WERNEEARBEEERHIZN, HOMEY
B RIS,

FEEXEHEIR, AEBHRETE,

40
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Checking for misnamed node configuration files..
ignoring /etc/storagegrid/nodes/dcl-adml
ignoring /etc/storagegrid/nodes/dcl-sn2.conf.keep
ignoring /etc/storagegrid/nodes/my-file.txt
Checking configuration file for node dcl-adml..
ERROR: NODE TYPE = VM Foo Node
VM Foo Node 1s not a valid node type. See *.conf.sample
ERROE.: ADMIN ROLE = Foo
Foo is not a valid admin role. See *.conf.sample
ERROR: BLOCK DEVICE VAR LOCAL = /dev/mapper/sgws-gwl-var-local
/dev/mapper/sgws—gwl-var-local is not a wvalid block device
Checking configuration file for node dcl-gwl..
ERRCR: GRID NETWORK TARGET = bond0.1001
bond0.1001 is not a wvalid interface. See “ip link show®
ERROR: GRID NETWORK IP = 10.1.3
10.1.2 is not a valid IPv4 address
ERRCE: GRID NETWORK MASK = a5 . Feg. 2550
255.248.255.0 is not a walid IPv4 subnet mask
Checking configuration file for node dcl-snl..
ERROR: GRID NETWORK GATEWAY = 10.2.0.1
10.2.0.1 is not on the local subnet
ERROR: ADMIN NETWORK ESL = 192.168.100.0/21,172.16.0fo0
Could not parse subnet list
Checking configuration file for node dcl-snl.
Checking configuration file for node dcl-sn3.
Checking for duplication of unique wvalues between nodes.
ERROER: GRID NETWORK IP = I0.T-0.4
dcl-snZ and dcl-sn3 have the same GRID NETWORK IP
ERRCR: BLOCK DEVICE VAR LOCAL = /dev/mapper/sgws-snZ-var-local
dcl-snZ2 and dcl-sn3 have the same BLOCK DEVICE VAR LOCAL
BLOCK DEVICE RANGEDB 00 = /dev/mapper/sgws-snZ-rangedb-0
dcl-snZ and dcl-sn3 have the same BLOCK DEVICE RANGEDB 00

=
o
£

—
i
el

[E5h StorageGRID EH1ARSS

E Bz StorageGRID T RHARFRENETVENBIEEMRBE, EUNAEBH BN
StorageGRID EAH1ARS

p
1. EENENLBITUTHS:

sudo systemctl enable storagegrid
sudo systemctl start storagegrid
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2. BITUA TS U REBEERHT:
sudo storagegrid node status node-name
FFFIREIRZSF "not-running” " 3¢ " sTAEE " BIERIT =, BEITUTmL:
sudo storagegrid node start node-name

3. MNREFRI BB AHBE) StorageGRID EHARS (REFHELRSEEERBNER) , BRHZITL

Tar<:

sudo systemctl reload-or-restart storagegrid

Ao & PR FHF TR B
AT LB EEIET = ER NS EIE2sAid & StorageGRID ARG KR E S

* "SHEIMSE IR

"}5%E StorageGRID FAIIFE 8"
* ETEARINLE R
* "FEE AR IS F 0"
* OB E RS T R
* "EE MR EIHINARSS SRIE R
* BB RARSHRER"
* "$87E StorageGRID RZZH0"
BEREHTEARE"
* "RERREN

SMEIMEEIES
Ea] LUE R WIS SR8 E XA E StorageGRID RGFFERNFIEER.
ERBONE

VR ETEETR, FEERHIBEINF.

TR
1. $TFF Web 5 23H SAE A Ttz —:

https://primary admin node ip
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client network ip
NE, EHAILUBE RO 8443 1R EIEER:

https://primary admin node ip:8443

() ECHOMERE, EIUERREREDEENE LT EEEA P 5 P ik,

2. B * L% StorageGRID &% *

tENE B R TFECE StorageGRID RZRITIHE,

NetApp® StorageGRID® Help ~

Install

‘n’ 2 3 4 5 6 7

License Sites Grid Metwark Grid Modes NTP DS Passwords

License

Enter a grid name and upload the license file provided by NetApp for your StorageGRID system.

Grid Mame

f5E StorageGRID ¥ AJiF{E &
BIAIFETE StorageGRID 2GR FRFH L& NetApp IRIEBIIFRIIEX 4o

p
1. FEIFENERE L, 1F * WRETR * FAEH StorageGRID RABA— PN EEXHIER,

wxfE, RFEERET REEHINER.
2. BHENNLE* HEINetAppIFAIEX Y (NLFunique id.txt). AFREFTH

HEEHFIIEFAIEXf, HERFIISMIFAINEFESE.

@ StorageGRID &I EE—NREFBIFANE, MMeEmBERSIFRN. BRIUERER

BT RMHSFRIT AL,
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NetApp® StorageGRID”

Install
o 2 3 4 5 6 7 8
License Sites Grid Metwark Grid Modes NTP DNS Passwords Summary
License

Enter a grid name and upload the license file provided by NetApp for your StorageGRID system.

Grid Name Grid1
Mew License File Browse
License Serial 950719
Mumber
Storage Capacity 240
(TB)

3. %E*—F_ﬁ*o

IETEARNE =

% StorageGRID BY, ZE/DGIE—MbS, ] SIZH ML KiRE
StorageGRID RGN REENFHEE S,
TE
1. 1 Sites TIE L, AN * hR BT *
2. BRMEMLR, BRERE—NERZBEZHINMS, REEHN * hRBT * XEEFRNE T

RIEFRENMRBINRINR A S EMIE R, E&RZ AR 16 MER,

NetApp® StorageGRID®
Install
License Sites Grid Metwork Grid Modes NTP DMS Passwords Summary
Sites

In a single-site deployment, infrastructure and operations are centralized in one site.

In a multi-site deployment, infrastructure can be distributed asymmetrically across sites, and proportional to the needs of each site. Typically, sites
are located in geographically different locations. Having multiple sites also allows the use of distributed replication and erasure coding for increased
availability and resiliency.

Site Mame 1 Raleigh x

Site Mame 2 Atlanta + X
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3. %EE*—F_ﬂ}*o

ETE A% I 45+
185 751 RE A 45 _E fE FRRY R0,

KXFUIAES
FM% H 4 StorageGRID RAREGMERAIMBWEFM, UNFERBIWIEMEIHEBERDF o

MREBEZIIEFN, WFERERMERLEMK. 15TEBIFTAE WIS FRIERA AT EE X 518,

p
172 * FM 1* XAEREDA—PRIEMEIEE CIDR WL,
2. BERRFE—IFEZURMNS LUIRMEMNERE,.

MREEVHE—NR, FRE - RIMENEFR * LB =ERERMEEIRREMAINET RIREN
FREZE RIS F TR

NetApp® StorageGRID® Help +

Install

00 0 « & ® & G

License Sites Grid Network Grid Modes NTP DMNS Passwords Summary

Grid Network

You must specify the subnets that are used on the Grid Network. These entries typically include the subnets for the Grid Metwork for each site in
your StorageGRID system. Select Discover Grid Metworks to automatically add subnets based on the network configuration of all registered nodes.

Note: You must manually add any subnets for NTR, DNS, LDAP, or other external servers accessed through the Grid Metwork gateway.

Subnet 1 172.16.0.0/21 +

Discover Grid Metwark subnets

3 BE*T—%*,
HEETSE AT =

B ES T MET R, ARZEERFEMA StorageGRID £4t,

TEBNAR
WHIB SR EFRE R F1StorageGRID & & MA& T =,

TE
1. &% Pending Nodes 53k, HHIAEER T EEBEHIFIE MBI =

() wRBOREEA, EEADHIBERS S
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2.

PERBEHERNTTET RS AR R ER .

O—0O 0 0 ¢ 6 G

License Sites Grid Metwork Grid Nodes NTP DNS Passwords Summary

Grid Nodes

Approve and configure grid nodes, so that they are added correctly to your StorageGRID system.

Pending Nodes

Grid nodes are listed as pending until they are assigned to a site, configured, and approved.

+ Approve | | * Remove Search Q
Grid Network MAC Address it Name it Type It Platform It Grid Network IPv4 Address  +
« 50 MNetApp-SGA  Storage Node — StorageGRID Appliance 172.16.5.20/21

Approved Nodes

Grid nodes that have been approved and have been configured for installation. An approved grid node’s configuration can be edited if errors are
identified.

# Edit || S Reset || ¥ Remove Search Q

Grid Network MAC Address it Name It Site It Type it Platform ¥ Grid Network IPv4 Address A4
 00:50:56:87-42:fF dc1-adm1  Raleigh  Admin Node ViMware VM 172.16.4.210/21
 00:50:56:87:c0:16 dc1-s1 Raleigh  Storage Node VMware VM | 172.16.4.211/21
 00:50:56:87:79:ee dci-s2 Raleigh | Storage Node Viware VM | 172.16.4 212721
 00:50:56:87-:db:9¢c dc1-s3 Raleigh ~ Storage Node VMware VM 172.16.4.213/21
 00:50:56:87:62:38 de1-g1 Raleigh | API Gateway Node Viware VM 172164 214421

3 BEHUE
4. EEAREDR, RIEFTEZEAUTEEMRE:
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Storage Node Configuration

General Settings

Site | Raleigh -
Mame MNetipp-SGA
NTPRole | Automatic -]
ADC Service Automatic ;I
Grid Network
Configuration  STATIC
IPv4 Address (CIDR) 172.168.5.20/21
Gateway 172.168.5.20
Admin Network
Configuration  STATIC
IPvd Address (CIDR) 10.224.5.20/21
Gateway 10.224.01
Subnets (CIDR) 10.0.0.0/3

Client Network

172.19.0.018

172.21.0.018

Configuration  STATIC
IPv4 Address (CIDR) 4747520621
Gateway 47.47.0.1

B B IRT AR B .
Cr B AT ARSI E NS B R RN AT, BN R ET AR
Mo GEREIRIOUSER, EUIMEREEREH.

() =mzsRE, CEELERSRNST,
(D HF VMware B, EALUELATHEHN, BIIBIEREBH vSphere REANET,

°*NTP B& * . MR TRHIRNEEMY (NTP) A, &HaE8ah, *E*M*EFK*. ik
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#

B SREABOEAEETR, AARRERERSHEFHETR, MXTRUNEFIFFS P

HAEERMR T R, FIBRMMET RBEEE R ihA e,

BREMEREVERBRTLUHIELIASE NTP R, ME— A EQE—
(D) HEAILUAE NTP B, MHERTAXTER% EHBAE, o, IEES M EARH AT
SRIENEE NTP RATH RN R 5 MG H AR 3 BT B [ R T .

° *ADC* RS * ((NFREM@ETR) | EE* B8, LASHET~ESREEEMEHE (ADCY) AR
550 Itk ADA BRSSFIRERPIMARS I EM AT A S, S8NERELE=NEFET RUAEE L ADC-
Service , ERPEBLT R/, EREERILL ADC IR ARINEIZT R o

o FEMEMLET, RIEFEEATEENRE:

o *|Pv4 it (CIDR) *: PIFSMLEIEO (B2848Y eth0) BY CIDR Mg, fI40:
192.168.1.234/21

° R PRI, Fl40: 192.168.0.1

MRFEZSTIRBFR, NFEERMX.

@ NREAMEMBECEEE T DHCP HEMEN TE, WHEREE DT = LRSI,

BT RERRY 1P #thitAR7E DHCP it eR,

6. MREANMETREEEENS, BRIEFTETEENEID P AN ENIRE,

£*FM (CIDR) * XZAEFMAMIEORBIERFN. NREFEZSIMEEFN, WEEEAEEW

o

@ NRENEENKECEERET DHCP HEMEN TE, NWHMEREKE T = LRSI,

TR E AT IP it R7E DHCP #itibtheR,

° &% * XWTF StorageGRID &%, WMREVIALLERERFEA StorageGRID IREREIEFALEEIEM

%

a.

=

a o

, WFTAELE MR EIRRNEETHITEEE, MEBLIHITUTIE:
ENRmIRE. FREREREFD, BF 8L > BB

ERThAI RER R 17 T El

WeHE * FRENL * > * PERECE * H B RAENAINE,

Wi BEML * > * IP EE * HEE BB AW,

REIEDITIE, AERE* FREE .

EMEEIEREP . R =TT "Approved Nodes" RH, JHEEE T Mo
M Pending Nodes 2 IERIETS =,

FF T REFHLIE "Pending Nodes" 5z,

h. HINERI B EE EMNG, EfNEETEE IP EERE HRHIER,

MFEBMER , FERERTENRERSHNREMAE A,

7 MREAMETREEFF RS, BREREEZFIENEHD P RNNERSE, NREETEFHW
&, WHEBERMNX, REE, EREATRIIEINFNX,
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@ NRIENE P IRMBECEER T DHCP HEMER TE, WHERREENT = LAVRSH
tbe AR ERRY IP #ilER7E DHCP #isibtieR,

° i&&: * XTF StorageGRID i&&, WMREVIIALZHAEIFREF StorageGRID & &L EEFEERF in
W&, M EELMEEERIINEEFHITRE, MeESTHITUTTE:

a. ENRMRE: ARERERERFR, EE SR> EFRBH .
BB RIRERE /L2 FETE,

o

R BEEML * > * SERECE * H R AR AL,

IR EREMLE > * IP iEE * HEBEREANMLE.,

REFE, AERT * FFRRE ",

e. IEMIREIREH: NRTSFI7E "Approved Nodes" RH, BHEEET 2o

f. M Pending Nodes RHPIBRLE TS 55,

g EEF TS EHHME "Pending Nodes" 51K H,

h. #INERIUECEE UM, EIINEEZEE IP REE HRHENER.

e o

MFEBMER , BENERTERENREMLAE 7,
8. BEH*RE ",

W T R BI5#5E "Approved Nodes" FII%K,

49



9.

10.

o a 6 T 8

License Sites Grid Metwark Grid Nodes NTP DMS FPasswords Summary

Grid Nodes

Approve and configure grid nodes, so that they are added correctly to your StorageGRID system.

Pending Nodes

Grid nodes are listed as pending until they are assigned to a site, configured, and approved.

(%)

T
o
vl

Grid Hetwork MAC Address IT  Hame It Type 11 Platform 11 Grid Network IPv4 Address v

Mo results found.

Approved Nodes

Grid nodes that have been approved and have been configured for installation. An approved grid node’s configuration can be edited if errors
are identified.

Searc Q,
Grid Network MAC Address 1T Name 1T Site 1T Type It Platform 1T Grid Network IPvd4 Address +
i« 00:50:56:87-42./ dc1-admi Raleigh  Admin Mode Wiware VM 172.16.4.210/21
i 00:50:56:87:c0:16 dci-s1 Raleigh Storage Mode Wiware VI 172.16.4.211/21
e dcl-s2 Raleigh Storage Mode Wiware VM 172.16.4 212121
" 00:50:56:87:db:9¢c dcl-s3 Raleigh Storage Node Wiware VI 172.16.4.213121
" 00:50:56:87:62:38 dci-g1 Raleigh APl Gateway Mode  VMware VI 172.16.4. 214121
| 50:6b:4b:42:d7.00 MetApp-SGA  Raleigh Storage Mode StorageGRID Appliance | 172.16.5.20/21
4 b

HEHENSIMEMNETREE LRTE,

DN fﬁ?tt/&ﬂ%':lﬂﬁﬁ EHFMET R, B2, B8E "HE " TE L * RE * 281, SR UREIHRELER
Ho f&rILIE %TXE'Jtt/EE’JH%ﬁmE’Jﬁ EIRHIF BT ¢ RiE ¢ REERE M,

HETMRTRE, 8& T3

1EE ML E TN ARSS 2R 1E 2

&

AL

VI StorageGRID RFIEEMLERTEINMY (NTP) EBEEFEE, UBEARRRS:L
ITHRERIIRIY

KXTFUES

&

KNI NTP fRSS284ERE IPv4 Hidik,

B s EINER NTP BRS328. FEERI NTP ARSS8BBAAUER NTP 1%
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TR IHEE 5| A Stratum 3 SHESECERI NTP fR388, LABGLEHINATE)RE R,

EREF4R StorageGRID ZE3EESMEE NTP J8BY, 3E707E Windows Server 2016 Z iRy

@ Windows hizZ<_EfEF Windows BYja] ( W32Time ) BRSS. FHBRRZSHY Windows ERIBTEIARS A
5/, Microsoft R3ZHFFE StorageGRID FEEEMEHRER. B8N "2H4057, BT S
¥SEIFIBEIE Windows BFEIARSS"S

5MER NTP ARS528H5CAIDEC 7 NTP BT RER.

HIRE MR E LGRS AELIBAELIASMNE NTP 8, I1R— ik ERE— M =AL
() SHANTP IR, MRS AR R R AT, Wb, RS MESR N AIENEE NTP
AT RIE IS 5 PR LA 8 TR BT OB G AR TE R
SB
1. 72 * ARS8 1+ B * ARS5E8 4+ XAEPIEEE DTN NTP BRS3 2589 IPv4 Stk
2. ENE, BERBE— 5 EENNNS LURMELRS %S,

NetApp® StorageGRID® Help -

Install

OO0 06 0 0 ¢ G« G

License Sites Grid Netwark Grid Modes NTP DMNS Passwords Summary

MNetwork Time Protocol

Enter the IP addresses for at least four Netwark Time Protocol (NTP) servers, so that operations performed on separate servers are keptin sync.
Server 1 10.60.245 183
Server 2 10227 204 142

Server3 10.235.48 111

Server 4 0.0.00 +
3R T—% .

EEEZAZRSRBER

AN StorageGRID RFIEEEH B FES (DNS) E8, UERUFERENRAMmIE IP
sk R SMERAR S5 280

KXFIAES

EITHEE DNS RSB RIEL, ErI LN EFHMEEERF AutoSupport AT LEEHSZ (FQDN) EH1&Z, m
A2 IP ik, BINE/DIEEM DNS ARS8
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77 DNS ARS32{2HMEI7N1 IPv4 Stitik, fEN3%HE DNS AR5, UEEMKRERE LR

@ B] LTI RX AR S 88, XB A T WIRE R AL = AT LA4RE7 7] DNS ARSS. BCEMRSE
8y DNS fRS58:51%E, ERIME—PBEXS T RH DNS [RS8 7IR. AXIFMES, 5
S IIRE LR E X E0X DNS BEERIE S,

SNREBE DNS BRS5 2315 25¢ DNS RS BESMERER, WEEES MM RA SSM ARSS Ltk DNST &
Ko 1R DNS ECEIEMAMRSHRECSERAMMEMET R, WEREER.

p
1. 72 * BRS5 88 1" XAMEREDHSE —> DNS fRS328RY IPv4 it
2. MBRE, BERRE—IFEZLNMS LIRNEMARSSERZE.

NetApp® StorageGRID® Help ~
Install
O 6 06 0 0 O 7 :

License Sites Grid Metwork Grid Modes MNTP DHES Passwords Summary

Domain Name Service

Enter the IP address for atleast one Domain Mame System (DMN3) server, so that server hostnames can be used instead of IP addresses.
Specifying at least two DNS servers is recommended. Configuring DMNS enables senver connectivity, email notifications, and MetApp

AutoSupport.
Server 1 10.224.223.130 x
Server 2 10.224.223.136 += X

RIEKHEEDIEEM T DNS fRS528. RZFILIFEENT DNS fRS325.

3 R T

.H.

fSEStorageGRID R 45

%4 StorageGRID &40, BEERMAZBURIPFAZAZTSHNITHIPES,
XFUIAES

AR ESRDNES E A BB EIE root B,

* ECEZEERFNEEIE, T2H StorageGRID ZFtfF i,

* BUTBRARTRE. ¥ RNEPIENEERIEIE. SETHRERGE. Alt, BSUREERRE
BEEEEREUE,

* IREEANZRMNMREES, WA UMW EESREECERDEIE.
* AILAER MR E RS B LR E IR root AR 2.
* BENERRRYaR L 1TIERI S MISSHE P FHETE IR E X ELRIPasswords. txtS 1,

p
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1. 7% * EEERRIEIE * B, MAELX StorageGRID RFAMMEIRFMNAFHEEHEEIZIE,
REEZREEFHEREME,

@ MRAELRETHEEHEHEENELETNEE, WeIERAMKREERSS, SEEE > 1hR
> AR EE RS o

2. £ * WIABCBERBEIE * B, EFHANEERBEEIEHTHIA.

3. & * WIHREIE root AP ZRHE * B, LU "root " FAF B{ntaNBFIAE MR EIEENE,
BEEEETIRESNAE,

4. 7£ * HyIA root B * Fh, EFAMAMEEIERZHEHITHIA

NetApp® StorageGRID* Help -

Install
O 6 06 0 O 0 0 8
License Sites Grid Metwork Grid Modes NTP DMS Passwords Summary
Passwords

Enter secure passwords that meet your organization’s security policies. A text file containing the command line passwords must be downloaded
during the final installation step.

Provisioning [T TTTYTTT]
Passphrase

Confirm [ TTTTITTT]
Provisioning
Passphrase

Grid Management ssssnene
Root User
Password

Confirm Root User ssssssss
Password

[v Create random command line passwords.

O MNRBEREMMELUHITIIRIIESET, WAl BUHER * SIZMEH e S1TE * EIRE,

MNFEFHE, HTFR2RE, MGAERBHIENE, NRBEARINEDEILHLITERA "root " 5
"admin® " IR IFIEIMNAR TR, IBBUHIER © (NERTRME RS SITER ¢ o

RABIRET \,L,\_Fﬁk’l‘fﬁﬂj(fq: (sgws-recovery-package-id-revision.zip). JAGE
() &EERELORE. CUR RS ERRTE. BRI RNERBEES
Passwords. txt Xff. BAEREREGIFFH,

6. 8FH*T—F*,
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BEEREHTHRE

BRITFAESERNNEERER, URRZREMINTTK.
B
1. EEFHE T\,
NetApp® StorageGRID® Help -
Install
License Sites Grid Metwork Grid Modes NTP DMNS Passwords Summary
Summary

2.
3.

4,

5.

54

Verify that all of the grid configuration information is correct, and then click Install. You can view the status of each grid node as it installs. Click the
Modify links to go back and change the associated information.

General Settings

Grid Name Grid1 Modify License
Passwords Auto-generated random command line passwords Modify Passwords

Networking
NTP 10.60.248.183 10.227.204.142 10.235481M Modify NTP
DNS 10,224 223130 10224223136 Modify DNS
Grid Network 172.16.0.0i21 Modify Grid Network

Topology
Topology Atlanta Maodify Sites Modify Grid Modes
Raleigh

dci-admi  decl-g1 doi-s1 dol-s2 dol-s3 NetApp-SGA

WIEPREMREEE SRS ER. ERMEIE LAENHEREREIH BIEEAIHEIR,
Bl RE",
MRFEN N REEANERZTFAIEMSE, WERE * 2K * B, ZTRBIEIARR S MR

HIRBNE P IRMLE, NREZEF, WS ERES LN FRANEEETR. BS
W W EEEN" T RRIFRAE R

BE - THRER ",

YRESIZHREE X MRIAINT RARRTETHRMEEXH (. zip). FHEIAERI LIRS AHEY
RNE. B THRERAGEN, UEE—IHZ T R IEERRE StorageGRID 48, K&
REREMEHTT, BIELETRLEHHIE StorageGRID £4t, HE THHIIELLXH AL,

WIEERE A LUREHIASR zip XfF. ARKEREFERITZE. KREMMRINNUE,
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@ MEAXHHHNREIRF, AAEBEEATM StorageGRID RYIREVEIENNNZZANE

N

e BT FHAIERERAFEX M * EiEE, ARSEET—F

Download Recovery Package

Before proceeding, you must download the Recovery Package file. This file is necessary to recover the StorageGRID system if a failure

QCCurs.

When the download completes, open the zip file and confirm it includes a "gpt-backup” directory and a second .zip file. Then, extract
this inner zip file and confirm you can open the passwords .t file.

After you have verified the contents, copy the Recovery Package file to two safe, secure, and separate locations. The Recovery Package

file must be secured because it contains encryption keys and passwords that can be used to obtain data from the StorageGRID
system.

© The Recovery Package is required for recovery procedures and must be stored in a secure location.

Download Recovery Package

™ I have successfully downloaded and verified the Recovery Package file.

MRZENEHITH, WEREHE, BIEERSTIHET RN EHE,

Installation Status

Ifnecessary, you may & Download the Recovery Package file again.

Search

Name It Site It Grid Network IPv4 Address ~  Progress It Stage

dc1-adm1 Site1 172.16 4 215/21 & & ‘ & ‘ & Starting senvices

s stet 1721642161 I Corits

dcl-s1 Site1 17216 4 217/21 ; ; ] Waiting for Dynamic IP Senvice peers

e - ATOSEE = Downloading hotfix from primary Admin if
needed

dets3 Sited 172 16.4 219121 3 Downloading hotfix from primary Admin if
needed

4

LFREME T AARITRNERE, $ETNEEERNERRE,
7. £ "root" AP MIETE R AN E MBI B REIMIL EI2E,
REFHEN
SERUMIE T RERBMECE S, BRI T/ANER DHCP it M4 E.

* YNSR{EMA DHCP £EC IP sk, EAFRERMNLS LRSS IP HitECE DHCP Fif,.

R ARETEZPEMERIZE DHCP » & 8E7EECEHAIEIZE DHCP .

@ YT mBY IP bR EEREY, TREEMBE, MR DHCP MUt ERENFEMS TR, N

RERE rlae =l

3
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* NREFERMETI Y IP ik, FRBEBFAERIAMNK, HIAEREN IP 32, 152 mEMSEIFRARE
*ELE IPHINAY(E B,

* IRENMKECE, SEEMRBENMNX, WEFHSEEETSMEMNET RRERR RS, RIE
NARHIMEEDN, ErEFEEMEIIXEEE,

Bt R
A L B Eh R StorageGRID EHIARES U R BRE PV 5 25

KXFUIAES
FEUTE-ERT, BoEERNREIREA:

s BEFERIESTRIZEZE (7140 Ansible , Puppet 2% Chef ) ZREFMEREYIRINEMNENo
s BFTEEFEZ A StorageGRID 3£,

* BEEEEBE— P AEBEF StorageGRID £,
StorageGRID FHRSHINHFERE, HHEEXHIRS, XEREX A UEFIREREURXEAR LR
, WAILURETER (FHUREEAR) , UWEEBINELVSREESELIBERE, StorageGRID 21T AIER
Python iz, FAFBEHEZE StorageGRID i&&EFE1 StorageGRID &4 ("grid' ") o EAIUEEFERXLE
A, A ERTIE, THRIAEEESHLKMIMEIEFMECE TAESFR StorageGRID &2t REST
APl

INREFE BN TEEREERD StorageGRID #8&. BEFRLEIEZAEE" BHILLE "

B sh &L EM AL & StorageGRID EH1ARSS

& eI LIfEERS Ansible , Puppet , Chef, Fabric B¢ SaltStack Hin S AREIERB R
% StorageGRID £HARS.

StorageGRID FHARSZITEERPMA, HHEEXHIRE). XLERE AR LIRENES(SUGEEA ) UE A
BaiRiE, MREBEFERNESRIEESRLEMEIE RHEL 3¢ CentOS , MTEREEF ML IR M
StorageGRID R/iZIEEEE,

PR RAEIRME T — N RlAnsible A BMBERFM /extras XHHK, AnsibleIBEFM7 48 T G01E
storagegrid AEHERENFHIiEStorageGRID L5 BinrfkBS28R L. EoILURESEEEX ABHKEEF

o

@ RGBS FAM A ELIETE B 5D StorageGRID EAARSS 2 RISIRMAZIREFIFNT B, TETTAFFE
R FM A, ERNUTIE,

TR LA B s TS EAMERE E IR T R B E T B

B &Y Bt & StorageGRID
MEMET RE, ZoJLIB5AE StorageGRID £%t,

ERENNE
* RIS TR T AR TSR
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X Description

configure-storagegrid.py BFBnhEcER Python il Zs
configure-storagegrid.sample.json BT R GIERE XS
configure-storagegrid.blank.json BAFHARN= 6B E X

* BB configure-storagegrid. json BBEXH. BRI, EAILUMESURGIEEXXH
(configure-storagegrid.sample. j son)ﬁi?lﬂ@ﬂ%fiﬁ: (configure-storagegrid.blank.json

o

KXFIES
e LAER configure-storagegrid. py PythonflZ&#] configure-storagegrid.json FAF BIEC

& StorageGRID Z2FMIECE X 5o
() coTUERREERRNRE AP RERS.

T
1. BREABFIEIT Python BIZHY Linux &,
2. FRARRLZEIENE R

f5gn:

cd StorageGRID-Webscale-version/platform

Hrf: platform & debs, rpms 3 vsphereo
3. BT Python MIAHEREEIZMECE X4,
fB4n:

./configure-storagegrid.py ./configure-storagegrid.json —--start-install

“

—MREE . zip XPREREIIZEPER. A THIGTRENEEIENERP, BUTMENMERHE
%, UEE—IPHZIWIETRRERFERNIRE StorageGRID &%, i, KEEH I L LHNEHMEMEN
REMNBFHENLE.

() nEexHEsASIRE, RACESTHETM StorageGRID RYHIMIENIIHZEHRZ,

NREIEE N E KNS, MFHEERE Passwords . txt JIEHEIKIARIStorageGRID RFFTHINE,
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FHHH AR AR R
##### The StorageGRID "recovery package" has been downloaded as: #####

#H4#4 ./sgws-recovery-package-994078-revl.zip #h#H#
#HHH4 Safeguard this file as it will be needed in case of a FHHH#
#HH#4 StorageGRID node recovery. #HH4##

FHEF AR A R A R A A

AAREETHHINEENREHEE StorageGRID £%i.

StorageGRID has been configured and installed.

BXER
"ECE AR H FE R R

"3t REST AP A"

L3 REST API iR
StorageGRID 12t 7 B FHITREESSHY StorageGRID &% AP,
API {#F8 Swagger FFiR API SFE 8121 API X4, Swagger AFFAARMIEFRARTERFP RE+RS AP #1T

RZE, LR API UIEIMEN SEAED, AXAHRELEREINE Web %A JSON  ( JavaScript R KA
) R,

£ AP SR DTHATRVER APHEIEI N KEHRIE, 1BER, TEEIRMEIE, FHMIERE
BHEHE th iR,

5> REST API e #3885 API BY URL , HTTP 121F, ERHNFEIHAIIEN URL SELIRTIERRY APl MR,

StorageGRID %%t API

QAEEERECE StorageGRID &4iHY, UNREFERITEEETRIMER, StorageGRID &4 APl A AJF,
BILAM IS EIEESET HTTPS AR %E API

ZFihia] API X1, BEIEFEETR EHNREMDL, ARMRPEZFEE ~ 8B * > *API X *,
StorageGRID &% API G35 LA &5 :

* config —5 API B9 mhRZASHERBVRCE, ER] AT IZARAS ST HFRY = quhR A0 E 2 API hRZS,

oK AE X - PIRSRECE IR, ST LABNFIEFHMSIRE, BIENKIFHAERE, MEMNEFR, MEEEUR
NTP #1 DNS ARS328 IP ihilk,

* "Nodes - TRLFINEERE " . EAILKREMETRYIE, HFENETR, EEMRTR, EEMETR
UK E B M T RRECE.

* BB —ECERME. BRUBMEEREAEERERFIRS.
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B —FEETRMERE. BAUEERER, LEMERNGE, BiiEUNEEMERIENKS.
* recovery-package — N & R E I B RIIR(E,
© U —IERRECERIE. EAILIEIE, TF, BERMERIES.

~—Z175h

Zcﬁii‘i”z%ié, BRIRIT—RIEMNEET R, KESBELHFER; HPERERNE

PREBIESS
* NERTE StorageGRID £4t LEFMENKRHE M EFIRIMY (Swift 3¢ S3) SIE—NMEFKF,

s EIECEANAF K RIERIRRIAR, WA UEEKS SR (540 Active Directory 5 OpenLDAP )
, WESNEBAMAF, &, S UeIZ4BMAR,

s EFRHNEBTBEXNR _EEE StorageGRID &4iH S3 8 Swift APl & i IR
 EERWE, BEEATHRIPHKHENEEEGEHEE (ILM) MUAD ILM ZKEE,
@ R4 StorageGRID BY, ERIA ILM SRBE " B4k 2 BIARKRE " o F5E5IRTES. MR EEEH
ILM #L0 (U 2 PMElZ) , WMRFBCEEMEMEEE, NItSEERIEA,
* NREHNRETITREFMT =, 1BEH SANtricity SR A TES:
° EIERSE StorageGRID &%,
o IOIFEEUREI AutoSupport #1E,.
* YNR StorageGRID ZABSEAIET =, BEREFIET RS BIRIMNPIEEERFNER.

@ YRR IRS T 5235 4E R Tivoli Storage Manager fERYMNER)ARYTZRE RS, MIIEAREZE Tivoli
Storage Manager »

* BEHEE StorageGRID RF5EaAEN, LUHRRZ 2 X,

* NEFGEIREE B F U@,

A iEESS
FMREM (RH) LRAGERUGEN, AEEZIRIVEREIRMN BT HRHEAL

* NREMYBEHERME BLURME T IP MUEAE T B, BEmXEMIL, 55 R IREN 4P
B XER IP #HIEHIES.

* IRIEZEEREFEMNE,

*WRFE, REFEERELUBNEEITRIIAN,

* BEERIZE P iRiARl, EelLUBIE NFS 5 CIFS XHEREXN RAEIAN, MUHEZER, FELEXE
1% StorageGRID FJi%BE,

(D)  ExmiEi CIFs/Samba #THZSHE, FRIEFRS StorageGRID KRR,
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X 225 0] el T PR HERR

NRELE StorageGRID AGBTHIEMR, ERLUARRZREREX S, BATZIFAEE
T EBEFERRE A EX KRR ),

BITEM RN SERT U TREREXH:
* /var/local/log/install.log (FITEFAB MM = LR E])

* /var/local/log/gdu-server.log ({UFFEET A L)

FNMERETUTRERSEX M

* /var/log/storagegrid/daemon.log

* /var/log/storagegrid/nodes/node-name. log

BT HRRMNERIR BEXHE, BEEIEX StorageGRID M IEHIFRAVER, B XHPRIZE LEFANFER,
ﬁ%)ﬁ-ﬁﬁﬁ?1&“5’]&%5’]?%@2&#&%5}30 NREFEEMED, BERAKZAZF,.

BXER
"MK B

"SG100F]AMP; SG1000BR531&E"
"SG6000 7Ffi#I%E"
"SG5700 TFfi&IRE"
"SG5600 FFfiEILE"

"NetApp 2"

5 letc/sysconfig/network-scripts

B LUERRAIXEEE S LinuxIBEOR S E— MNLACPHER . AGFEIL=1VLANEZE
0. FIHYPE 59 8 9StorageGRID Mg, BIEMZE P iHMNEIEL,

Y3EE

BEFE, RS —ImIENEATUEX O N A—D LACP Fdkgiin @&, HENNE/ @S =1
FEHIESZE VLAN 6

/etc/sysconfig/network-scripts/ifcfg-ensl60
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TYPE=Ethernet

NAME=ens160
UUID=011bl7dd-642a-4bb9%-acae-d71f7e6c8720
DEVICE=ens160

ONBOOT=yes

MASTER=bond0

SLAVE=yes

/etc/sysconfig/network-scripts/ifcfg-ensl192

TYPE=Ethernet

NAME=ens192
UUID=e28ebl5f-76de-4e5f-9a01-c9200b58d19c
DEVICE=ens192

ONBOOT=yes

MASTER=bond0

SLAVE=yes

/etc/sysconfig/network-scripts/ifcfg-ens224

TYPE=Ethernet

NAME=ens224
UUID=b0e3d3ef-7472-4cde-902c-ef4£3248044b
DEVICE=ens224

ONBOOT=yes

MASTER=bond0

SLAVE=yes

/etc/sysconfig/network-scripts/ifcfg-ens256

TYPE=Ethernet

NAME=ens256
UUID=7cf7aabc-3e4b-43d0-809a-1e2378faadcd
DEVICE=ens256

ONBOOT=yes

MASTER=bond0

SLAVE=yes

HEREO

/etc/sysconfig/network-scripts/ifcfg-bond0



DEVICE=bond0

TYPE=Bond

BONDING MASTER=yes
NAME=bond0

ONBOOT=yes

BONDING OPTS=mode=802.3ad

VLAN #0

/etc/sysconfig/network-scripts/ifcfg-bond0.1001

VLAN=yes

TYPE=Vlan

DEVICE=bond0.1001

PHYSDEV=bond0

VLAN ID=1001

REORDER_HDR=O

BOOTPROTO=none
UUID=296435de-8282-413b-8d33-c4dd40fca24a
ONBOOT=yes

/etc/sysconfig/network-scripts/ifcfg-bond0.1002

VLAN=yes

TYPE=Vlan

DEVICE=bond0.1002

PHYSDEV=bondO0

VLAN ID=1002

REORDER HDR=0

BOOTPROTO=none
UUID=dbaaec72-0690-491c-973a-57b7dd00c581
ONBOOT=yes

/etc/sysconfig/network-scripts/ifcfg-bond0.1003
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VLAN=yes

TYPE=Vlan

DEVICE=bond0.1003

PHYSDEV=bond0

VLAN ID=1003

REORDER HDR=0

BOOTPROTO=none
UUID=d1laf4b30-32f5-40b4-8bb9-71a2fbf809%al
ONBOOT=yes
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