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P

* "B & StorageGRID ZEi%"

* "JFR)F0EC & SANtricity R EIE2E"

* "EREBMCHEZO"

* 'A% BATRInE

* "B EXRAIDIER(1XFESG6000)"

* "Bl EFTBRSTIS RIS IR A"

fid & StorageGRID &%

7% StorageGRID & & EZBE S StorageGRID RLGHMEMET R ZE], BHTEEIRES
1‘|‘*Z'J1§ﬁHE|’Jﬂ &2 BRVIERE, ERLUEIE % E) StorageGRID 1§ & R 312 F KA & WLEIE
1%, ZRERREFETNLER SG6000-CN =428 (GHEITHIZE) L.

T
* "i}8)StorageGRID & & L EIZFE"
* "ISIFFF4k StorageGRID & & L2 F A"
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* "BoE W4 5ER&(SG6000)"

* "B & StorageGRID IPHi3L"
"I IE LR

* "IRIER 2R A B4R IERE"

Jh18)StorageGRID & & LR

& 3A18] StorageGRID 1§ B R ERF UWITLZERFRE, HEBEES5="
StorageGRID M£& 7 [B]aV%E: . MMERL, BIEMLE (A1) MEFmNLE (k)

BREENAR
* WIETEEAPILUEREE! StorageGRID EEMENEREEREZ iR, NEEERNZRSEIZAEM,

* BRIHARS EIBABREEZ R Web F%E

* SG6000-CN 1= 28152 1T XIEFARIPRA StorageGRID M%&,
* {TANEX L4 | SG6000-CN #4I23AY IP sk, RX<F0FM.
* BEERE TR,

KTFULES

EH/RiI8) StorageGRID i8R EZRF, A LIERAY N SG6000-CN 28 RV EIEM4RiH M 2 AR DHCP IP
it (RIIEHIBREEZFEENLS) , BaILUBIRSEICABRERERZE] SG6000-CN =28,

p
1. gNSReJaE, IEGEMA SG6000-CN #=i 28 EEIEMLRim1AY DHCP ik Kifi8) StorageGRID 8 &R ERZF.

a. %) SG6000-CN ITHI2R [EEAY MAC HIUHARE, FHHAESIEMMZiEOR MAC ik,
MAC #5554 T BMC SRl O/ MAC Hitik,
ERTEEENSZIROMN MAC ik, HAEFRS ER+H7fEEERRm <. 2 6, MNEFREER
MAC 33t *09 5, MEIRimOR MAC 3B 0B £, WNRIRE R MAC ikl * (y)
FF* £E, NEERIRON MAC 3B * (y+1) 01* &R, EAILLEIETE Windows FFTH
Calculator , FHEHIRENIEFRIEEN, EFE+HEHI, %}%)\ MAC ik, ZAEHEN * + 2 =% KEMNFHTT
&,

b. MM EERRM MAC ttitlk, LUEM{TRTITEEIEME LEHKIZ&ER DHCP ik,

C. EE PR, #AStorageGRID EHFZRERZFMLITURL: +
https://Appliance Controller IP:8443

BT SG6000-CN Controller IP. 1&{EFIDHCPHiL,
d. MMRAFRTEETRLER, BEANNRNREASEEHREIES,
TRipEE URL B, A2BRIEER,
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B £R StorageGRID gL EIZFETNE. B/AFRILLIENERESHEBIUATIRE A
5 StorageGRID MAREZ AN, ARSETERER, XEHERERESBFER,

NetApp® StorageGRID® Appliance Installer

Home Configure Networking = Configure Hardware - Monitor Installation Advanced -
Home

€ The installation is ready to be started. Review the settings below, and then click Start Installation.

This Node
MNode type Storage H

Mode name MM-2-108-SGA-lab25

Primary Admin Node connection

Enable Admin Node discovery [
Primary Admin MNode [P 172.16.1.178

Connection state Connection to 172.16.1.178 ready

Installation

Current state Ready to start installation of MM-2-108-5GA-1ab25 into grid with
Admin Mede 172.16.1.178 running StorageGRID 11.2.0, using
StorageGRID software downloaded from the Admin Mode.

Start Installation

2. INRTIEER DHCP FREX IP #udlk, MA] LA pERg As iz i,
a. fERAMLLLISIRSS Eid A B E#HEEE] SG6000-CN =25 ERAMBY RJ-45 0.
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b. 7EARSS I A I LT Web HIMIZE,
C. #i\StorageGRID k&R EAZFHIURL: + https://169.254.0.1:8443

HEBSRE 2R StorageGRID I8 ERERZFETNE. BAGRILLIENERIESHEERIUATIRE SR
AR T

@ MR T LB R A MEIZ A D) E A, 155 IRSEICASEIPHIECE 7
169.254.0.2. ABEIR,

TG
58] StorageGRID K& REREFG:

* I9IFi% % LAY StorageGRID 1R ELEEFIAR TS StorageGRID R4 EREMINHFRRALAE, INBEHVE
, 1BF4k StorageGRID & B R EREF,

"IOIEAIFHZR StorageGRID & &R EIZFhRZAS"
* &% StorageGRID B LZEEFINNHE LETRHNFAEEE, HIBEZEREMKACEM IP iiE,

HxEs
"Web 528 ZR"

ISFF ARk StorageGRID 88 LEI2F RS

%25 B9 StorageGRID & BT EEFRIRAENINS StorageGRID R4 LIRS IT
fig, LAMA{RPIE StorageGRID IEE¥IR 71,

BEBENRE
1ZB1iki8] StorageGRID & &L ERF.

XFIAES

StorageGRID &&H BFIRE T StorageGRID 1R&E LR, MNREEFREHFMEI R EFAR
StorageGRID #4%, NInlREFEBAFrhF4k StorageGRID 1RELTERERF, AEBBERELENFT =

FLREIFTEY StorageGRID hr4sBY, StorageGRID K& REEFSBIAR. BLEAAELREZET R LN
StorageGRID IE&REEF., RETREGSEHIMZAN StorageGRID RELZEIEFIIZERY, AHREIIRE
$E,

pZ
1. M StorageGRID & ELEEFP, EFE * Sk * > * AREHEF *,
2. B EAIEHRRZS 5 StorageGRID R4 _E L2 RN AR ST LI (MRS B IR 2S HRE IR BB >* X F*)o

IR AFREYSE (U F LA, Bla0. SNSRIERYStorageGRID A2FIEITHIZ11.* 5% X4
NIStorageGRID & & REZFIRASN /I3.* 5% 2o

3. NBRIGRLET StorageGRID EELEEFIERIRDS, 153 EF StorageGRID B "NetApp T & " T,

"NetApp T#i: StorageGRID"
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fEFEHY NetApp tkFBIAF BMEEER.
4. FHIEYRRASH * StorageGRID Appliances * 2353 4 LA K A8 N BIAR IR F S 15

StorageGRID & &FMZIHFXHN . zip 13, HAEEFIE StorageGRID 1&&H S8 H e 7ol B4R
. (IFSMEHIZIEENFERF,

T#StorageGRID & &L X HE. BESE . zip AEHEEBREADMEX . THREXEL
#StorageGRID 8B LEEFNEEE L.
5. ¥ZBR StorageGRID &R B LEREFH " AREH " ME _ERIRBRITU TS E:
a. FEERTEMNESIZREENEN RS (BEHRE) MREMHE,
b. ALRIAETERN 7 X
C. EFBEIMRIRS X,
d. AREZIDK,

BEXER
"i}ji8]StorageGRID & F R EEF"

Bt B P45 5552 (SG6000)

ERILIN BT RIZEEREINENLE, TR mEMEMEENZNROEEMNSER, &7
LIS B S R R A R s 1 R PR 48 TE AR T

EREHNAS
MRBREGETR, FHREET AEBNFEHEREEE e S M.

i

¥

NRIEITRIEER 25 GbE HERRIERE

* WIETE{EHE SFP28 X ihisisk, & BRI RIERINMEL RO HREE SFP28 Ik 28,
BB MLRIE O IEE R A 25X L ThRERY AT HEA1o
BT RN ER B AT LUE R L I S BR E
MREHRERARSIHEOHSEREI, LACP WEHEEI VLAN #Rig:
s BEIEE ERIMRIREED AT 235 VLAN 1 LACP BI3THA Lo
* MRZBNZIWHES LACP 457, NIXLEREAZIFLZHVAEERESE (MLAG) HEMI,
s BT RINEE IR ECE AER VLAN , LACP #1 MLAG 33400,

* BHEZER T8N WEME— VLAN 1512, It VLAN FRI2RAMEI S MNNZEIEEF, UHERNERERR
B EMRIMNLS,

KFIAES
HEER TN OTEEEROPER THRERR FRNER) -
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IRLE i 1 E485E

C WNREEALEMLE, MmO 150 3 FHERE P mMNLS.
g MIA&RILLRIERC 2 F 4 4BETE—HC,

HE 2R T AR OER SR OMER TH4E .

- i e=rF

ST ¢
s
im0 EYE
1. FrE s ARSI BIE— 1 LACP 48R, MM TFFAE In 0 A T RIAEREHE F imM 4R
Bo

TRELETHATEREEOITNEIHANED,. RNKBEUEEETR. REEEERIRNNLEN, 4 HRETHERA
BEE LEEEIRE,

T EE (RN mOSERT ¢

MEBEERN FPHMEEER FHA) ERRAEF M
EPEG (R * Um0 2 # 4 WRMESEREDEGH w0 2 § 4 WRREER EEEHHH
IA) Eo Eo
* AMEARO 173, * Um0 1 # 3 WEFIRMEEREED
G

* VLAN #Ri2 &Rl ik,
cATHENEERR, AIJUARINMERE
E VLAN 1Fide

LACP ( * Um0 2 4 IFPHAERLEFER LACP 45 s w2 F 4 ISP FER LACP 45
802.3ad ) Eo Eo
* MMEAKO 15 3, . giﬁm 11 3 WEFIHMLLFHER LACP 48
Eo

* VLAN 1R 28HER, . . .
c AT HEMEZEER, AIURNRINMERE
E VLAN #Fig,.
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** BEROHPERD -

MEBEES TREMEDEA (B0 EERAEPHE
X LACP ( * im0 1-4 XTRIEMNLEFER—1 LACP 4§ s 5 1-4 WML E P imMKER—
802.3ad ) Eo ™ LACP 4B,
— VLAN #5712 B FARiR AR LS 2048 * BIEFRD VLAN RI2, B LUE LS
o MR 5 R P MR IE SRR,

BXIEAHEMMNEHERAIFAE R, BS " SG6000-CNIZHBFAIM LR i I EE s
IEEIRRT SG6000-CN =28 ERIF T 1-GbE BEIRimONAE EEMEZH T EIE D MBHERR THE.

TE
1. 7£ StorageGRID K& LEEFH, B * ILEMEERE * > * HEREE *

" MLHEREE " THETREREE, HFEaRKS IBNESMERRKRO.

Network Link Configuration

e O @
# gl ;ﬂg] |" gﬂﬁﬂ% i

- ‘Cb = T 1
5)(®

anmmE
[
-
L
-
L
—

L3

A\ You might lese your connection if you make changes to the natwork or link you are connacted through I you are not reconnected within 1 minule, re-
onter the URL using one of the other 1P addresses assignad o the appliance

PERESRIIE T ERSIEANERIRES (Boh/ xiF) fMEE (1/25/40/100 Gbps ) o
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Link Status

Link
1
2
3
4
5
6
BEURVIIE)IE DTE R :

o * SERRIRE *IRE N * 10GbE ,

° *IROPERN * BN * BEE *
° WFMIEMLE, * WEHBEERRN * IRBN * EohED * o
° WWEHEEA - EEWL * , HIRNEHERLIREN * IR~

© BEA BRImRME

State
Up
Up
Down
Down
Up

Speed (Gbps)
10

10

NIA

N/A

1

1
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Link Settings

Link speed | 10GbE

Port bond mode | (@) Fixed | () Aggregate

Choose Fixed port bond mode if vou want to use ports-2-and 4 for the Grid Network and ports 1
and 3 for the Client Network (if enabled), Choose Aggregate port bond mode if vou want all
cennected ports to share a single LACP bond for both the Grid and Client Networks.

Grid Hetwork

Enable network

Network bond mode | (@) Active-Backup () LACP (802 3ad)

Enable VLAN (202.1qg) ]
tagging

MAC Addresses ol6b 4b42.d700 S506b4b42:d7.01 S06bc4bdaZ.di 24 S0.6b4b42.d7 25

If you are using DHCP, it is recommended that you configure a permanent DHCP reservation. Use
all of these MAC addrezses in the reservation to assign one IP address to this network
interface.

Admin Network

Enable netwaork E|

Metwork bond mode @ Independent {T) Active-Backup

C.enneet the Admin Network to port 5. Leave port 6 unconnected. If necessary, you can make a
temporary direct Ethernet connection to port § and use link-local IP address 165.254.0.1 for
ACCESS

MAC Addresses d8:c4:9723:24:05

If wou are using DHCP, itz recommended that you configure a permanent DHCP reservation, Use
all of these MAC addresses in the reservation to assign one IP address to this network
interface.

Client Network

Enable network | |:|

.'E'n'ebling the Client Network causes the default gateway for this node to move to the Client
Metwork. Before enabling the Client Network, ensure that you've added all necessary subnets
to the Grid Network Subnet List. Otherwise, the connection to the node might be lost,

2. PNRIE RIS ML im O {ER25 GhEFERRRE . 15 MBS IR E T HIFFRPEF* 25 GbE*,

TR T MR M P iRME NS B AT IR EH A EREHITE R, EUTER SFP28 I
M2 L4 SFP28 Wk 28,

3. BAHZAITRIERA StorageGRID M4,
P PILE JI BT, AR BEZE AR It L
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a. NRIGEREZDNEENS, BEUHEPEIENEN * BRAMLE * Ei%iE,
Admin Network

Enable network

b. {RIGEEEEEIETFIHMLE, FiEREF KK * BRARNE * E%E,
IR B RS IR O R E P IR AiR E.
4. FENK, HEEROAPEELHMEZHEERE

IRFIER:

© AMBMEFIRMNIEET * BE * M * LACP * . BHTNEIMWEZIEEM—R VLAN #512. &rILIE

£ 0 3 4095 ZjE|MI{E,
° BRNEEMLEERE * &M * o
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Link Settings
Link spesd 10GLE j

Part bond meosde { Fioed {+ Aggregate

ce ports 2 and 4 for the Grid Network

d). Choose Aggregate port bond

a single LACP bond for both the Grid and

Grid Network

Ensble network p

Network bond mods {~ Active-Backup (o LACF (202 2ad)
If the port bond mode is Aggregate, all bonds must be in LACP (B2, 3ad) mode.
Enable VLAN {B02.1g) p
tagging
VLAM (B02.1q) tag 328 =]
Admin Metwork
Enable network p
Network bond mode {~ Independent v Active-Backup
Connect the Admin Metwork to ports 5 and 8. |f necessary, you can make a tem ry
direct Ethermnst connection by d n G, then connecting to port &
and using link-local IP address 169.254.0.1 fo
Client Metwork
Enable network F
Network bond mode {— Active-Backup (o LACP (202 . 2ad)
If the port bond mode is Aggregate, all bonds must be in LACGP (802, 3ad) mode

Enable VLAN (802.19) |7
tagging

VLAN (80213 tag 332 -]

o. WEMMANERREIHRG, BE *REFE
YNRELL T FRERBIMAREERR, NRIRESEFER, MR DHARENERE. BEAIE

(i)  “StorageGRID BEMEIMIPHAL > —BIHNIIREREIZFHURL: +
https://SG6000-CN Controller IP:8443

HEXER
"SG6000-CNIZ 23RV IR O 48 E ="
"Eg & StorageGRID IP3it"

fid & StorageGRID P33t

&R LUEF StorageGRID 1§ &L EFEFTE StorageGRID Mg, BIEMZE P IHEME LELE
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REFMET RFTEAR IP tAtANEREER.

XFUIES
TN E BEENE LRSS NE— 155 IP, 3(F 9 DHCP R385 LRI D EC— R ATELY,

NRBEERACE. 155 WA XELISG6000-CNIEHIZEAY TR EC & RI5 A,

il
1. £ StorageGRID KB LEEFH, %F * EMEEE >~ IPEE *o

AT 2R "IP Configuration” TIE,

2. EECEMRWL, BENERY * ARMLE * B0k * §35 * 8 * DHCP *,

Grid Network

The Grid Metwork iz used for all internal StorageGRID traffic. The Grid Metwork provides connectivity
between all nodes in the grid. across all sites and subnets. All hosts on the Grid Metwork must ke able to
talk to all other hosts. The Grd Metwork can consist of multiple subnets. Networks containing critical grid
sernvices. such as NTF, can also be added as Grid subnets

P ® Static (O DHCP
Assignment
IPvd Address 172.16.3.72/21
(CIDR)
Gateway 172.16.01

A All required Grid Netwark subnets must also be defined in the Grid Metwork Subnet List on the
Prmary Admin Mode before starting installation

Subnets 172 18.0.0/21 4
(CIDR)
17218 0.0/21 b4
102 168.0.0/21 + %
MTU 1500 &3l
Cancel
Save
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3. SIS * B ¢, BFRBUT S RECEMMRMNLE:

a. {£F CIDR FRTERINGRE IPv4 ik,
b. FARIX.

INREHNELENX, BEEMRWNEERFS IPv4 i,
c. NRBEAERM, B MTU FERENERTERMAYE, 1909000, &M, BREEINE 1500

[e}

@ MEH MTU [BX05 T3 RS R IR O EECENELE. BN, AJiskENE
PERER) R IR B B R

N T RIGRAEFEILEE, WAEFTE T BRSO EREMM MTU (&, RIS
() REEEIHALEMIURBERAZER, URHE - MHRE MTU TR © £55,
SEFTAMEEIE MTU (2518,

d 8&*RE"S
SN IP #uhkRY, MK FMFIRATEESRZEEN,

YNR5 StorageGRID K& RFIZFEZMFF, BERENINSECRIFRZS IP it EHWA URL. I
9. +https://services appliance IP:8443

e. NI F M 5IR EFBTIR.

INREEREFR, WFEZMEMEMK, 15TEBIFAAE Mg FRERL AR MK BE)
StorageGRID R¥&RY, EHITEE EET = _ERIRIAR RIS F 517 AR TE XX LRI PILE T W

() FobBisG. NRREREFENE, NBABEEERRERERL,

* BARIFN, BREEEANER 4 &RE—MFEEM.
* BERIBRARERBIFM, IR ERFRET %o
fBERE

4. INREFT * DHCP * , IFIRIBUUTH BECE MERILE

56

a. J%&#E * DHCP * Bitigsllfs, & * RE *o

RS BDET * IPv4 ik, X * 0 FM * FE. 1R DHCP ARSS[IKENIE MTU fE,
*MTU * FERHETRIZ(E, HERFERBTENREL

289 Web H¥i28= BohEE A2 StorageGRID & & REEFZFHIHT IP ik,
b. HIAMERLE F M5 R IEFBTIR

NREEREFH, WEEZMEMEMK, 1EEBIFIE NS FRELFEES MK B
StorageGRID 38, EAMIEEEIR T R LRI IS FRF R A E SOX LRI I F Mo

(D) FolbBiksm. MBREREFHME, VARG ERNERERR,



* BARIFN, BREEEANER 4 RE—MFEEM.
* ERIBRARERBIFM, IFRERFRET %o
c. MNREBMEAERMN, B MTU FERENRNERTERMANE, FI409000, BN, FHRERIAE 1500

[e}

@ MEE MTU BX5S T3 ARSI RIG O EECENELE. BN, AJieskENE
PRER R IR B B R

N T RGREMANERE, WS T RBMIEMLAE0 ERERM MTU &, MRS
() #EE ERLMMIURBEASER, NAME * MERE MTU FLE * Bk, H3EFHE
RIZE KB MTU {EEBHER

a BEREFES
S. ERCEBIEME, BENEMN * BEWLE * S0 HiksE * #5 * 5 * DHCP *,

() =mEwERS, PAEERRENE LEREERS

Admin Network

The Admin Metwork is a closed network used for system administration and maintenance. The Admin
Metwork is typically a private network and does not need to be routable between sites.

P ® Static () DHCP
Assignment
IPvd Address 10.224 3 T2/21

(CIDR)

Gateway 10.224.01

Subnets 0.0.0.0/32 +
(CIDR}
MTU 1500 &
Cancel
Save

6. WNFRERF B, BREUTSBEEEENS:
a. f£f CIDR R ENIRE LHNERIRO 1 MAFHS IPv4 tthllt,

BBiwO 1 L TFISEAWNTED 1-GbE RJI45 tHORIAEM,
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b. T NMIX,
NREHNMELENX, BEMWNAEERFHS IPv4 itk
c. MNREBMEAERMN, B MTU FERERNERTERMAIE, FI409000, B, FHRERIAE 1500

[e}

@ MEE MTU BX5S T3 ARSI RIG O EECENELE. BN, AJieskENE
PRER R IR B B R

d B8F*RE"
By IP #uhkRY, R FMFIRATEESREEN,

YNR5 StorageGRID i &R EIZFHIERETF, EEAERINISECRIFERS IP HULEHBAN URL . I
U, +https://services appliance:8443

e. INEEME FWFIRERBLIR.
1 BIE R 7S AT LU R B X I TR PR A F Mo

() EremmABEREREEREMR,

* BARIFN, BRESEANET 4 &E—MFEEM.
* EERARERBFR, BFRERFRET %o
fBERE
7. WNREFET *DHCP * , BIRRIUATH BRI EEENL.
a. & * DHCP * Bitigsllfs, S *RE "o

RS BDET * IPv4 ik, X % F0C FW * FE. 1R DHCP ARSS[IKENIE MTU B, T
*MTU * FERHATRIZ(E, HFERFERBITEANREL

&/ Web N 5282 BhEE A ZF StorageGRID & & RERFHIET IP Hilit,
b. HINEIEMLE FMFIRIERBTIR,
EANEITE R 7 P LA IR B X 15 1 PR B F Mo

() FEremmABEREREERERMR,

* BARINFM, BRESEAET 4 &RE—TFEEM.
* EMBRAREABFR, R EMFRET %o
c. MMREBFERERMN, 1HF MTU FERENRNERTERMBIE, B0 9000, SN, BERERIAE 1500

o

@ MR MTU [BX05 T3 RS i O EECENELE. BN, ARk EMLE
tERERASHIEEER.
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d BF*RE"
8. BRERFIHMLE, BTEREN * BFIHMLE * Bk * #5 * 50 * DHCP *,

() =mEzFERE, SAEERRERE LEREFBNE.

Client Network

The Client Metwaork 15 an open network used to provide access to client applications, including 53 and Swift.
The Client MNetwork enables grid nodes to communicate with any subnet reachable through the Client MNetwork
gateway. The Client Network does not become operational until you complete the StorageGRID configuration

steps
IF (® Static ) DHCP
Assignment
IPvd Address AT 47 T 183721
(CIDR)
Gateway 47.47.0.1
MTU 1500 =

0. NRER * #E *, BRBUTHIERER P IHMNLSE:
a. £/ CIDR RTEMNBES IPv4 ik,
b. BF * RTF *
C. HIAZ P IRILRMKRY IP It IFFETIR,

CD MRBATEFHENSE, NWEERMRIABR, RANBRBERTFENENX, HETERA
B IRMENTESEEMED,

d. MNREBFEAERM, HE MTU FERENNERTFERMAIE, 1409000, BN, HREHIAE 1500

o

(D MR MTU [BX05 T3 R SRR RGO EEEENELE. BN, fTaexkEMNS
MERER B IR Bl B Ko

e B RE",
10. INBHEIET * DHCP * , ERBL TS BEEE P IBME:

a. j%&#E * DHCP * BitiRsllf5, S *RE *o
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ARGz BRNET * IPv4 ik * H * X * FEo Y1R DHCP Ar55281KE NI E MTU {E, M *MTU *
FERBERZE, FEZFERBETENRE,

&/ Web R 5282 BhEEAZF StorageGRID & &R EFZFHIET IP Hitit,

a. AKX EE Efo

@ MRBATEFPHEME, NEERMIABE, ABBERTFPENENX, HEERA
& P IRRLEEY TTEB EE IE O,

b. yIREFAERM, B MTU FEREVERTERMAIE, £I%09000., BN, FREMIAE 1500

o

@ MLEE MTU BXS T3 R FTEER RGO EECENELE. BN, ARk ENE
tRER RS IR B AR,

BXES
"BELISG6000-CNiZ 23 AV ACE"

JOIEPLR

SN HIART LUMIE IR RIFRERAR StorageGRID W48, BIIF@EIIMEZMXIRE, N
iz StorageGRID IR/ LZERF SRR FM LR IP ik 2 8 89ERE, &IE0]EIE MTU
K®E,

g
1. M StorageGRID & ZERFHREH, B * BEEMLZIERE * > * Ping #1 MTU i *,

B R 7R Ping #1 MTU X TIE,

Ping and MTU Test

Use a ping request to check the appliance’s connectivity to a remote host. Select the network you want to check connectivity
through, and enter the IP address of the host you want to reach. To verify the MTU setting for the entire path through the network to
the destination. select Test MTU

Ping and MTU Test

Metwiork Grid et

Destination [Py
Address or FQON

Test MTU [

2. A * LR+ THIAETR, EEENIXAINE . W, EERHEF K.
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3. WNZME EEADENM IPv4 it 2R EHZ (FQDN) ,
B0, ERIREEE XML EEIET = LM XHIT ping 121k,

4. 5F, EH NS MTU* EREIERS W& T BirNENBREN MTU 1RE,
50, EEILOMIRIR&E T RS HMIL AT R Z B RERER.

5 g MiAEE

MBEMRIEEE, MEER "Ping test passed" SHE, FH5H ping s5< it

Ping and MTU Test

Use a ping request to check the appliance’s connectivity to a remote host. Select the network you want to check connectivity
through, and enter the IP address of the host you want to reach. To verify the MTU setting for the entire path through the netwaork to
the destination, select Test MTL

Ping and MTU Test

Metwork Grid [

Destination |Pvd 10.96.104 223
Address or FQDON

Test MTU

Test Connectivity

Ping test passed

Fing command output

PING 10.96.164.223 (10.96.184,223% 1472(1508) bytes of data.
1438 bytes from 19.96.164.223: icmp seqg=1 ttl=64 time=8.318 ms

--- 18.96.184.223 ping statistics ---

1 packets transmitted, 1 received, 8% packet loss, time ems
rtt min/avg/max/mdev = 8.318/0.318/8.313/6.008 ms

Found MTU 1568 for 18.96.1604.223 via bre

HEXER
"ERE LK 55 B8 (SG6000)"

"EIMTUIRE"

BT i IR B R
E1ffR StorageGRID g &L EIZFSHMTI R ZERIIAEASZ R AERIER, HHIA
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StorageGRID & & & &2 A LUEEZEIHEE IP it siiitii SRR E TCP ik
M

RFUIES
fiEF StorageGRID iR ERERREFPRMNIFEOFIR, ERTLUNIRIRESMRMERE T R ZERIERE,

tesh, SRR LR EIEME P IR AR UDP iR B, FIs0MAF 9B NFS 8¢ DNS fRSS2809IK0. &
KXLEIEOMTIR, 1550 StorageGRID MEIEZENFNHEOSE,

@ IR OEER D H AR MR iE O {ER T StorageGRID 11.5.0hk. BIIFSMHT mXRMEHO
BEIEH, ENIAERSEERTEM StorageGRID ArasHIRILZEZ AN

SIE
1. 7 StorageGRID & ZEEFF, B * EMKZEE * > * mHEENX (nmap) *o

IR B i O N 15t DT

I ERRR M T AR RS TCP EEMN T REE, WTFEMhREER, RIIETIREN AR/
PO £ 1% .o

The following node types require TCP connectivity on the Grid Network

Node Type Grid Network Ports

Admin Node 22,80,443,1504,1505,1506,1508,7443,9999

Storage Node without ADC  22,1139,1502,1506,1511,7001,9042,9999,18002,18017,18019,18082,18083,18200

Storage Node with ADC 22,1139,1501,1502,1506,1511,7001,9042,9999,18000,18001,18002,18003,18017,18019,18082,18083,18200,19000
API Gateway 22,1506,1507,9999

Archive Node 22,1506,1509,9999,11139

TR LU R AR AYig & iR O 5 PR A RV E M T R Z B8V

2. A * RER - THIFIRD, ERENROWE: g, *EE HBFH
3. NEMLE LR ENIEE— IPv4 ST,

5N, ErIRERERNMEH T EET = LMK,
EREFEE—1EE, WRFIFR.

4. A TCP KOS, WESHRNHOFIRSHOTERE,
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The following node types require TCP connectivity on the Grid Network.

Node Type

Admin Node

Storage Node without ADC
Storage Node with ADC
API| Gateway

Archive Node

Grid Network Ports

22,1506,1507,9999
22,1506,1509,9999,11139

Port Connectivity Test

Network Grid ¥
IPv4 Address 10.224.6.160-161
Ranges
Port Ranges 22,2022
Protocol ® TCP uDP

Test Connectivity

o B * MIAERE * o

° NIRRT IHROALANMLEZER, WEaEE

an LA FITEREIE T 75,

Port connectivity test passed

Nmap command output. Note: Unreachable hosts will not appear in the output

# Nmap 7.7@ scan initiated Fri Nov 13 18:32:@3 2820 as: /usr/bin/nmap -n -oN -

Nmap scan report for 10.224.6.160
Host is up (0.80872s latency).

PORT STATE SERVICE
22/tcp open ssh
2022/tcp open down

Nmap scan report for 10.224.6.161
Host is up (0.20060s latency).

PORT STATE SERVICE
22/tcp open ssh
2022/tcp open down

# Nmap done at Fri Nov 13 18:32:84 2020 --

* NMREZEFHNEILT Ik D*&Iﬂéﬁl_?ﬁ, BENROIF—PE S MIEE IR

22,80,443,1504,1505,1506,1508,7443,9999
22,1139,1502,1506,1511,7001,9042,9999,18002,18017,18019,18082,18083,18200
22,1139,1501,1502,1506,1511,7001,9042,9999,18000,18001,18002,18003,18017,18019,18082,18083,18200,19000

= 7R "Port connectivity test passed’ " JHEo. nmap

-e br@ -p 22,2022 10.224.6.160-161

2 IP addresses (2 hosts up) scanned in 9.55 seconds

NEEFEEPRER

"Port connectivity test failed” " JH2., nmap S HIHTITERERE T 5,

FENRMITHELIERRORIRES A "closed" .
StorageGRID NMS RSB HAREZ TR LE

ap.A
&algEs

TE-J:

17]-]&”’ élu\ﬁﬁt ?ﬁm%,.\\y\?%ﬁ?%ﬁm\
Bk R,
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© Port connectivity test failed
Connection not established. Services might not be listening on target ports

Nmap command output. Note: Unreachable hosts will not appear in the output.

# Nmap 7.70 scan initiated Sat May 16 17:07:02 2020 as: fusr/bin/nmap -n -oN - -e br@ -p 22,80,443,1524,1505,1506,1508,7443,9999
Nmap scan report for 172.16.4.71
Host is up (@.00020s latency).

PORT STATE
22f/tcp  open
80/tcp open
443/tcp open
1504/tcp closed
1505/tcp open
1506/tcp open
1508/tcp open
7443/tcp open
9999/tcp open

SERVICE

ssh

http

https

evb-elm
funkproxy

utcd

diagmond
oracleas-https
abyss

MAC Address: 00:50:56:87:39:AE (VMware)

# Nmap done at Sat May 16 17:07:03 202Q -- 1 IP address (1 host up) scanned in @.59 seconds

° MREEN—DHZMEE IR DR ILHOARKSIMEERE, NABEIERSER "Port connectivity test
failed” " JBHS. nmap i YITEREIE T 5,

TEEER R ESHET TCP EEAImEEN LHENRD, BEXRAXKZXGEEEFAAT. NRAFEE
ErERz, MitbwmOsRESR " Bk ", HERIEESWIAIGHELE,

() iesh, FRFILHE "closed " BIH

© Port connectivity test failed
Connection failed to one or more ports.

Nmap command output. Note: Unreachable hosts will not appear in the output.

# Nmap 7.7@ scan initiated Sat May 16 17:11:01 2020 as: fusr/bin/nmap -n -oN - -e br@ -p 22,79,80,443,1504,1505,1506,1508,7443,9999 172.16.4.71
Nmap scan report for 172.16.4.71
Host is up (@.00029s latency).

PORT STATE SERVICE
22/tcp open ssh
79/tcp  filtered finger
80/tcp  open http
443/tcp open https
15@4/tcp closed evb-elm
1505/tcp open funkproxy
15@6/tcp open uted
1508/tcp open diagmond
7443/tcp open oracleas-https
9999/tcp open abyss

MAC Address: @@:50:56:87:39:AE (VMware)

# Nmap done at Sat May 16 17:11:02 2@2@ -- 1 IP address (1 host up) scanned in 1.6@ seconds

BXER
"L "

I IEFECE SANtricity R EIEE
Zu] LAfEA SANtricity RAEIER NI FEITHIZE, FHEMEBNEMEEFIZRPH ﬁﬂﬁ%ﬁl

d\
JIANN

BHHIRT. IE5h,
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CORYIER T MIKE AIX AutoSupport JHE..

-
* "G EIAIESANtricity R EIE2E"
* "TESANtricity RA B IR PEEFHRES"
* "ffEFStorageGRID & & TEZFIR B FEITHIZZHIIPHIL"

R EMiFESANtricity RATEIERR

EoI g R EIHNTFEITHI25_ £ SANtricity RAEIRSS R GITEEITHI2S R P aVE4 S EC
& E &% AutoSupport »

TBEENAS
* SIETEERARZFERIWebl k88,
* BRI WK EIEER /0] SANtricity RAEIRER, THINE R L StorageGRID , HENNABFHIZEEEIE
SRR AR I RIA R
. igggtorﬁ?eGRlD RBRERZERFIFIR SANtricity RAEIERE, BWUIESE SANtricity RAEIEREIER
D,

* E{ER Web %285 E #3518 SANtricity System Manager , &8 48 SANtricity System Manager B12 51
R &fMEE,

EfEAMNKEIESRL StorageGRID & & L2 1510] SANtricity R EIERE, TR
(D) saNticity Blff 8.70 SUBEHRA. EATLER StorageGRID 3B RERFHIAIE * 8 * > * %
F * RICBEHIRES

MR E IR R IR B R ETEFIHE] SANtricity RASIERE R NE T HITEHMEE E &5
@ AutoSupport . SANTtricity System Manager FBIIF ZINREFIEIE (FIMNAREH) FERTFKEIE
StorageGRID &&. AEREIAM, BRARRIERTEISEIVBEREMSEIPIHERFITER

o

XFIES
RIBEFT AR R EMEE I IZRIMNEL, B =75 AR LLIAIR) SANtricity System Manager :

* YNRIIZE R KR EPE S StorageGRID RFAFIT =, NRFEA StorageGRID & &R EIERFFPHSRIE

~ o0

(D) #EsaE, EEEAEER SorageGRID RE LR SANtricty RAEIZE,

* NRIIKEEEBE S StorageGRID RAHFTI =, FFEHANISEIESP T RIUE LAY SANtricity RAEIE
FEI R,

* MIRFAMER StorageGRID RERFIZFHMIREIRS, WA UEREREIEIRIZOH Web NIKREES
ia] SANtricity R4 EIESR.

IR 1ES B B & BRIk SANtricity System Manager B4 B, INREEI&E SANtricity RIS, 155%E
MEFEHZR PE,
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@ EAMMEEIEEREN StorageGRID & & RERER, ErILLKIR SANtricity RAEIERE, MARILE
FEFGFENERIR,

1EE] LAER SANtricity REEER BT TARS !

* FHEREDIRAIERE, /O FEIR, CPU FAXRMEHEFIHRELNIE
* BAAMRS
* ZRNIhREBEEE MR

&R LAEA SANtricity RAEIERIEU TILE:

* FhEIERISS NP AN BT ER, SNMP ERHAFZATER
* FiEEHIZERPAMH E &5 AutoSupport 1 E

BX E &% AutoSupport WEZFHER, 1BEEW E RIISXEF L,
"NetApp E RIIRF XL ILER"

* RapRL e, BTHRIITeRE WRERATRSLZLIEE, WESHITIHSE)
* BT iAiR SANtricity R4 EIRSSHNEE R ZY

p
1 HITUUT#REZ—:

° f£f StorageGRID & & REZFHIXEFE * B * > * SANtricity RAEIESS *
o FRMIMEEIESSFHILE T R*> appliance Storage Node >* SANtricity A4 E IEEs"

@ MR XEEIMA AR ETRERIE, WNIERFETEIZEN 1P i, X ERFHE
1=HI28IP: +LLIIRISANTtricity System Manager https://Storage Controller IP

HEPE R SANtricity RAEIRIMNE T,
2. REAHNEERES,
(D sanviciy RgBESER— M ERREE, FHDEHERSZERE,

R ERRERS,
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Set Up SANtricity® System Manager

Welcome to the SANtricity® System Manager! With System Manager, you can...

* Configure your storage array and set up alers.

» Monitor and troubleshoot any problems when they occur.

s Keep track of how your system is performing in real time.
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a. %&$% * B * LUIAIE) SANtricity R B IR2RRIBLANEE BN,

b. EFRAEXMAEBIR ¥ 18E * > * IR * HH THRER.

C. ¥R UNfal " IHERIR B FHMGER, SNMP BEiRFIAZHEER,
BIREMEITHI 2822 P A4 AY AutoSupport o

a. %&$% * FBh * LUIAIE) SANtricity R B IR2RBLAEEEN,
b. BN EEBIAY 215> T FH 08859 T fRAutoSupport ThEE,
C. 1B "UNfa" " W EAEIE AutoSupport .

B XL E StorageGRID RIBUEAFERAEIRIFEAMNER FAIE E &5 AutoSupport JH E RV E{KIHEE,
1B E StorageGRID EIRiHEAHIEZE "E &% AutoSupport FUILIRIZE " o

"&I2 StorageGRID"

3. MNRMRERBATRMBLEINEE, FEEHEERL2TH.

4.

a. % * #Bh * LUAIA] SANtricity R4 EIRIFHIE A EER,
b. (EREMEEBIR * 188 * > * REA * > * REFHERE * o THRITFB[L M.
C. ¥R UNfal " HEACIEN EE R L E A,
WA A E R E IR RE,
a. %&$% * #FBh * LUIAIE) SANtricity R EIR2R B EERD,
b. EFEXAZERIRY * 0T * > * FEMEYIEIE * HH T HREERERE,.
C. ¥ZHR "UNfel " B CER T,

HXER
"Web X% 28 K"

"{§Fi StorageGRID 18 & R EIZFIG B IF LI HI28 8 IPHibL"

7ESANtricity R EIRRPEREHFRS

1R

18N

BJLUEF SANtricity RAEER RITM ERFMEERIRRPNZMEHAN, HEEE

HHZEFIMRIER, BISNAMEE KRS RKEhEEXA7E)=,

1R
150

BEONE

* BIEEFERZZFIIWebil 528,
© R WS EIEERAR SANtricity RAEIESS, EHNNEEEHIGHEERNRRK root KRR,
* E{FF StorageGRID & &R EIZF iR SANtricity RALAEIESS, EWIATR SANtricity RAEIRRREIER

FRFR&MEE,

* B Web %28 E%1517) SANtricity System Manager , E%7EA SANTtricity System Manager BI25
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Home Hardware

HARDWARE
Learn Mare »
Legend v I Show status icon details )
Controller Shelf 99 - ﬁ} [+ ﬂ& EI Show front of shelf
Fan Canister 1 Power Canister 1 ’:J Fan Canister 2
Controller A
* *
Controlier B
Powrer Canister 2 ’:J

MEEZREE , BRILEER N FEEGEE, ST FEERIZRPEMN, WIEIRE, RPOXBMENTRER
(WIFRB) . EEAUEERAHEE.

a. BEEESMAEHIZRMIRE, BEFERSE, ARMETIGRERERE * EFRE S
b. EEEMBREEHAMAHNRE, BEAREEENAN.
C. B BHMEBRIER *, AEEREEENAN.

MERIRIEE, EOUEEFHERISHERIY BEER (WRE) HREEMEEME.

MNBFEXFEMABHIRT, 15 Recovery Guru PRSI N EHER HEX R AT IF

fE A StorageGRID 1§ & L EIEF IR EFETHIZs00IPHE

’é’lﬁ?ﬁ%?%‘]éﬁtﬁ’]”ﬁiﬁﬁﬂ 1 BFI518& %3 SANtricity System Manager BIEIE X
%, WRTEM StorageGRID & EF R EIEFA18] SANtricity R EIERE, MANANETNF

EEHIERBE—TES IP ik, DRASEXRSEH R PRREANEG 2B FREE
Eo

BRENRE
* WIETEEAETLIEZE) StorageGRID EEMENEMEREE iR, HECERANERSEICRER,
* BFIRHARS EICAEMEERHFHT Web %S

KXFIAES
DHCP 7 Ecaytit vl LABBRY B LR, JoiEhlR o ECERS IP stisit, LIMBR—ERIAIAIR)4.

@ REHETE1BIE StorageGRID K& LEER(E4>* SANtricity RAEIES )M EIERZ (T
=>* SANtricity R4 EIE28*)iHIBISANtricity R EIERRAY. A NEREILIZIES B,
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1. EEP IR, JAStorageGRID & RZEIZFHURL: + https://Appliance Controller IP:8443

i&BTF “Appliance_Controller_IP" . {#{EfAIStorageGRID M4&_Li&&FRIIP#HLE,
IEEHE B StorageGRID 1& & R332 3 Tl Ho

2. 7eF * LB * > * FEITHIRNEKE *
LB B R Tr i fl 28 MR AC E TUE,

3. IRIEEHIMKRECE, WF IPv4, IPv6 HXFE, HEF*EBA*,
4. i FEIETRR IPv4 Hitit,

DHCP B AFfitizhlZs ERiR 0 EC IP #ILRIRIAT o

(D) 27 DHCP BAIREBE/H M

IPv4 Address Assignment i Static @ DHCP
IPv4 Address (CIDR) 10:224 516621
Cefault Gateway 10224 .01

5. (AI%) REFEEHISERBOMES P ULk,
()  cEznEEBOSEES P, &N DHCP RS LM STARRL,

a. R EBES
b. 5 CIDR RJEHN IPv4 ik,
C. HNBRIAM X,

IPvd Address Assignment ® Static DHCP
IPv4 Address (CIDR) 10.224 .2 200/21
Default Gateway 10.224 0.1

d 8FF®E"S
N AP B E e RT BE R 22 T L 90 AR Bl

EHEESANtricity RGBT, SR FERFFEHSIPHIULEANURL: +
https://Storage Controller IP
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EEEBMCHEO

SG6000-CN #Zfl28 FMEIREIRITHIZE ( Baseboard Management Controller , BMC )
NEFAERETBEXEFIRSER, HARFEN SG6000-CN =HI2SAE SNMP 1E
FNEL {310,
I

* "EABMCIEOMNIRZED"

* "I BEBMCEIRim AP

* "JFIRIBMCHRE"

* "JISG6000-CNiZHIZZACESNMPIZE"

s "RERIZE B FHp BN

ENBMCHEORIREN
ATRERL, EXIRELL BMC root BFEIZE.
EREHNE
* EIEE PR EEEAE I WebH K.
%F IS

BARREILIGEN,. BMCREArootF FBIRIAZERS (root/calvin) o AN root FAF EYZERS LURIFE
RS,

B
1. EEFIHP. HIAStorageGRID i & REEFHIURL: + https://Appliance Controller IP:8443

iEFTF "Appliance_Controller_IP . f{E{rIStorageGRID W& _Li&&aIIPHIL,
IEEHE B StorageGRID 1& & REEF2F 3 T T E,

2. yEiF ~ EWM > *BMCECE *,

NetApp® StorageGRID® Appliance Installer

Home Configure Networking + Configure Hardware - Monitor Installation

BMC Configuration
Home Storage Controller Network Configuration

ItBH% 27 Baseboard Management Controller Configuration B,

3. FELRMEVAE N F I root B EIHTEZED.
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Baseboard Management Controller Configuration

User Settings

Root Password | seees

Confirm Root Password | seess

4. BEHRE",
% EBMCEIEROMIPHINE
1£3518) BMC #0281, &24%019 SG6000-CN 1zHl25 ERY BMC BIRim ECE IP ik,

BREENHNE
© BEEEFIREEERRRIWeb 55,
* [RIETEfER %% StorageGRID MEHERIEER F ifo
* BMC BRI R EEREITH R ERNEERLS,

KXFIAES
HFXEER, BMC EEinOAVFHITIREEMLI,

@ BREEFIROERERE, AIENRNNEEMNLS, MFRLBIENMKTR, HRE BMC ixH
RIEZARFALE, BRIFRASZIHER BMC &z

iz
1. EEP IR, AStorageGRID & REIZFHURL: + https://SG6000-CN_Controller IP:8443

iEAF "SG6000-CN_Controller IP" . {#FHE{AStorageGRID W48 _Li&&ZHIIPHIE,
IEAHE 2R StorageGRID & REREFETE,

2. 3% > BB * > *BMC B2& * o
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3.

4.
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NetApp® StorageGRID® Appliance Installer

Home Configure Networking Configure Hardware - Monitor Installation
( BMC Configuration )
Home Storage Controller Metwork Configuration

It AT 2 Baseboard Management Controller Configuration I,
LT EIEREY IPv4 ik,
DHCP @ AZimA 57 S IP shiteIBRINF &

() 27 DHCP BAIREBE/H M.

Baseboard Management Controller Configuration

LAN IP Settings

IP Assignment " Static & DHCP
MAC Address d8:c4:97:28:50:62
IPv4 Address (CIDR) 1
Default gateway 10.224.01

AL BMC BIRHIRESE 1P Hik,
() fmmrzn BMC ERBOSEES 1P, 5#E K DHCP Fi5S5E Lrotl TR AL,

a EBR RS,
b. {#F CIDR RTEHN IPv4 ik,
C. HNERIAMI R,



Baseboard Management Controller Configuration

LAN IP Settings

IP Assignment &+ Static " DHCP
MAC Address d8:c4:97:28:50:62
IPv4 Address (CIDR) 10.224.3.225/21
Default gateway 1022401
e [
d 8&*RE*S

N PR BY B LR AT RE TR 2 13 #HRY A (alo

HIEIBMCHRE

&o] LUER BMC BR[O/ DHCP 3 E 7S IP #iitifn) SG6000-CN 1FHI28 _EHY BMC %
Ho

BEENRNE

* SG6000-CN #£#l28 LAY BMC EIRihk REZ T RIFE RN EEMLE,

© BEEEFIREEERAZIFHNIWebH 5
p
1. 8 ABMCH#[fJURL: + https://BMC Port IP
i&ATF BMC_Port_IP"F. fEFADHCPE#ZAIPHItHEANBMCE Ko

LB 78 BMC & RI1Ho,

2. EREEERERIAroot RIS B AIZZ i A\ root FH P A ZFS . + root

password
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root

I- Remember Username

NetApp® | forgot my password
3B ER

e 7R BMC 15 BiRo

A % Sync 2> Refresh A root ~
*
Dashboard Control Fanel

# Home - Dashboard
# Dashboard

& Sensor

Device Information
BMC Date&Time: 17 Sep 2018

62d 13"

18:05:48 System Up Time

FRU Information More info @

EITEFIE Erie & Today (4) Details & 30days (64)

Details

® Threshold Sensor Monitoring

All threshold sensors are normal.

\ |
Settings
Login Info Login Info
m Remote Control 4 avents 32 events

Power Cantrol

~

Maintenance

® Signout

4 S, HWATLIEE  RE > BREIE FREEE S o BARAEEAR.
() 4BPERESN, RATESETIEREEUEERSM,

BXES
"EBMCE O RYIRERS"
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79SG6000-CNIZHIZSECESNMPIG E

NRERBREGECE SNMP , TETLUER BMC FHE/9 SG6000-CN £H#I23E0E SNMP
KB, BAIURMRZeHXFFE, BH SNMP EMHRZIEER T SNMP BiT.

BEENAS
* EREfEAE BMC 58 4R.
* 87 SNMPv1-v2c IREECE SNMP IRE S EAF LT,

SHIE
1. M\ BMC 5 E1k™, E#E * 188 *>*SNMP I8 *,
2. 7 SNMP & BimE. £, %R * BA SNMP V1/V2 * , AERHRIEHKFHENIEEHXFHFE,

QEHXFRERNTAR ID 5EE, SNEUIE, UBENEEREXNEILENER, REHK
FFRAIRIPIRE R RERNBIER

3. (AI) iR BRI, AEHAFEEL.
() @8 PHIHASD SNVP IMHEHT P . FHRERESS.

SRAL SG6000-CN 241287 SNMP 1140 F RERSH IBME RSB, WE MM, HATE
T A VTR RSB R R

4. 5EF, WAURE * RENHREM - RN ERIZE,
o WMRIKEIEH, FRE *REF o
NERIZE BFERHER]

MREHRBAERETRNZEEFHEER, WHHfER BMC RERE SMTP IRE, A
F, LAN Bfr, EiRREMEIFinites,

EREHNE
EAEMTIIR BMC 581R

KTFULES

£ BMC FES, EAUERKENE LR * SMTPIRE *, * BFREE * M * FTaFMinites * EIREER
FHRH A
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# Home - Settings

Settings Configure BMC options

& 5 B aa

External User Services KVM Mouse Setting Log Settings Network Settings

Y © O

Platform Event Filters RAID Management SAS IT Managemen t SMTP Settings
SSL Seftings System Firewall User Managemen it SOL Settings

oL
il
=

SNMP Settings Cold Redundancy NIC Selection

PR
1. BidE SMTP I8 &,
a. FEFE*IEE *>* SMTPIEE * o
b. WF A ANBEFHEHE 1D, EMNERAEFHREHL,
B FER AL TE BMC &R IZ BB FHRABSVER & 4 AR 4,

2. RERAP IERER,
a. M\ BMC 581k, EEF 88 *>* AFEE ",
b. ZE/FM—MAF UZWEIRIE,
TR AP EEN B FHRMFHIEE BMC mMERXERBAMAMIL, FI0, ERILURM— M @ERBR, 6l
0 " notification -user , * ", FERAKXKAZIHFEIPA EmailRix®E 8 89 FHBAEHLL,
3. EEEERAY LAN BT
a. &8F ¥ IgE * > * FEEMIHIESR * > LAN Bin o
b. E/DEE— LAN B1F.
" R BFERY  ERBIREEL
* XF BMC AR &, HEERTAIANNAR &,

. i@%@iﬁﬂﬂ?%’l\ﬁﬁ)ﬂ#ﬁ%ﬁﬁﬁ)ﬂF%ﬁ%ﬂ&ﬁ%ﬂ%?EB#, AR ZAN AR ZFIN—1 LAN B
To

. RIXMAER,
4. FREZIREKIE, LUEE X BMC KX ERABTEIFIGIE.,
a. 3% 88 T > * TABHHESE > BIREE
b. AEA LAN BiREDEE—MERSK,
* WFRBARS, EEE . 1
* A TFEIGIRIE, T BEMILBRAEER o
* F LAN GBS, EE*1,
* EEREESET, EEFEHRRE LAN BAT.
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o EEEFMmER UK A RSN ERERIBNAF .
a. & *IgE * > * FaEMmESs * > " Sk <
b. I FEIRKRIEARS, N *1%o
C. NEBAMERRANS N HMEIRIRIESR.
* BRI EBIRRSE, BECRSEFHUMESAEIES ARk,

" NEARHEBRSEWLESEM, 5% "Sensor Type" (fRRAE3RE) K Al (22 " (FrERRER)
*, Fk#E "Event Options" (2T 7 "All Events" (FRESEMH) . MR FAFEREM, &
FILATH I E CR PR A0

It BRATRME

MRBATTANE, WALBIZEZRAEIERS2 (KMS) NERFRPIEETIE
&, BHIEYEELFMNESPRIFR. ENIERELERREFEFBERATAME, HAE
KMS ME IR IEE, REEBUEEET SNE,

BEEHNAR

EEBXEE StorageGRID BIiBAFE X KMS Y58,

KXTFULES

BRT HRMEZERILERFEEEN StorageGRID i RECERIMNPEZIAEIRRSSE (KMS) o 81 KMS (8
KMS &£38%) ARERER EFARETRNMERR. XERANEAT NRMBRISEFENHE EBVHE

BATINEFREE

FILIFE StorageGRID FREE KMS 2 Mt EEMSERRTRBIGE. BXESHAES, BENEE
StorageGRID BJiitBEH A X KMS FligEEHENEE.

* MRAREREZAKE T KMS , NERE EEATRMEBEAGEANNZEE T KMS Y StorageGRID i
=B, KMS =HIBIINE R 48,

* IREREIIREZAIRIZE KMS , MTENESHIRET RBNIERECE T KMS HRIEALL KMS 5, #3¢
BRATTRMEZENS MKERIT KMS ZHRII1%E,

@ BRTTRMZRILEEEE EEENKMS Z B FERE A SRR AT R 2 Ini 2 AT
ME. FRAERKREFIKEN KMS RIERE, BNIREFZREIMBRIRERIRIF.

R KB WHERITHRZREN KMS &, NI EeRIgE EHE, HFEBEERESER. WRTEN
KMS o REIREER, NSHMXMIER. WREFBERR KMS BB, KMS ZffidHi, 5 KMS BERZETFF
BMEET KMS ZIARY StorageGRID R4tHHMIbRigsE, NI ELELER.

g
T THNSEEE, ARBNREITEEHIZN P itz —,

https://Controller IP:8443
Controller IPj@="StorageGRID MLEHEM—PWLE LitEizHR(MAEFEITHIZS)IPHLLE,

IEAHE 2R StorageGRID 1§ & RERFETIE,
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() 8 KVs BEMBENEE, METEHERN KUS B, NS TRY,
2. 4%~ EREAEME * > " HAME .

NetApp® StorageGRID® Appliance Installer Help ~

Home Configure Networking - Configure Hardware - IMonitor Installation Advanced -

Node Encryption

MNode encryption allows you to use an external key management server (KM3) to encrypt all StorageGRID data on this appliance. If node encryption is enabled for the
appliance and a KMS is configured for the site, you cannot access any data on the appliance unless the appliance can communicate with the KIMS

Encryption Status

A You can only enable node encryption for an appliance during installation. You cannot enable or disable the node encryption setting after the appliance is installed.

Enable node encryption |

Kev Manaaoement Server Details
3. &8 * BRATSRME *,

ERILECHIER BRAT RME MASEREE. BREFERE. FHRIRETRIHEStorageGRID R4H
HKMSIZZSAHFIRHEMZE L, REIRER, BRFRATRME,

@ BERT T EIMZMIEERIMEIESR KMS B StorageGRID I65f5, BT EEIEX LT e
B KMS 1n&,

4 JEERE
S. R &EE N StorageGRID ALEHHITI =,

Hig&iHiR) /Y StorageGRID IERECERY KMS ZARY, EXFFIAEAE KMS EHME, REEFRE
KMS IIZIIZRETRHERSR, IR E/LDHE, EABRTIREFNEEER.

RERVSEE—HEYIIE KMS IIEZH, ZEBBRROILAEHMES, BESFEALIR
BINZRZRIAHITING, XMNEZRFALE, BEBRA T TRNENIZEIHINN
StorageGRID iR EZER KMS ZiA 1L,

SERl/E
BAUBEETRMERE, KMS FAEEUNIEET R FAEFRII EEERRER.

BEXES
"&I2 StorageGRID"

"ELEHPIRI T EET R InE"

Ali%k: EXRAIDIRT({XPRSG6000)

EeI g BV EM RAID 121, LUREFENMEER, EREESEREFME
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TR Z BB ER,
TEBNAR
* IBIETEE AR LUEEE| StorageGRID FIEAZE F o
* BRFImEBERZIFNWeb K28,
EXFUES
ERBSENERNEETEZE, EaLUER U TERE RNz —:

* *DDP* : IR/ \ MBI B ERAR N EREIREIEE, XEFIEIRENIIAENIER. 5 RAID6
18tt, DDP AlRE&RSeItaE, 4ErEkniss X ERFZERIERNE, HENWEE, DDP EAJ7E 60 KEhaFik
BERRMEHEERER.

* *DDP16* : IR E 16 P EIEIREIZREAM A BRI IKEEE, FtS DDP 18LL, FHEUXES. 5
RAID6 18tt, DDP16 FliEmRStItRE, JErEREheifEiaVEREMNE, BUEEHRHEFNEFERER.
E{EF DDP16 =1\, EHIEEXNNELDES 20 PIKRIEE. DDP16 NMEMEEXFF.

* *RAID6* : IHIERE 16 M E SRR TNBIERR B BRILIEEIEE. BEA RAID 6 121, EHEEEX
MEVES 20 MEGHES, BFAS DDP FALL, RAID6 AJLURSIRENEMENE, BFREBINEKRZH
StorageGRID FiEH{EA,

@ NREERETTEZLAERE StorageGRID , MELL RAID IBASMFFMBIMX LS, XkE
ERIPRE SRR E Ko

p
1 3TFNEER, ARBNREITEIZHEEM 1P itz —,

https://Controller IP:8443
Controller IP="StorageGRID MLEHEA— WL _LitEEH23(MARFETHISS)8IPHL,
AT 2R StorageGRID & REREFETIHE,
2. BEER * B4% ¢ > * RAID 183t * .
3. 7 * FicE RAID &3 * Tim £, MIEX THIYIRPIEZEFIFR RAID &3,
4 BFHEREFE",
EXER
"NetApp E RFIARF G IER"
Al EFRRGNGFERIMLSIEC
o g BRI EFMET = LIRS O E RS R RERVIMBIR O, Fl90, HFFERT
FrAsEinldiEid , ErlgeEEE MM ImL,
BEENAR
* {®4CR1E /18] StorageGRID &R EER,
* BEKREE, B ATREENHTERimR.
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@ NREBHIREHEMIIHO, NAREERBERNROKREENH TERER, MREERENEHT
tfim R EEEMRMIEO. BRI IRE ML 15 BB B FRim O E RS

p
1. 7 StorageGRID I8 &R ERRFH, B * EEEMKEE * > * BFfiHO * o

A% 2R Remap Port T,

M * RILR * THItERR, HESEHMETMEOERME: WK, EERIEF K.

M > Y > THIEAR, %8 IP Y. TCP 3¢ UDP,

M * B AE * FHIER, EREAGEOSHBFRRESME: A, BIEsWE,
MF * RigiRO *, AAEEHRSHNIREONRES,

MF * BEREIEO *, BRARERNREORS.

B RMH <,

N o g k~ w0 DN

LERTY, H#rimCBREPRIRINZIRF, BRIRGDEILAIERL,

Remap Ports

If required, you can remap the internal ports on the appliance Storage Mode to different external ports. For example, you
might need to remap ports because of a firewall issue.

Metwork | Grid j Protocol | TCF j

Remap Direction | Inbound j Original Port | 1 =
Mapped-To Port 1 =]
Network Protocol Remap Direction Original Port Mapped-To Port
" Grid TCP Bi-directional 1800 1801

8. EMIFRIHOMREY, HEFREMIROMNII AR IR, ARBE * BEREEMRN * o

MBEREFHET R

LRMEEFMIREE, EAILUSHEIER StorageGRID RFFNFHET R. KIREHE
NEFETRET, ERILUERIRE _EREMIAY StorageGRID 1R&REIZF.

ERBHNE
 MBERHRE TR, BASRTRENLRIR.

"RIFHIRE()"

* R EBREENRINUES, HEEZEEHNEHERR.
* BfEM StorageGRID IREREREFAILIRFEEMMAEREL, IPMUMKOEMHRG (WMRFH) .
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* BB D ERAIgEITREIERIZ N — IP tuhit, SR LAHERIE1ERERY StorageGRID LS EALL 1P itk
* BE&FZE StorageGRID R EEIET =

* StorageGRID I8 &R EIZFHY P ECE UE L5 HBIFRE MR NS F R B EEET = _ERIRIERILEF
FIRAE Xo

* BHARSEICABMEE R RN Web 528,
XFIES
SN FESEBAE—IFET . EMZEE T LUEETIMEMLE, BEMENE P HMNE
E7f StorageGRID AFAHF B IGHFFHETI R, 1FIHIA StorageGRID IGELEEZEFHIMITUT LT E:
* EALIEE S RIAEEIET 28 1P it U F#ET R B9R2 R,
© ERIAFHAERE, HEFSIEETEHTRRMY.
c UREHETHNRERETSE, EILUBIERIIMSEIES, HUEFREMET SH5EM StorageGRID
TRMEPEIIERME T,

@ NREFE—RBEZMLET R WAILUERABMITREIIRE configure-sga.py IRER
BRI,

 MNRERITY BRMEIRIE, 1BIREBHENEAHITIRIE:
o BIGRIFHET S AMEIIME StorageGRID £4:, 182 WE XY & StorageGRID Z4RIIHEA,
° BEEMEREPHBIGEEMT R, BENEXMEMEIFHYIHA,

TR
1 F TN, ARRNGEITEIZGEI2ZH IP #ilk2—, + https://Controller IP:8443

AT 2R StorageGRID & REEFE T NHE,

83



NetApp® StorageGRID" Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advanced «

Home
© The installation is ready o be started. Review the seftings below, and then click Start Instaliation.

Primary Admin Node connection

Enable Admin Node =
discovery

Primary Admin Node [P 172.16.4.210

Connection state Connection to 172.16.4.210 ready

Mode name

MNode name MetApp-SGA

Installation

Current state Ready to start installation of NetApp-3GA into grid with Admin Node
172.16.4 210

Start Instaliation

2. 75 TEENREE  BoP, HERTTERETEET R IP i,

NRFTRIEELBIBP OPRET HMTI =, N StorageGRID I&&RERF BRI 1P #ilk, Bt
EXBEETAHEDL—NEET admin_IP FEMMET S FE—FM L.

3. NRKERIL 1P SR EE LU 1P sk, EHEEM L
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1IN Description

FohiA IP a. BUEES - BREETRRI * Ei%E,
b. FEpEN IP Hidlk,
C. BEREFS
d. FRNERORES, 88 IP HubE&EmMLE,

B AMFrEBEENETEET R a. ¥ - BREETN AR * Ei%1E,
b. FFE A IP #utFIR,
C. EE%‘B%ﬁtiﬁé?’?ﬁ%*ﬁuﬁ“E’\JIW%&?E?%E%EE%

/TN O0

d BF*RE"
e FRERRS, &8 IP MUbESEME,

4 1 TREBEN - FRA, BAERTHRETRNER, ARELE*RE".

TRBAMRDEL StorageGRID RAFMIIRET R. ERREMBEESNTRIIE BIRETR)
Eo MMRFE, ERILEMET RBSERZ.

S. I RE AP, HIASFIRSH EEFIBRE" node name FEAEEETRHNNIE admin ip "HEA

TR RE R,

NRRBRA * FHARE * 11, WAlFEREENMERENIRAIKE. BXRHA, BHERIRENREMLR

B,

@ MRBHFFMETRISEMBBATRREBF, HEMELEHREIR, ARASERTHREE
BIET R NIMEMYHP, +RIEHIRE()"

6. 7Z StorageGRID RELEEFENF, BE * FRRE ",

LEPRESIE EROR "Installation is in progress , " ", AT ERIGIEELETHA,
() OREBEFHHNGRRRETE, HHE  BERE ",
7 MRFBEESMREEETS, BN REEERESTE,

@ MREBRE—NRPEZSMGEEED R WA LUERBaITREETIZE configure-sga.py
REBLREMA, HANERFEEDT =

EESE
YRR

"REFFIRE ()"
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BITFEIRE R

EREFTTMLZA], StorageGRID IKERERFZEMINS. RHERETHE, KEKEN
=hp

p

1. BRITREHE, FRE * BIERE
"Monitor Installation" TIEIE B RLEHE,

Monitor Installation

1. Configure storage Running

Step Progress Status

Comest o strage centoer N o

Clear exsing confgration —

Configure volumes Li E = Creating volume StorageGRID-obj-00

Configure host seftings Fending

2. Install OS Fending

3. Install StorageGRID Pending
Pending

4 Finalize installation

BEERSIERETYRIEEHITHNES, FBERSFRTEMIITTRIIES.

—_ - —_ -

(D LEREFARRELANTERTRNESFIEMET. MREEZEHETEE, NUFAE
BN THEAESHSETERERSFNIRZ skipped o

2. EEARNTEMBRI#HE,
° o ECERfE

TEULRNER, RERFRERDEFMHEITFIE, BREMNERE, 5 SANtricity Z{H&(EUEES UKL
BEFMiRE.

° o Wi OS*
TELME:, RREFSRE StorageGRID HNERIRERFMEEFIFILE.

3. spRUsIEREAE, EE) * R StorageGRID FMEIRE * MERHE, HEAMAREHA LEF—FHE
, RREEARNEEEREEET R LIEIT S, MRRNT T,
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4 HEMKEER. HERFEFHETR. AR5THStorageGRID £
EMRERGPAE * RE

Home

Monitor Installation

1

=

£

Configure storage

Install OS5

Install StorageGRID

Finalize installation

Configure Networking -

Connected (unencrypted) to: QEMU

platform.typen:
[Z2017-07-31TZZ:
ontainer data

[Z2017-07-31TZ2Z2:
[Z2017-07-31TZ2Z2:
[Z2017-07-31TZZ:

[2017-07-31T22:

[2017-07-31T22:

of node configuration
[ZO17-07-31TZZ:
[Z2017-07-31T22:
[2017-07-31T22:
[2017-07-31T22:

-07-31T2Z:
-07-31T22:
-07-31T2Z:
-07-31T2Z:
-07-31T2Z:
-07-31T2Z:
-07-31T22:
-07-31T2Z:

Cii) =1

Bonftigs

XFUIAES

BEIfE®

Q09:

09:
09:
09:

Q09:

09:

Q9:
09:
09:
09:
09:
09:
09:
09:
09:

09:
min Mode GMI to proceed...

TENILE
GV = sy =

Configure Hardware -

Device or resource busy
INFO -- [INSG]

EMEENTEHESZ D

12.

12.
12.
12.

12.

12.

1Z.
12.
12.
12.
12.
12.
12.
12.
12.

12.

3625661

3662051
3696331
5115331

5700961

5763601

h813631
5850661
5883141
5918511
5948861
2983601
6013241
6047591
6078001
.b1609851
.b145971
6182821

REUNRICERE

StorageGRID L4513 —

INFO
INFO
INFO

INFO

INFO

INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO

* 5, % 3 MERSERk,

[INSG]
[INSG]
[INSG]

[INSG]

[INSG]

[IN3G]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]

IMonitor Installation Advanced -

Complete

Complete

Running

Pending

NOTICE: seeding ~wvar~-local with c
Fixing permissions

Enabling syslog

Stopping system logging: syslog-n
Starting system logging: syslog-n

Beginning negotiation for downloa

Please approve this node on the A

EESUE N

1 StorageGRID %,

MAREIE ZH StorageGRID S2IIEE B A,

5% 4 FNER * STRRREE * FHiR. FiER 4 eRlfE, ITHIERISE
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BEHBPITREMEE, BERUT—IHEZNEDL:
* BIE—1 JSON Xt#, BTIEEIRENEEIRE, £ StorageGRID i8& % E2F L% JSON X1+,

() eanERR-—x#REES M.

* A StorageGRIDconfigure-sga.py FiF B B 1&EBIPythonflZs,
* EAHEM Python BIZAEIE T StorageGRID RZRVE AL ("WE ") »
En L B E B StorageGRID Bnfift Python fiizds, WAILAEREEIEARSI, HEBIAEES

(D)  CALNRKRBEMEETAHRER StorageGRID %3 RESTAPI . HSIERL4HIET
A X T EMIZEStorageGRID ZEXHHIEE,

fEFEStorageGRID 1§ &L EREF LB IRE

TR UERESEEE SR JSON X EMECEIRE. TR LR StorageGRID I8& %R

RiEF LB,
BEENAR
s RIS E N TERS StorageGRID 11.5 L E SRAFBANEFE 1

A E A S F RN S SR IR B BB VIR & L BYStorageGRID 1R & REZF.

ANy

%FUES
BRI EHITRERERS, HNREUTHNE:
© PR, EIEMATIES RS 1P it
* BMC #0
" e
- HOSERS
- PRI
- BERERE
868 LA JSON XA REIRSBHLLE StorageGRID B ERERFHERS M NEFHATRELEES,
RHRERBRES M BAN. EUF—REE— T RNEEX

@ NMRELUNARPAEELREMEEEIRSE. WALUFERA configure-sga.py fllds, +"'{#
Fconfigure-sga.pyilA& B oh L EME B IRE T ="

T
1. ERUTAZEZ—%ER JSON X1&:

° ConfigBuilder I A2

"ConfigBuilder.netapp.com”

o configure-sga.py IRRICEMA, EFJLIM StorageGRID &&ELERERF (* 88 * > * 1ERICE
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automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
https://configbuilder.netapp.com/

iz ) TEULEIA, 155 REXERA configure-sga.py il B ohfc & AV A,
"fEFconfigure-sga.pyfii&s Boh REMAEL B IKE T A"
JSON XA H RBIRRMTE L TEK:
c M —TMNEMNENE, ELEE 1 NFER, HFEREE 32 MNFR
c AJUFERFE. HFMEFH
° FEEMEFHHLHER. BRENEEHF
@ 1EMALR JSON XTSRRI (IMEBHF) =H—R, BUEIETEER JSON X4
FEEZ TR
2. EFEk > BEIMKREE
LA BRSBTS,

Update Appliance Configuration

Use a JSON file to update this appliance's configuration. You can generate the JSON file from the ConfigBuilder (§ application or
from the appliance configuration script.

A\ You might lose your connection if the applied configuration from the JSON file includes "link_config"
and/or "networks" sections. If you are not reconnected within 1 minute, re-enter the URL using one of the
other IP addresses assigned to the appliance

Upload JSON

JSON ’ Browse

configuration

Node name - Upload afile v

3. EEEE HENEER JSON Xff.

a. Y R
b. SREIFPERE
. R T

B EEHIIELX 4. BIESRETME, XHRRBEREERBEERICEIL,

R JSON XHHBEE RS "link_config" , "networks" ZiXFREBIEZRS, NIATRER MR
() FAopemEs R 1 SRNREREE, BERSRARENEM P it > — B
MINIRE URL o
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Upload JSON

JSON Browse appliances.orig.json
configuration ; )

Node name --Selectanode v

LRI ER JSON XHFHRE X WIRE T R B IFEAT * TRBNR © ThibR.

@ MEXHT, WXHBEETHLE, FEEEEERER—FBIRES, ETRXHR
SNATFIIEE. EALUER ConfigBuilder RHHREGH KA JSON X5

4. K * HRER* FHYRPEE—IT R
LB E A * A8 JSON FRE * #25.
Upload JSON

JSON Browse appliances.orig.json
configuration ) )

Node name Lab-80-1000 v

Apply JSON configuration

S. 1%&$E * W JSON ERE& * o
IECE RN ATk E T

£ configure-sga.pyfild B oh LEMEEIKE T =

& LAER configure-sga.py BT EHEh1TStorageGRID & & T REVIFZ L EMACE
EEZHHA, SELENREEFEET . IRERBEAREIRE, WHATESEER,
el IR A ER B S IREEEEE ER JSON X1,

BEENRA
* g FREREENZEF, HEEZIEHNNEHERBS.

* Bfff StorageGRID &/ REREF N FEET mECEMEFEIR IP ik,

*MRERETIEETS, WEFER P it

* MRERENEEHMT R, WEHEXEETS, FEEMEH IP it

c HFEEETRLIMIFIET R, BEZEET S ERIMEMEFMYIRAPEN StorageGRID i&&REE
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FFRY 1P BCE DIE L5 tHBYFRE WA IR F o

* BETH configure-sga.py XHEZXHESTEREIEF, EHAILLBTEE StorageGRID IRERE
TERFHRY * FBE) ¢ > * IREREMRA * KRR X Mo

(D IHRES R ERTFRECERAGLTREAEEE —ELENERAF. 5E, EhallER
StorageGRID K& REEF B MITACE. +"EfStorageGRID k&L EIZF HiLEIR&E"

T
1. BREABFIEIT Python BIZSHY Linux &,
2. BREAXHZNEEN—REUNREETBASHIIR, BREAUTRE:

configure-sga.py --help

o configure-sga.py FIRERENFHZ:

o

advanced AF&%kStorageGRID i&&XXH. SEBMCEEMEIEE S IREHFIARERNJISONN 4
° configure AFEERAIDIER. T =RITFMLZSEL
install FF#fStorageGRID &4

o

° monitor FAFEStorageGRID it
° reboot FAFEHBIMEE

MRBAFHL(BER. LB, TR, GEXEHBMN)SEH. ABRAN —-help EIEREIZ—MEEMX
&, HRRETEXZFRS+HoBEMNEZFHER configure-sga.py subcommand —--help

3. EMfpNGE T RIVHFIRE. BEEPBAUTAR sca-install-ip RIRE T RBE—IPHIsE: +
configure-sga.py configure SGA-INSTALL-IP

ZRBETRENEA IPER, SREIEELTRN P IR EXERE, MEHEFIRNEZHER.

Connecting to +https://10.224.2.30:8443+ (Checking version and

connectivity.)

2021/02/25 16:25:11: Performing GET on /api/versions... Received 200
2021/02/25 16:25:11: Performing GET on /api/v2/system—-info... Received
200

2021/02/25 16:25:11: Performing GET on /api/v2/admin-connection...
Received 200
2021/02/25 16:25:11: Performing GET on /api/v2/link-config... Received

200
2021/02/25 16:25:11: Performing GET on /api/v2/networks... Received 200
2021/02/25 16:25:11: Performing GET on /api/v2/system-config... Received
200

StorageGRID Appliance
Name : LAB-SGA-2-30
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Node type: storage

StorageGRID primary Admin Node

IP: 172.16.1.170
State: unknown
Message: Initializing..
Version: Unknown

Network Link Configuration
Link Status
Link

Down

Link Settings
Port bond mode:
Link speed:

Grid Network:
Bonding mode:
VLAN:

MAC Addresses:

Admin Network:
Bonding mode:
MAC Addresses:

Client Network:
Bonding mode:
VLAN:

MAC Addresses:

Grid Network

Speed (Gbps)

10
10
10
10

N/A

FIXED
10GBE

ENABLED
active-backup
novlan
00:a0:98:59:8e:8a

ENABLED
no-bond
00:80:e5:29:70:f4

ENABLED
active-backup
novlan
00:20:98:59:8e:89

(Static)

CIDR: 172.16.2.30/21
MAC: 00:A0:98:59:8E:8A
Gateway: 172.16.0.1
Subnets: 172.17.0.0/21
172.18.0.0/21
192.168.0.0/21
MTU : 1500
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Admin Network

CIDR: 10.224.2.30/21 (Static)

MAC: 00:80:E5:29:70:F4

Gateway: 10.224.0.1

Subnets: 10.0.0.0/8
172.19.0.0/16
172.21.0.0/16

MTU : 1500

Client Network

CIDR: 47.47.2.30/21 (Static)
MAC: 00:A0:98:59:8E:89
Gateway: 47.47.0.1

MTU: 2000

S i i
#HHH4 If you are satisfied with this configuration, FHHH#
##### execute the script with the "install" sub-command. #####
ifddssdddddpdddtdtdtdsddddpdgdtdtitittgadamandndmanA Ak

4 NRFEFXLFIEEPHEMAE. BER configure BFEMENNFH<S, Hlal. NREEGERTF
EEIEEET AP ER N 172.16.2.99. MALUTHZA: + configure-sga.py configure
-—admin-ip 172.16.2.99 SGA-INSTALL-IP

S MNBERSHIBERDEIJSON . 1BEFEA advanced Ml backup-file Fap<, fFlal. MNREHZHAE
BIPHINEENIGEIECE SGA-TINSTALL-TP BB NI appliance-SG1000.3son. MAUTRE: +
configure-sga.py advanced --backup-file appliance-SG1000.json SGA-INSTALL-IP

BEERERESN JSON XHRFEARITHENR—BR.

@ KMEERE JSON XHEHRHINET RBZFR T SIRERMILE. B/ H#HITERER
, BRIFBRERNFENHAFH2ME 7 ## StorageGRID API ,

6. NREXNGHIEERHE. 1B5FEMH install M monitor AFLEIGEMNFHS: + configure-sga.py
install --monitor SGA-INSTALL-IP

7. NBRBEHEMNES. BEWAUTRHSB: + configure-sga.py reboot SGA-INSTALL-IP

Bzt B & StorageGRID
HEME T RE, ZEoJLABSIECE StorageGRID R4,
BERENHNE

* BRI REIES T U T XA E,

X Description
configure-storagegrid.py BT B8ahEdER Python 7
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X Description

configure-storagegrid.sample.json B F AR BB E X4
configure-storagegrid.blank.json BT =i & X

- EEEE configure-storagegrid.json BB, BRI, EaESURGIEE X4
(configure-storagegrid.sample. j son)ﬁﬁﬁaﬁﬂﬁiﬁ: (configure-storagegrid.blank.json

[e}

KXTFUILES

EOJLAER configure-storagegrid. py PythonflZ&#] configure-storagegrid.json AT BEIED
& StorageGRID ZFMIECE X 5o

() coTuERREERRSRE AP RERS.

TIE
1. BREABTFIETT Python BIZHY Linux iHE 4.
2. FRARERLEIENE R

fB%0: + cd StorageGRID-Webscale-version/platform
HM: platform A debs, rpms B vsphereo

3. 1517 Python RIZAH A ECIEMNECE X M4
fBgn:

./configure-storagegrid.py ./configure-storagegrid.json --start-install

e

—MEREE . zip XIFBERELIZFEN. HTHEGTRENEEIENERR, BOAEDMERGENX
, UBEE—IPRZIWETRREBRPERME StorageGRID R4, i, KEEHFLLMNEHMEMEN
RENTFELE,

() mEaxXHEXFSERER, RACEETATM StorageGRID RAHREMIENNEEAE,

NREIEE N ERFEVIZRE. MFEERE Passwords. txt UIEHEKIARIStorageGRID RFFMEHERIZE,
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FHHH AR AR R
##### The StorageGRID "recovery package" has been downloaded as: #####

#H4#4 ./sgws-recovery-package-994078-revl.zip #h#H#
#HHH4 Safeguard this file as it will be needed in case of a FHHH#
#HH#4 StorageGRID node recovery. #HH4##

R A A A A A A A AR AR AR AR AT RS

AAREETHHINEENREHEE StorageGRID £%i.

StorageGRID has been configured and installed.

24t REST API #fR

StorageGRID 12t TR FHITLEESH REST API :  StorageGRID %% API #
StorageGRID & &R &EER AP .

X AP #B3{E Swagger FFR API & K324 APl 3XAY, Swagger RiFF R ARMIEAFLZARTRFARE
5 AP #1TRE, LA APl gNMeINa Rz SEFNED, AXERE EHAEBIRE Web $2ARF] JSON  ( JavaScript
WERFTE) BIEKRR.

£ AP SRR DTHATRIER APHEE N KIS R(E, B3R, FTEERMEIE, FHMIFRE
BEE IR,

51 RESTAPI sp % #EHE API BY URL , HTTP #2fF, ERMFEEAER URL SEUAKTRHARY API PR,

StorageGRID &% API

REEERECE StorageGRID Z4iHY, UNREFERITEEETRIMER, StorageGRID &4 APl A AJF.
AN ERS@EE HTTPS iFiR%% APl

Eihin] AP XY, FRIIFEET R ERNREMD, ARMEEEZFERERE * 858 * > *API X4 *,
StorageGRID &% APl 83 L &84 :

* config —5 API B9/ muhRASHEX BVIR1E. R LATI Xk A S #5097 sahR A EE API ARZS,

© AR Y - PIAREREC B IR(E. BRI LURENAIEFMWMIZIRE, SEMNKIFMAEE, MERNEFM, MEZELKR
NTP #1 DNS ARS5 23 IP ik,

* "Nodes - TREFINEERE " . EAILKREMBTRYIE, HENETR, EEMETR, EEMETR
UM EEMET R RECE,

* B —EEERE. EaUBHEEIREHEERIERENRS.

*RE r —EEETRMERE. BAIUEERER, LEMERGE, BoimEUREEMERIENRE,
* recovery-package — N & R E I B RIIR(E,

© bR U RARELER(E. EEILIRNE, TE, MIRRAERIL S,
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StorageGRID & &% EEiZF API

B LAMIBIZEHTTPSIA (0] StorageGRID 1& &R &F=IZFAP| Controller IP:8443,
ZEihia] API X1Y, 15 E)ig&E LR StorageGRID IR ERERRR, AFMEEIZFEE ~ 8B * > *API X5 *,
StorageGRID & &R &EEF APl G3ELL TESD :

kg —ATFEENEEIT SRR,

* T INE  —ATEEMENEEMEIRESIRNE,

* CEHEE * —FATEEENEG LRERAISENIRTE

* O ZE AT ARREREN ST RN SR

* * WLRIELE * - 5 StorageGRID & EHIME, BEME P IHEMERE U KILEROIREHEXAIZME,
YIGE C —ATERRISEREGENRE, SEERRNEXAGNEEHEMEEETS P,

* AT ERBHEHISIFIRE B SRR,

* AR —SAHRIGEE R XBIRIE,

* uploadsg —FF 1% StorageGRID L #4AVIE(E,

BB L R T FEHR

NREERE BRI, EFSBEARENEZRFEXNSERFERIRSER
#E.

BXES
"R E TR

"I 0] R TR P HERR
EESG6000-CNIZTHIZS B LD

T EEREEIRN, BMC &=/7 SG6000-CN 28 icR—RFIE N5, &rlLuEE
A NEE XL,

BRENAR

* EHEfAlA R BMC 15 B4R

* IREBEAETRZBEDIKVM). WEBEMNERKVMEBZFAEEEFENEN,

. ZE;%@E@FH LAN E&17 ( Serial Over LAN , #[5%%7%%) , NABEA IPMI #IE431TH & N AERRY
B

1. ERUTHEZ—UERLEITHIRRNBEMNNE, HIKEMBNIESE.
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N

& PREIRE
VGA £l & * %¥ VGAEREE
* VGA 4itk

KVM * KVMRFHER
* RJ-45 45tk

B TRO * DB-9 SB{T4i%
* EIBRITRIE

R * EIBRITRIR

 MREFEANIZ VGAEHE, BERITUTEE:
a. ¥ VCGA NERSEEIIEEEMN VGA ik
b. ZEF IS 2 RAIARE.
- MBEEAKRZE BMC KVM , iERITUTHE:
a. &3 BMC EEiROHERE BMC Web HH,
b. J%&#F * ImARITH * o
C. BEI KVM ,
d. EEPEESE EEFNE,
. NREERANEHRTHOMEL, BEHRITUTSE:
a. EEFIREEHERY DB-9 BT,
b. EAIZE 115200 8-N-1o
. THEIBIT BITRIRITENRHD,
- WNRIEEAKRE SOL , BRITUTHE:
a. £/ BMC IP it & R EIREZES IPMI SOL .

ipmitool -I lanplus -H 10.224.3.91 -U root -P calvin sol activate

b. EEEMRITAR LA,
- R TRERERILENAE,

(aeE) eI
&u7 F R ERE.
HP AFEENERTETEEMNSZIEOFR ( Network

Interface Card , NIC) [Ef%,



%z R

RB NABGENE, RAEEEHRB.

FP BHFRABEHEHOEETM. TH2REEERS
EERBD.

b NERATREFET =

AR ETESFRSEMETHISHRILEEHS SANtricity
?Eﬁf’lf%é;uﬂio

c o NREHREIR FIMERARERE, BH
TUTTE:

a. ffaik SG6000-CN 1ZHl28 5 MZEITH 28
Z EMIMIR B iE4 4% B F EERE,

b. RIEFEEM—IRAZREL, ARE.
C. ANRTEB R IA P, IFERRRASZ

.
HC RGEEREIMA StorageGRID LR,
WY StorageGRID & &% &EIZFIEEIETT.
HA StorageGRID IETEiE1T.

EZESG6000-CNITHI SRRV EE IR LA

YNZR7E SG6000-CN =SB RIS &K M 81X, N BMC ZI2R— IR, ,.ﬂt_JL,L
RIEFEEA BMC AEEEXERIRAL, ARSRARZFFERAR LRI R &R

EBEENAR
* EEENEIGE) BMC 5 B4R,

SHIE
1. M BMC 58k, i%#F * BIOS POST Code*
2. BEANYRRBALHREETRHER,

NRBTRUTE—HIRA, BERARSIFRAR AR R o

(%:Z] TR
0x0E RIEAAES

0xOF RINEBLAED
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Qe
0x50

0x51

0x52

0x53

0x54

0x55

0x56

0x57

0x58

0x59

Ox5A

0x5B

0x5C

0xDO

0xD1

0xD2

0xD3

Oxd4

0xD5

0xD6

0xD7

R
NEDENHEIR. AFRETHHRNFERERRS.

REIELTEIR. SPD 3EERAKK,

RFIRLEIR. RERNTHERTFRIRAF LA,

REPRLEIR. RMNEIRTARZ.

RIEERRFANIRLIRIR

RLEANF

CPU AT RE LN

CPU AILEC

CPU B#RMELAIREHIL CPU &1 HIx

RE) CPU A SIS ERKIN

REB CPU $HiR

=& PPl ~a]H

PEI BfiE& BMC Bk K

CPU #tafLsEiz

JERTHIIE I EEIR

rAHIIA L EEIR

LRI AT A

PCI HRDECHEIR. HIFEFEo

[RBIED ROM & B8]

RREEH SthigE

REHTHI NI E
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100

%z
0xD8

0xD9

OxDA

0xDB

0xDC

0xDD

OxE8

OxE9

OxEA

OxEB

OxEC

OxED

OxEE

OxEF

OxFO

OxF1

OxF2

OxF

0xf4

0xf5

0x70

SN
BT

MEENETAHEE ( Loadimage iR[EIEIR)
Bk ( Startimage R [EIFEIR)
INTFE R

SEMYARA

Dxe BB BMC Bk

MRC : err_no_memory

MRC : err_It lock

MRC : err_DDR init

MRC : ERR_MEM_TEST

MRC : err_vendor_specific

MRC : ERR_DIMM_COMPAT

MRC : err_MRC_compatibility

MRC : err_ MRC_struct

MRC : ERR_SET_VDD

MRC : ERR_IOT_MEM_buffer
MRC : err_rc_internal

MRC : err_invalid REG_access
MRC : ERR_SET_MC_FRQ

MRC : err_read_mc_fREQ

MRC : err_DIMM_channel



%z R

0x74 MRC : err_smix_check

0xf6 MRC : err_ SMBUS

OxF7 MRC : ERR_PCU

0xf8. MRC : err_ NGN

0xf9 MRC : err_interlef failure
g EA TR

IR BE GRS R TR IR SRFEITHI28 L SG6000-CN 1THI2s /AT B ohhIE, I
StorageGRID & &L &EZEF e AT FH.

p
1. W FEEIEHIE, FEETRERSE LR,

ERThHREIA KRR EY, M ERET—RIINE, BHRIIEE. XK ERETRshow 99

2. &%E SG6000-CN 154122 89 LED LUK BMC R ERMBE oIR8,
3. NREBEEBREXMRCITIEIR FVEEE), BBERABE AL,

BXER
"B E SG60007FiEixH 2RI B RPIRSHED"

" { E5700 #1 E2800 R4 Eix15r) "

"BEESG6000-CNITHl 88 L AVIRSHE R AT AIZE"

"B ESG6000-CNIZ 23R B EnLAS"

"&HSG6000-CNIZH2FHIEEIRAED"

XA A R A TR PR HERR

YNSRIGTE StorageGRID IR ER=AEIERERZP, NHRITIIHNEERESRE,
TR

NRTEERTZE, WETRFEMREEHER , SE B A RERREARKINTTH.

TE
1. R T%EEE SANtricity R EIRR .
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a. Sy FEAEEWSE _ LT85 2589 IPHI3E XF SANtricity System Managerfi{Tpingi®fF: + ping
Storage Controller IP

b. 405 ping RIKEMEMIMBEL, EHIAEEMERY IP A TR,
fERE—FiEiEH2E EREIERDO 1 89 IP sk,

C. $NR IP HULIEH, BB IREHLMMEIRE,
NRFTARR TR B3, BERRRARZH

d. 308 ping AN, BEFTFH Web 3528,
e. B N\SANTtricity Rt EIE2ZHIURL: + https://Storage Controller IP

LA 2R SANtricity R4 EIESMNE R TUE,

2. NRFXERES SG6000-CN #5425
a. =i fEASG6000-CNIZHIZZRYIPHIUE YT & E NI Tping#R{E: + ping SG6000-CN Controller IP
b. 4N ping KRUWEMERIMLL, EHIAEFERD IP I ERTIR,

TR AGE MR ILE, EIEMKEE P ML LigsEa) IP ik,
C. $NR IPHULIEHA, BIEIREML, SFP WABHMNKIRE.,
NRFTEFR TR B3, BERRRARZ

d. 308 ping AN, BEFTFH Web 3528,
e. i \StorageGRID & &% & ZFHIURL: + https://SG6000-CN_Controller IP:8443

IEERE R F TIDIEo

T RERETEREREREFHR

SNRIEF SG6060 L 7 RIS, (BXEY RIIKERTE StorageGRID K& REIZFH
» MNIIEXEHEERERERELEHITHER.

KXFULES
ERILUEE 7E StorageGRID RERERZFAEREUTMEERRILT BREEEEEIIRE:

* IR NAEBE—FEXT RENER.
€ The storage system contains 2 expansion shelves.

* * B4k *>* RAID 123 * WA BT RBHERTIEEESTESY BE, i, EUTREEEY, Ex
TH SSD #1178 4~ HDD » BE™W M BE2HY SG6060 2HEE 180 MELHES.
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Configure RAID Mode

This appliance contains the following drives.

Type Size Number of drives
55D 800 GB 2
HDD 11.8 TB 178

R StorageGRID &K EREREFTHEKIERFZEY BE, BEBEIILRETE .
T

1. BIAFREFTENS A B FEIEE,

2. BIFREB BT B ER,

3. MREFEER X R FIEEEY, BBRABARZH.

HEER
"SG6060: NENET BEEh%"

"R R I R (SG6000)"

7£StorageGRID & & L EIZFIE TN EM/Z5ISG6000-CNIT 2%

T:EStorageGRIDiz% FEiERFiziTHRE], EAIaEEEEH/E5) SG6000-CN THlzs, U0
, MNRZELN, EoJgeEEEHMEITH 28,

KFUES
HE7TE SG6000-CN 1ZHI28151T StorageGRID IRELERRF, IRESE FiEH, TETHRE, P BEER
BiefEA, EX StorageGRID I§ERERFABI A,
HIE
1. 7 StorageGRID IE&ZEREFT, BiE * 5% * > * EFEITHIEE *, RAEERUTERZ—:

° R * BHTEENE] StorageGRID * LIFET R EFMNMSEIE R TEMEIERISE. MREC TR
BRATHI A ESIFRTRREERIETT, BERIIED,

° R ENRMELIFR © UEMBoHEHEE, RNETRIMATEPER. MREEHMARIRZ

@%Eﬂfﬁﬁ?ﬂﬁﬁ@éﬁ?)ﬁifﬁ ppre gy
I,

103



NetApp" StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advanced -

RAID Mode

Reboot Controller Upgrade Firmware

Fequest a controller reboot. [ Reboot Controller I

Rebool inlo SlorageRID Reboot inlo Maintenance Mode |

SG6000-CN =284 EF B 5.

#1PSG60001% &

ERIRE R EXT SG6000 IREFHITHIFTIZE, ATHNIRBREILESEE N StorageGRID
?‘\quﬂﬁgﬁﬁ%ﬂ/ O
B
* RGBT IR
"HRTFEITHI 28 _ERISANTtricity 1R1ER A"
* "EASANtricity R BRI FHRIRTHAR E 4"
* "EEZERISG6060 /N BEE"
* TR XA 2 RIRLED"
© "EBIRRO AT
* "EIRTEEEHIEE"
© EIRTFAE IS SIS R P AR R A
* "EIRAEC0IREhERY R RIRE A"
* "X HSG6000-CNiz 428"
* "FTFFSG6000-CNIZHIZEAY BB R H IO 1R 1E"
* "EHSG6000-CNiz 428"
* "EHESG6000-CNITH 22 FhAYERIR"
* "MAEANZR P HIBRSG6000-CNZEH28"
* "{SG6000-CNIZ 28 E MR LERINIES AR "
* "EITFSG6000-CNIZ 28 = 1R"
* "B R SG6000-CNITHI 2R EIR"
* "EIRSG6000-CNITHIZEH RIS LT IBIEHBA"
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* "EEZSG6000-CNIZEHIZE A FERRFCE "
* "EHRMTUIRE"

* "[EEHEDNSHRS FRECE"

* "EAEPIRIV T EET R NE"

FREBETHPER

ERITRE4EPIREZE, EOIRIREE THIPIR

ERBHONE

" BRERERIN N BT REIME SRR,

* BRRABLHPRRBFIIMUR. BXFAES, BESNEXERE StorageGRID KIS,

XFIES
#§StorageGRID & & B TP R Al BERF IR T A HITIIZ IR,

@ %?é’&?F*EEEE’\JStorageGRID IREERBN ENERSZLEETHORBMNENEZRRER
o
p
1. EWREERP. EFTRS
2. NHRDTERRES, SRR EEFET R
3 HEEES

Cwerview Hardware Metwork: Storage Objects LM Events Tasks
Reboot
Shuts down and restarts the node. Reboot

Maintenance Mode

Places the appliance’s compute controller Maintenance Mode
into maintenance mode.

4. JEEAEPRT
LR B RERIA B R,
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5.

106

A Enter Maintenance Mode on SGA-106-15

You must place the appliance’s compute controller into maintenance mode to perform certain
maintenance procedures on the appliance.

Attention: All StorageGRID semnvices on this node will be shut down. Wait a few minutes for the
node to reboot into maintenance mode.

If vou are ready to start, enter the provisioning passphrase and click OK.

Provisioning Passphrase

MANRCERLIRE, ARERE HBE .
HEFM—RIER (B "BXRXBEXR", "IEEFLE StorageGRID "l " [EEEHER ") RRIREIE
TETERENEIF RIS B

Owendiew Hardware Metwork Storage Objects ILM Events Tasks

Reboot

Shuts down and restaris the node.

Maintenance Mode

Attention: Your request has been sent, but the appliance might take 10-15 minutes to enter
maintenance mode. Do not perform maintenance procedures until this tab indicates
maintenance mode is ready, or data could become cormupted.

. Reguest Sent

IRERTEIPERN, SER—FRIANES, EPFFIL T AT StorageGRID ig&REZFH) URL o



Overview Hardware Metwork Storage Objects ILM Evenits Tasks

Reboot

Shuts down and restarts the node.

Maintenance Mode
This node is currently in maintenance mode. Navigate to one of the URLs listed below and
perform any necessary maintenance procedures.

= hitps 72 16.2.106:8443
= hitpsAH10.224 2 106:8443
= hitps /47 47 2 106:8443
=  hitps /169254 0.1:8443

When you are done with any required maintenance procedures, you must exit maintenance
mode by clicking Reboot Controller from the StorageGRID Appliance Installer

6. Eifjin] StorageGRID & RERRF, AN HEIERBIEMR URL,

WMRATEE, BEAESITEEENLIFEO IP kA URL .
@ JhI8) https://169.254.0.1:8443 BEHZEZEIAMEIRR,

7. 7f StorageGRID IR&EREZFH, HWIARELTHIFER,

A This nodeis in maintenance mode. Perform any reguired maintenance proceduras. If you want to exit maintenance mode
manually to resume normal operation, go to Advanced = Reboot Controller to reboot the cantroller,

8. MITEAIBERNHIFES.

0. eI ESE, BEAIFRAHMEEETTRIRIF. £ StorageGRID IRERERFHR, EFE*SK >~
EEohiERIEE * , ARIERE * EFBEE StorageGRID * .
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NetApp” StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Menitor Instaliation Advanced -

RAID Mode
Reboot Controller Upgrade Firmware
Feguest a controller reboot. l Reboot Controller ]

[ Rebool info SlorageGRID ] | Reboot inlo Mainlenance Mode |

REBMBMHEMMAMREREEERE 20 D86 El, ZHRIAEMBMNETAET R EEMMNME
, FREIMNRERES. "MREARNETESRS « WTFRETR. IRLBLTEDRSHER. H
BTN R BEEEIM,

NetApp& StorageGRIDs Help ~ | Root ~ | Sign Out

Dashboard " Alerts ~ Tenants ILM ~ Configuration « Maintenance ~ Support ~

A StorageGRID Deployment StorageGRID Deployment

# Data Center 1
« |DC1-ADM1
«'|DC1-ARCH
«|DC1-G1

Netwaork Storage Objects ILMm Load Balancer

1 hour 1 day 1 week 1 month Custom

«|0C1-51 Network Traffic @
«|DC1-52

«|DC1-53

6.0 Mbps

FHRFFfEI=HI28 L AISANtricity R{ER S

NT BEREEITSREEEURESRIBTT, BXAAKEERTFER StorageGRID & &R
B3 SANtricity I2ERGitEIPIRAS, 155 %E NetApp HIR{EMRITE (IMT) FRHEERNE
FARRRA. tNRBEERER, EHARREAZH,

IRIE L1 EEM SANtricity OS hRZA, AU TEEZ—:
* WNRFETHIZRERARZE SANtricity OS 08.42.20.00 (11.42) HEShAS, BEEAMESERAITHE,
"M EIESE A RIFMEIEHIZE_EAISANTricity 1R {ERSE"
* WNRTFEEHISRERRY SANtricity IRIERFIRAETF 08.42.20.00 (11.42) , EEALIFRIHITHR.
"EERAPIR AR FMEIEHI28_EAISANTtricity 12 {FR S

@ FHRTFMEIZERY SANtricity IRFRFRY, KIUZIR StorageGRID XAHHAVIHBA#H1TIR(F, SIRE
EREMEMIKEE, NigEETEET
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HEXES
"NetApp Big{EiExRT A"

"NetApp T#i: SANtricity OS"

"MK BPEHEER"

ERMREIZ SR ARIFEITHIR_ERISANtricity 1R(FRSE

X F L EifEHE SANtricity OS 08.42.20.00 (11.42 ) HEEMRENEEITHIZS, EHAEE
WM& EIRLSN AR,

ERENNE
* B NetApp HIR(FERTA (IMT) LUBIABTFFAERE SANtricty IIERIIRA SEMRERS.

* BB HEIPNR,

IR SRR S SR S R B IR SR

* B A AR EZIBEIE,

* AR SANTtricity 21ERSFAINetApp FE T,

|_

f

'—]

XFIES

TE5EhE SANtricity I#{ERAZARIIREZHI, EBLERITEMIGESF ( StorageGRID A RHIEER) o
WNRIEZIRIE SANtricity IBERAFHRIIIE TR Z BB NEHMERF L StorageGRID BEFHR, NMARKSETEM
Zl SANtricity IERFAHLKTTIE,

RBEERSANtricity I ERAHRRIINAFFAEERTRZE. REPE A27%M. &M THaLmM

ESANtricity #2FRARIREF E300F A LRVRYIE]. HEEHBENE 1 StorageGRID TFiEIR & FIREREZKIA0
pagiil:SEE]S

@ SEEERANREERNITHERN, UTSRAER, MRSG6000R7i%&E P RITFiEEH 23
FIBISANTtricity #RERHAFF08.42.20.00 (11.42). NMFEEERMIEERZIHTTH R,

@ LEig1EL B KB NVSRAM A& EIS SANtricity IRIFRAFHRIEXNRIMARD. EEHRNA
R NVSRAM FERS 14,

p
1. MARSSZEIZAEE L. MNetApp Hsitim THFTHISANtricity RIE RGN X o

BB RIS EPHTEAEIET I 28R EMBISANTtricity I2ERFihRZS. SG60601EFE28003% 28
MSGF6024{#EFAEF5701% %28,

"NetApp F#i: SANtricity OS"

2. fERAZIFAN KRR E RIIMBEIERSR,
3. WP, R, EXRBHNRLKID P, EF RGBT

LRSI B R AR BT DU EL
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Software Update
You can upgrade StorageGRID software. apply a hotfix. or upgrade the SANtricity OS software on StorageGRID storage appliances.

« To perform a major version upgrade of StorageGRID, see the instructions for upgrading StorageGRID, and then select StorageGRID Upgrade.
« To apply a hotfix to all nedes in your system, see "Hoffix procedure” in the recovery and maintenance instructions, and then select StorageGRID Hotfix.

« To upgrade SANtricity OS software on a storage controller, see "Upgrading SANtricity OS5 Software on the storage controllers” in the installation and maintenance
instructions for your storage appliance, and then select SANtricity OS:

SGE000 appliance installation and maintenance
SG5700 appliance installation and maintenance

SG5600 appliance installation and maintenance

StorageGRID Upgrade StorageGRID Hotfix SANfricity OS

4. B F* SANtricity OS*,

LAY 2 R SANTtricity OSTUH,

SANricity O35

You can use this page to upgrade the SAMtricity 0 software on storage controllers in a storage appliance. Before installing the
new software, confirrn the storage controllers are Mominal (Nodes > appliance node » Hardware) and ready for an upgrade. A
health check is automatically performed as part of the upgrade process and valid MYERAM is automatically installed based on the
appliance type and new software version. The software upgrade can take up to 30 minutes per appliance. YWhen the upgrade is
complete, the node will be automatically rebooted to activate the SAMtricity 05 on the storage contrallers. If you have multiple
types of appliances, repeat this procedure to install the appropriate OF software for each type.

SANtricity 05 Upgrade File

SAMtricity O3 Upgrade File Browse
12

Passphrase

Frovisioning Passphrase

12

o. EFEM NetApp SZHFuh = T EBY SANtricity OS AL o

a. B s o
b. $EINHERFE M
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C. Bl 4T %o
B EEAHIIEI N, FIEdiETmME. XHRFEREFAESFRF.

()  amEumxts, BrERRBIRN—39,

SANrcity OS5

You can use this page to upgrade the SAMtricity OS5 software on storage controllers in a storage appliance. Before installing the
new software, confirm the storage controllers are Nominal (Nodes > appliance node = Hardware) and ready for an upgrade. A
health check is avtomatically pedformed as part of the upgrade process and valid MYSRAM s autormatically installed based on the
appliance type and new software version, The software upgrade can take upto 30 minutes per appliance. Yhen the upgrade is
complete, the node will be automatically rebooted to activate the SANtricity 05 on the storage contrallers. If you have multiple
types of appliances, repeat this procedure to install the appropriate OS software for each type.

SANtricity OS5 Upgrade File
SANtricity O Upgrade File ‘ Browse Rz dip
o |

Details € R Adlp

Passphrase

Frovisioning Passphrase

2]

6. I NECEZFIFEIE,

BEA * Fia * &



SANIrcity O35

You can use this page to upgrade the SAMtricity 0 software on storage controllers in a storage appliance. Before installing the
new software, confirrn the storage controllers are Mominal (Nodes > appliance node » Hardware) and ready for an upgrade. A
health check is automatically performed as part of the upgrade process and valid MYERAR s autormatically installed based on the
appliance type and new software version. The software upgrade can take up to 30 minutes per appliance. YWhen the upgrade is
complete, the node will be automatically rebooted to activate the SANtricity 05 on the storage contrallers. If you have multiple

types of appliances, repeat this procedure to install the appropriate OF software for each type.

SANtricity 05 Upgrade File

SAMtricity O3 Upgrade File Browwse v RC.

2]
Details €&  RC dip
Passphrase
Frovizioning Passphrase
2]

7 BEH IR

dip

IR RER—ESE, BHEENRBRHNEARNT R LRRSE, XERnEEA e T,

A Warning

Nodes can disconnect and services might be affected

The node will be automatically rebooted at the end of upgrade and services will be affected. Are

=[]

you sure you want to start the SANtricity OS upgrade?

8. EBEHHAEESANtricity IR FRFAHEXHFEEFIFEET =,
SANtricity $#1ERFEFHRFIGET:

a. BITIRRKEBIET. LIIESKNERTXET RIIRE "Needs Attention (FEFE)

() wRESTEMER ERAKLEL. AGERBE BB

b. AT E R SANtricity IRERFAFARHER, WRERTMEHIFFEEED 2 URED

RN ERo
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WRERTHREEF#ET R, SEETRENEMED . BRTEMBEET RBNFAR.
@ BPESANTtricity R {ERFAAHEMNEFRENEFET KBt 21t 73%325”14:5']752
BT R B AZR5E B 9™ SANtricity OS upgrade is not applicable to this node. ™

SANtricity OS Upgrade Progress

A Storage Modes - 0 out of 4 completed

Q
Site IT Name It progress Il stage Il Detaits Il Action
RTP Lab 1 DT-10-224-1-181-51 Waiting for you o approve
RTPLab1  DT-10-224-1-182-S2 Waiting for you to approve
RTPLab1  DT-10-224-1-183-53 Waiting for you to approve | Approve |
RTPLab1  NetApp-SGA-Lab2-002-024 Waiting for you to approve

£« »
9. siE. WETLUR AR B, #F;\ BB B ARE B A R RN T R IR ITHIF, SE, E 18

R ERRA I ARNELERERE
ERILMER I ER A T AR SN AT KLREDN T RFI%R,

10. #EEBBEEIFRMEIALATIFIRNET = HEEENERET R —RAL—D.
FREEHERX MSEFET REERFFELEHERB). SNBEIHENZT =)
@ 1TSANtricity #FERFH L. RN R EHUESANtricity #IFRFALRG. TR LIRS

R¥iEk. e, AAETRE. RETRFENBH. N T5TREENE iR, XERF
AR SBRLERE RS HH.

© BEeRftEREz —. BATETEMET RN EISANtricity #RIERGFARIAT,

@ MRTRARNFFEEE, B—AME—ITTRI—ETR, AFFETTRTMAR
, AEBHET—TTR.

° BERE—PHREMHUENRIE— M E T R ANI0ZISANtricity OSFHER AT,

@ &7 UIER 33 75 R R FI SANTtricity #2{ER A AR, BEFRETIHNE#FT R Lt
JESANTtricity 12ERFEFARKZAT. SANtricity IRERFEA BRI IEE T LT Mo

SEHE . ARIERRERS A MARLT R, WRENTRAILUALR, WFERMEIFARIA
FIdR, +

MFRETR, TEENARENALXM, ERIUAERHAHRXERFE T RIER FrmRARIRE,
HFEETALENT R, WIEFER TR MR, HAEFAER VRERUTESZ—:
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1.

12.

114

* FETREHEK.
* SANtricity IR{ERAHRFEEFILT =o
* SANtricity 2 ERAXEF ST 2 A FHESo

JHE"SANtricity OS upgrade is not applicable to this node "&R/R Itk T =% Bl FHStorageGRID RAEIER
EiEiEHles. WFIRgSEEET R, BERILER. EaUERARERIE ST SAIER T 5T
FXSANtricity 12{ERZAHLKITF2, +HE" SANtricity OS file is not compatible with this node "t&~ 15 mFrE
BISANtricity OSX 4 5#HER IR RENX TR E. TR HFISANtricity IRIFRAALE. THERATFHT R
BISANTtricity 1#ER 4. RAREEARIIE.

YNRFZEMSANTricity IRIFRGFALATIFRBF—PEFIE TR, RS HIFR 22 EBHIER

SRBIFRR. SUM B H EHARSERER. MRS TS, 8T 7ABMSANtricity 12{FR S
FHRI P MIBRLET <o

: Q

Site 1T Name 11 Progressli Stage 1 petails IT Action
Raleigh RAL-S1-101-186 Queued
Raleigh RAL-82-101-187 - Complete

Raleigh RAL-S3-101-198 Queued
Sunnyvale SVL-51-101-199 Queued
Sunnyvale SVL-52-101-83 Waiting for you o approve
Sunnyvale SVL-83-101-04 Waiting for you to approve m
Vancouver VTC-S1-101-103 Walting for you to approve
Vancouves VTC-52-101-184 Waiting for you o approve
Vancouver VTC-53-101-185 Watting for you to approve | Approve |

15 SANtricity #FRGARN A T B MUERNRET Ro

@ SNZRTEN FASANtricity IRFRGFARIARIERT REREIRMER. WIHET REIARRKERK. 1%
BEURFEETHIIMRATBEMBERME, BRRRRAZS . ARBHE,

MR R EMNEMRAKIE, TEAERAMRERSHITHE, WTRRETRHERMBEHRHFAGEE: &
WIE FRLEIFIE AR TS = _ERY SANtricity OS o B2 ILERTERNIRENLEM4FNRE. ARG, &
AR SEARRF#ITIR RN AR, - BRERILEIR, 1FHITUTRIE:

a. ER4EPRIVARET " 151X " BT ERAYTI = _ERY SANtricity OS .

b. &AM EIRER BB B H FTe R SANTtricity #BRIERFAR.

TR ERERYTI = E5TRE SANtricity IR{ERZAR/G, SANtricity IRIFRAAREERG KA, FE
HEMEIE 2R SANtricity #ERZFHERTTARY B ERFNATE],



SANINoTy OS epgrade compleled ot 2020-04-07 132602 EDT

SANuricity 05 Upgrade Fila
SANmcty OF Upgrade File @ Erowae
Passphrase

Froveoning Fassphrase o

13. M FFEMMER B FEEHM SANtricity BIERFARXHHIFIE T REEARIRESE

(D) FREN "Needs Attenance” HFERH A, BERAPERIITAR,

HEXER

"NetApp BigfFiExRIT A"

"fE 4P IR A R IF AT 528 _EBISANTtricity IRERER"
AR AR EETHIZS_ERISANtricity 1Z(ER S
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WHITEREIFIRTVIRIES B RN AH K-
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@ —RFRZA StorageGRID & Re2SHEERR FIEATH, BEEBURATENEERNH
ILM SRB&,

p
1. MBRSS %124 B/ SANtricity RABIERHER.

2. B#H9 SANtricity OS XXX NVSRAM X4 FH EIEEE P ifo
()  NVSRAM 27T StorageGRID R&H. AEMERMITE NVSRAM T,

3. ¥ZBR upgrading SANtricity OS 35733 SANtricity R 4% B IEes B 5 Bh ARV ERFA R EHF1 NVSRAM ,
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NetApp” StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardwars - Monitor Instaliation Advancad -

RAID Mode
Reboot Controller Uparade Firmware
Feguest a controller reboot. [ Reboot Controller j

Reboot into StorageGRID

Reboot inlo Mainlenance Mode: |

IREEMBIHEMIMANMRAIBER KX 20 Kih89tial, B AEHRBMETKET REEMRMAN
1%, BREIMEEER, "TR"ENFNERERRS « ¥TRETR. RRKELTEDRSHE
. HAETREEREIME.
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Dashboard " Alerts ~ Tenants ILM ~ Configuration « Maintenance ~ Support ~

A StorageGRID Deployment StorageGRID Deployment

# Data Center 1
« |DC1-ADM1
«'|DC1-ARCH
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Netwaork Storage Objects ILMm Load Balancer
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116


https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix

ERENRE
* FERELTFRERS.
* FTERThEI FRIERS.
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* {8 B¥4StorageGRID & & B FHFE,

g EE TR

() arERachiiSEEREIR0EE, SRS 10 EhHERE RS,

@ BIN—RARZ StorageGRID & LRIEENZEE . XIFMATRERSBALERE #HERE
A, BAREUATEREREEM ILM 5.,

B
1. R A7EZ—ikiA SANtricity System Manager :
° {£/ StorageGRID & & LEIEFFHERE * B4 * > * SANtricity RAEIESS *
o FRHMIMEEIRSEFHILE T R*> appliance Storage Node >* SANtricity A4 & IEas"

@ INRXLERTA A F s R ERSANtricity RAEIRRERIUE. IFN R FFEITHI2]IP: +
LLiFIE)SANtricity 24t 51228 https://Storage Controller IP

2. gNRFEE, %N SANtricity System Manager B2 5 A 2,
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a. 7ESANTtricity ZRETEIRERH. EFHFF > FAL PO
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Upgrade Drive Firmware

] Select Upgrade Files

Review your current drive firmware and select upgrade files below..

What do | need to know before upgrading drive firmware?

Current Drive Firmware Associated Drives

MS02, KPI‘.-'.I51VUGBDUG1f View drives

Total rows; 1 oD

Select up to four drive firmware files Browse

LR GI:

* IRGH2REHIEITAR A * o MS02*,
* IXEhBRARIRT N * o KPM51 VVG800G* o
7ERBXIRTHERY kiR * BEIWGNE *, UERXERESBEFEIEEPINREMNE,

a. XIAARRchEEGHE .
4. THHEEAANRESEE AR
a. EREPEREHFFALT, 1 * NetApp 3285 * o
b. 7E NetApp SZH5Mib b, &4 * T * &+, ARERE * E RYHEERESF -

2R E RIIEEE M T,

¢ BREMKFPLRENED * Behd#tmiRfT * , ARIES NS MRTESE A8 RMBIEhR.
* NREGIRAREHERE, IR RIRRTRIE RS R

* IRAREBEIRRFTIIH T — RS NIENEH S, WA LISXEIRENZHITEI AR, &R
%EE@%@%%T%@#Y
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d.

e.

PRODUCTS v SYSTEMS v DOCS & KNOWLEDGEBASE v COMMUNITY v~ DOWNLOADS v TOOLS v CASES v PARTS v

Downloads = Firmware = E-Series Disk Firmware

E-Series Disk Firmware

Download all current E-Series Disk Firmware

Drive Part Number Descriptions Drive Identifier 5 Firmware Rev. (Download) Notes and Config Info Release Date

KPM51VUG800G Firmware Rev. (Download

MS02 Fixes Bug 1194908

E-X4041C 55D, 800GB, SAS, P KPM51VUGB00G M503 -~ 04-5ep-2020
MS03 Fixes Bug 1334862
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()  ELESSEAARTELSBRER ARIEHE T,

(FIi) BEEFEALAETHIIER, HEF*REAS
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° * BHATE
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° RS *

TR B IERVNEER, ARTREARES,
o IR T ERERS ¢

Hep—MEEET IR R R R LT, WS EIEER, ARTEARE .
° IERISENRER Z B EFiE S XE SR LE

T HEs ERVEHRRT i, IBBX ARSI AR R L R E A
° * SPM IiF S FEE HlZR 0 BRI

has EREFMED XIS EHREERIR. BRI S LU R T 9] R
o * ECESIERFIIE (WNRFAEMET IR SR ARASZH)
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BB RREAZ R R AL R R,
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BB R IR SZ F LR I i) @R

6. ARIRIFSTRG. EHRTHEE. 1E StorageGRID IRERERFH, &F * 5k * > * EfEDITHIZE *,
PARRER UL TRz —!

° 1%EfE * EFBENE StorageGRID * LIET R EMMIAMEER TEMBhEHE. NRIEE TR
RATHIEHESFRTRMELERIZTT, HEFIIET,

° R BB ELIPIEL * LSBTGS, RNETRMATHEPIR. MRESHMAMEZ
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I,

NetApp" StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardwars - Monitor Instaliation Advancad -

RAID Mode
Reboot Controller Upagrade Firmware
Fequest a controller reboot. [ Reboot Controfler 1

| | ———

IREEMEEIHERIMANMRAIEER B KX 20 Ki089tal, BIAEHRBHETKET REEMRMAN
%, HREMREER, "TR"ENRNERERRS « ¥TFRETR. RNKELTEDRSHE
. HAET REEEEIME.
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NetApp& StorageGRIDs Help ~ | Root ~ | Sign Out

Dashboard o Alerts ~ Tenants ILM ~ Configuration « Maintenance ~ Support ~

A StorageGRID Deployment StorageGRID Deployment

# Data Center 1
« | DC1-ADM1
« |DC1-ARC1
«|DC1-G1
| DC1-51
| DC1-52
| DC1-53

Netwaork Storage Objects ILMm Load Balancer

1 hour 1 day 1 week 1 month Custom

Network Traffic @

6.0 Mbps

BXES
"FH R IFfEIE 28 _ERYSANtricity #RIFR A"

ABEZERSG6060 0T BLE
B INEEAE, EAILUE StorageGRID Z24HEEER SG6060 HIMN— N EHFE N B
paln]

Ro
ERENAE
* B AR EZREEE,
* IBAIHBETT StorageGRID 11.4 ESARZAS
* BN BREBEY BEMMIR SAS 4itk.
© BERBEIEROFRINYT BRNEFESEMEE (L

FEHRRR DR S

XFIES
EBARMY RBE, BRITUTERT E:
* ENVESNZR PR ERE S,
* ¥4 SG6060 B TR,
* B RIRIEREE E2860 5282 sE At BES,
* {#FH StorageGRID & & LZEIEFBE B
- BEiR, BREESTHENLE.
EMEETARN—NHREN EBESTHIZEL B FrERENE D N—I\B, T HRAREME/MEHEE, )L

THBIFESEER SG6060 B TEFRN ZAMREMNY BREMIKNR,. ENRETRNERTIBEANTER
20 ) 30 S,

p
1. 2R 60 MRS R IR L RIINETANZE R,

"SG6060: K60 M IXnheRE IR L R FINAR Iz H"
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2. 1ZRIBAREIRENER.
"SG6060: RIEIRTHAS"

3. EMISEIEREEP. FFSG6000-CNiThHIZsE TR R,
"RgEE THEIPIRI

4. BENM RLEED E2860 1412822, WEFT.

ERRTRM BR. NRIE—, B IOM A EZ3IEHI2E A, K IOM B EZ3iEHI2E B
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Description

2. E2860 1=HI23%2
3. EHIZE A

4. =28 B

5. R A

6. TEBZE 18 10MA
7. TER%E18I0MB
8. RER2

9 REE 2K I0M A
10 TR 28 10MB

5. EHERIREH T BIHES,
a. RERLEEISN BERNRNBRIGEFHNEMLE,
b. BENM BREFNMKBIRLEZDNAERIANZEPHFHEFRE PDU
C. AN BENHE N BIR X,
* BNERE R XEBIRF X,
* BREDE, TEREPHINBEEERAHRANES, BaifiELERANREZIEEN,
6. I51% StorageGRID RBFLREREFIET A,

RAOADHE, EREBTMEE, RAIWNEXLEY BR, ETNER SN RESE, H
BERRAFRT B,

FRREBEZTRTENEAERETIESRA, BEERBRTIESMNYT RENKE, WK

° It DTUE THERRE R iR e I M Bl BT BIR B K
* EER R BRHE, TERCEEMNNERER, TEMBERMAREEHEL,
* IMRKRONEY RER, WAZETRER.

° NMHAKSEBRNREERTY BREESME, FTLUBE,.

lﬂ: ﬁ E'?;sz StorageGRID MBI BZEEE, "Attached " RN RIREEE
"Unconfigured " FRNHZEZRAFTHELERLR, ﬁ]ﬂiﬁﬁﬁ StorageGRID & & L&EEFHITICE.

() iHeToACHSNrBE. CilaatEmEmmEsEen,
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* NRKRCNEFTBR, WARRETRIER.

€ The expanzion isready to be started, bake sure this page accurately indicates the number of neve storage shalves you are trging to add, then clidk Start Expansion:

@ The storage system contains 2 expansion shelves.

This Hode
Mode type Storage v

Mode name Metbpp-SGA

Primary Admin Hode connection

Enable Admin Mode discovery
Primary Admin Mode P 17216471

Connection state Connection to 17216471 ready

Instaliation

fCurrent state Ready to start configuration of 1 sttached but
unconfigured expanzion shelf.

Start Expanzian

7 MBRE, BREREN _EBYEEFFRAYERIR—,
{540, fEF SANTtricity R4t E IR 2RAR AT AT BRI IR) R,
8. Wk DI L BT BRRMER T SENNY RIREELA,
@ MRFRACNVEFEY BR, BRIEE(EE B ERBEAHERE.
S. B R B UREY BEHEHATATNREHE,
10. By RIRECERIHE
HEFZEREMNRL, MEEVRZERE—F,

Monitor Expansion

1. Configure storage Rurning

Step Progress Status

. I -~
Configure volumes e T N Creating volume StorageGRID-00j-22

Configure caching Pending
Configure host settings Pending
2. Complete storage expansion Pending
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BTG, REFEMEMBEILIRBEIFPRINHERNMANRNE, EIZRIEFERE 20 D,

@ MNRIGEREFIMANIE, 1EFEStorageGRID IRELTRIEFEDIE. EF R > EH
BEpERIEE . ARER ERR R RI

BENMERMRRGE, * IS ENEEETUTRERE:
Overview Hardware Metwork Storage Objects ILM Events Tasks

Reboot

Shuts down and restarts the node. Rebooi

Maintenance Mode

Flaces the appliance's compute controiler

into maintenance mode.

M. IR EFET RAMY RERIPRTS.
a. EMREERSED. EFR TR HEILIREFET R 2R EAREE ERICET.

FEEEFICENMRNEE AT EIRESHNER, HEDRBEEIIMG BXT R BRI EER
152 0A % StorageGRID YT 1B FEHBRAYIR AB,

PR ¢ TRE TR, ARWINAINS N BRERNNKEERTFETRT 16 NN REME.
C. WIES MY BERNHBERRKSEE NI, EERSEENERE.

Storage Shelves

Shelf Chassis Serial Shelf Shelf 10M Power Supply Drawer Fan Drive Data Data Drive Cache Cache Drive Configuration

Number 1D Status Status Status Status Status Slots Drives Size Drives Size Status

721924500063 29 N”m'”aé 7 Morrinal Morinal Norminal 50 58 260 7B 2 £00.17 GB Configured (in Use)
Mominal

721529500035 u] = Mominal | Mominal Mominal Mominal &0 60 280 TB o] 0 bytes Configured (in uge)
Mominal

721929500039 1 = Mominal  Mominal Mominal Mominal B0 60 980 TE 0 0 bytes Configured {in use)

EPSEIS
"FTF B SR 61 35(SG6000)"

"SG6060: 160 M IREhEFHLE IR R LN AB SR "

"SG6060: RIEIRTHEE"

"BEIERIROK ; BPEHERR

FTFR KA 23 RIRLED

B] LT FHEHIZZ EEME ERVIEBARIR LED , UEBEHIER OHIREILE.
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2. $E * BRSBATIR o
3 WEER T, AEERE T BUTIRIE o

Server Identify

=

IrhlZREE (WEFR) MEEREZEETR LED S,

() mmeHs bR TR, NAARRESEEORZ LED .

FeRl/E
EXAEFIZHAS LED , BEHITUUTRIE:

* TEH R RTE R EAYIRA] LED FF Ko
* MIZHIEE BMC FREF, %8 * IRSS|IRIR *, EF XY, ARERE * ITIRIE
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EHR EEmMEEVEEIRR LED B,

BXES
"B B S R A AT @IEHBA"

TSI D R E R

"JIEBMCRE"

TEEER ORI 88

HEIESES, LUERITREFEP R,

BREENAR
* CEREW MRS T ELER

(A1) EFHBEHREUEROPRERIRE, BTAEE "Identify" LED o
"FT A K EE S 2 ARIRLED"

p
1. EEIER O TR ELIFAITHIE,
© BEEFHISERNEENESTIR LED 25 =i,

IEEIR%! LED U Fi=hl2smiHiR/am, MREREHER, ARREES,
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© WESMEHISREEMMATRE, LEIREXECRIERHS,
2. EIFIEHIZR AT (NRERE) , LUBREIEREGFIETT,
3. Ak NREFEAEGEITIR LED RERIZTHIE, HREXH,
° TEH R RIE R _ERYIRAI LED FF Ko
° {EMIEHIEE BMC 5RH.

"¥TH X A 6 28 AR iR LED"

BXES
MBI CLT@EHBA"

" MAAE S ZR AR BRS G6000-CNFZ il 28"

"XASG6000-CNiZHl2%

abobedi 2t L
N5E E2800 fFlg8Ek EF570 IFHlgSiEZEITAE RS HINMIE, ErlgeEEE R ZiTHIZs.
TRBHRE

* ERE TR SR RERT S 5 B E BT H 2R R

* ERLUBEARE IR E R T ISR RS T .

* BERE ESD B, 3ECRINE M5B,
* BE— 1 STFEBLT].

* TR LURIR E RPIRBAE N T ACE PRI HIZE,

@ BNEBEIERNREERTHES BHNEZIFMEENASE E RYHHE, B7KHE &
53 BHSR R StorageGRID i&&FHHIITHIZE, FHAXLEIZERE.

* BEREHIER O R E EE BT H 2R a0 IRE IR S,
"EHUER O ERIE 2
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KFUIES
@A) LUEE LA’ 75 U eI 28 2 75 I A :

* SANtricity System Manager FEIRE Guru BIfEREEHRITHIZR,
* 28 FIIEIAEEER LED i, RonITHIssHINEIE,

() mEwEERnm MEHIRNET LED 95, AR LIRESE,

mTF il R e am NMefEiEhas, B, RBHEUTHRNE, SRS RoHRITR / TRENE
HE R —MEHES

* BEZRPRE MRS T RERS.

* SANTtricity System Manager 1 Recovery Guru Bi¥4H(E EXIGHH “"HERIR " ZERETRE, RAAUR
2BRILA A

@ WNRERRPHE - NMEHIBBRESRERE, IE Recovery Guru IERTTEH TIEHIZEFE, 15
BARFE AT,

EHSHISE, EATMRIAEHSRELEH, AEEERETBREHSET,
() eEhnEEEIS T EEEUEORHC).

ps
1 FFFRTITRISRAEE, BHKELHENTE L,

BREFEEMK, UEEESEEHIZRER,
2. EERITHIZRMNEEIRE MAC HItEH FRU EBHSH5%,
IEERT E2800 228, AT EM EF570 ITHIZRAVIR(ED R 2HERN.

131



Label Label Description

1. MAC #hit EIRIHO 1 A9 MAC ik ("P1 "
) o SIRIEFEA DHCP JREVRIA
EHIEREY IP ik, MFEERILL
gk el gl

> FRU 2p5S FRU 2}5S, LLBS RS 430
RSB BRI SITR,

3. EEMIPRITHER.

IERILAfER SANtricity AR ERSEHITXES T, BXAEMFAER, BREFESIH E RVIRAUERT
fildtz 2R,

a. WIASIEITHISR I ERE S 5 EHITHIRM FRU S4HSHERL

NRITFIZHIHEHFTEEMR, NEMREH SR ER7E Recovery Guru BY Details Xigid, MNRFE
FriEUERT, I * Bbt R R EEEEHIES.

@ * AJRERBEREFED RN - WRENEHSATRE, BN ERLRETE o
a. FiPECEIIERE.

SNRMIFFITHIZZAS I, &) LUERREFHNXHEREE,
b. U ERIR B HYSTHF IR,

@ EEMRA M Z A Z FUERSHS SR P R R TE BB (T AR R P ERY, R LARR AT
FERE—EERAE,

C. fEiT I ERATIEHIZE A
4. i PRS2 .
a. & I ESD Bl RENE {thfrE# R IR HE .
b. LN EAREE, ARUIFLLA SFP RYERE,

@ To prevent degraded performance, do not twist, fold, pinch, or step on the cables.

c.EIBEMCIEF ERHH, BRIERR, ARTAAMNNGEHETF, FiEhlR Mg TR,
d. BRRFMORIEFRITHIZEHIRE,

() o smsmnFRRHRnES,

e RiEhlSSE TR FE L, AIHFEE .
. mTRIREAHBEIINE, B TIMNES,
O MREFZRVIEHIBFPENH M, ARRBHREE BRI H:
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a. FiAisHI2R (E85thAN DIMM Zj8]) V4R LED 1B K,

SNRULLRE LED =i, MRRIEHBNEERBBER, EOMFEI LED K, AR 8EE TMEMA
HiFo

!ullIIJIIHI_II.“IIIIIIIic€

it lmmmulmmli'um @

" CAUTION =T
o ICCNEXERGY P B e Atioba e senstiod LA
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EELR SG6000-CN #3128 HY LUK I 5 BR i & YR T 8145 ©

LB BHOSNEEE M B BB B M R EX B
* o * FASVEIRE, * NETHE B LACP SN LACP BMNEREH
* ERFISAA VLAN 4RIE, SREEH VLAN RiZsE

© BB,
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1. M StorageGRID & &L HEFH, %F * LEMMKIERE * > * BREE "

NetApp® StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Installation Advanced -

Link Configuration

Home IP Configuration
Remap Ports
Ping Test ) ; } )
O Th o Review the settings below, and then click Start Installation.
Port Connectivity Test (nmap)

1. 3 pEER B B TP X,
BEXEMVFMESR, BN "IEE ML 5EEE(SG6000)"
2. JWFRMEERREIRER, BE CRE S

NRELR T PMERRINZ R, el iEE. NR1DHRARERERE. BEAIEK
£5StorageGRID g &R EMIPHN Y —SEHEA LIS &L RIZEFRIURL: +
https://Appliance Controller IP:8443

WRENT VLAN K8, MIRENFMAIEEE RN, MNREZELERIPHILE, JFIRIRFECE P,
"Eg & StorageGRID |P#hL"

3. MHEErhisz * ieEMRIERE * > * Ping Wik * -

4. {3 Ping MIX TR ERIAER AR ACE B IMRYERINLE LR 1P b SERICEEN P B,
PR T IEEFRITREMEMIILZ SN, IEMINER LS EEET RBIMRLS 1P i LU= D — P HithF
fETI REIPIAR LS IP HIUEATT ping 1&(F. MBXE, FROE #EREEEN RITTBRAEEE AR
HnH,

O MNREXERACEBNER TIEREAHR. IBENBHT R, £ StorageGRID IREREEFF, EFE* S
&> EFETHEHIES © , ARERU TRz —!

° R * BHTEENE] StorageGRID * LIFET R EFMNMSEIE R TEMBoHERISE. MREC TR
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NetApp” StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advancad -

RAID Mode
Reboot Controller Upgrade Firmware
Request a controller reboot. [ Rehoot ConiroilEfJ

Rebool into StorageGRID Rebool nlo Maintenance Mode ]

IREEMBHHEMMAMBARERERIA 20 DH898dE. BIAEHEETMET R BEHMMAN
%, FREIMNEEERSR, "NTRENFNERESRRS « MFRETR. KNKELTEDIRSHE
& HETRBEEEIMNRE.

NetApp® StorageGRID® Help ~ | Root -~ | Sign Out
Dashboard o Alerts Tenants ILM « Configuration « Maintenance = Support =
~ StorageGRID Deployment StorageGRID Deployment
~ Data Center 1 .
Aoci-Aom Netwaork Storage Objects ILM Load Balancer
i 1 hour 1day 1week 1 month Custom
«|DC1-G1
+|DC1-51 Network Traffic €
«|DC1-52 60 Mope
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g
1. M StorageGRID RBLZEREFT, EF * ICEMEEZ *>* IPRE *,
2. AMIEMLE, BEMEMNE P IHMERN MTU RE#HITRAENEX.
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Grid Network

The Grid Metwork is used for all internal StorageGRID traffic. The Grid Metwark provides connectivity
between all nodes in the grid, across all sites and subnets. All hosts on the Grid Network must be able to
talk to all ather hosts. The Gnd Metwork can consist of multiple subnets. Metworks containing critical grid
senices, such as NTP, can also be added as Gnd subnets

P ® Static (O BHCP
Assignment
|Pvd Address 17216.3.72/21
(CIDR)
Gateway 1721601

A All required Grid Network subnets must also be defined in the Grid Metwork Subnet List on the
Primary Admin Node before starting installation

Subnets 172.18.0.0/21 ®
(CIDR)
172.18.0.0/21 x
192 168 .0.0/21 + X
MTU 1500 kB

@ MR MTU [BEX05 T3 RSBmO LB EMNELE. BN, ARk EMSEitae
IR ER R B A ko
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NetApp® StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advancad -

RAID Mode
Reboot Controller Upgrade Firmware
Request a controller reboot. [ Rehoot Controlier j

[ Rebool into StorageGRID ] Reboot into Maintenance Mode: I
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Network Storage Objects ILM Load Balancer
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ERBHNE
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"RigEE TR
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DNS Servers

A\ Configuration changes made on this page will not be passed to the StorageGRID software after appliance installation.

Servers
Server 1 10.224 223135 x

Server 2 10.224 223 136 +x

3. MIRBE, EJH ONS BSS.
() I DNS REFEMNERRIENN, SERHEPEIN, XEFLBER,
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MNode Encryption

MNode encryption allows you to use an external key management server (KMS) to encrypt all StorageGRID data on this appliance. If node encryption is enabled for
the appliance and a KMS is configured for the site, you cannot access any data on the appliance unless the appliance can communicate with the KMS.

Encryption Status

A\ You can only enable node encryption for an appliance during installation. You cannot enable or disable the node encryption setting after the appliance is installed

Enable node encryption 4]

Key Management Server Details

View the status and configuration details for the KMS that manages the encryption key for this appliance. You must use the Grid Manager to make configuration
changes.

KMS display name thales
External key UID 41b0306abcceds1facfcelilb1b4870ae1c1ectbd5e3849d790223766baf3bch7?

Hostnames 10.96.99 164
10.96.99.165

Port 5696

Server certificate >

Client certificate ?

Clear KMS Key
A Do not clear the KMS key if you need to access or preserve any data on this appliance

If you want to reinstall this appliance node {for example, in another grid), you must clear the KMS key. When the KMS key is cleared, all data on this appliance is
deleted.

Clear KMS Key and Delete Data

TRIMEREEEUT =185

c "MERS " ERREERAEEEAT TRME,

© BIEIERSHFAEEET THEXATIZEHITNEN KMS NER. ErIUEFARSSENEF ik
'lIE:F-I'ﬁBﬁL/(QElIE:BﬁéE'fD:%\*D)IkIu\O
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=E.

* YNSRERER) KMS AR HILESMAE, BIIEHB RS (DNS) RSBESEWMURISEMKE
RESEEER,

"IFEHZEDNSARSZ 20 E"

* IRTEBAEBRE, BERRKRAZS .

BbR KMS RS2 AIRENT RNE, Mikk x%’ijj StorageGRID I m BN EIRARS R ZIEM
XKEX, HBIFRIKEPHFAEEHIRE, ERIigERESS—1 StorageGRID %% LZHU) WILERR KMS 2
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MNode Encryption

MNode encryption allows you to use an external key management server (KMS) to encrypt all StorageGRID data on this appliance. If node encryption is enabled for
the appliance and a KMS is configured for the site, you cannot access any data on the appliance unless the appliance can communicate with the KMS.

Encryption Status

A\ You can only enable node encryption for an appliance during installation. You cannot enable or disable the node encryption setting after the appliance is installed

Enable node encryption [+

Key Management Server Details

View the status and configuration details for the KMS that manages the encryption key for this appliance. You must use the Grid Manager to make configuration

changes.
KMS display name thales
External key UID 41b0306abcceds1facfcelilb1b4870ae1c1ectbd5e3849d790223766baf3bch7?
Hostnames 10.96.99 164
10.96.99.165
Part 5696
Server certificate >
Client certificate ?

Clear KMS Key
A\ Do not clear the KMS key if you need to access or preserve any data on this appliance.

If you want to reinstall this appliance node {for example, in another grid), you must clear the KMS key. When the KMS key is cleared, all data on this appliance is
deleted.

Clear KMS Key and Delete Data

L g

(D) mmERT KVS BE, WigE LOMERRAANR. LRETTRE,

3. FEEARER, W * JEkR KMS ZEAMMIBRELE * -
4. NRHLEBFRKMSERE. BEREN+ clear +FHEFEEIRKMSZEAMIPRELIES
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A Warning

Confirm Clear KMS Key and Delete All Node Diata
Clearing the KMS key:

= Deletes KMS encryption key from the node
= Deletes all data on the node
= Heboots the appliance

If you are sure you want to clear the KMS key and delete all node data, type 'clear’ in the text
box. Then, select Clear KMS Key and Delete Data.

clear| |

KMS MZZRAMFAEHIERMT 2R, REFENR. XAEEFEEKE 20 2.
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* * & TF StorageGRID BIMMEMILE * : MIEMLEEFFIEWER StorageGRID JiE. BRI UEMIEHRIFRE
jﬁ}ﬁZl‘EﬂLX&FEEE)%*H?MZ@L_L EE, WIEMLE AT,

* *IEATF StorageGRID HWEIEML * . BEENKZR— AT RAABTEMNEIPNHANSE, EENEZEER—
NMERAME, FEEFMRZENETIRE, SEMEE RN,

176



* *JEMTF StorageGRID MEFPIHMLE: * TR IHEMBE—MFFRNS, ATFiHRIEE S3 M Swift TRAME
PN RER. P RMEREXNMRNE P EDIIAE, Mma U REFFRPMENE, P HMEE
E1prid:

* * SANtricity RAEIENEIEMLL*: BN, & LA RE28001%H 28 EAYSANtricity RAEIERR. M
MEEMERGEPIEHANG, WEEWLEA LIS StorageGRID FEIEMLEHER, WA LIE—MEIIH
BEIEMLE,

(i) 52 StorageGRID MEH¥4HES, BB Grid Primer o

StorageGRID & &%

R4 StorageGRID &&FBY, AR MTHISHIIEZEFIEZZIFTEIING, KEIERT SG5760 R MNME
Hl2s, Hrp E2800 THIZSIFINEF, E5700SG 1=HI23AIFIKEP. 7£ SG5712 A1, E2800 1=HIZ3 T
E5700SG 1=HI2889 41,

E2800

ES7005G

Port Wi Ihee
1. SMTHIR ERANEER 16 GB/s FC J4F SFP+  ERNMEHISs Ut ERE,
O
2. E2800 i=Hl28 ERVEIRIE 1-GbE (RJ-45) %% 33518 SANTtricity System Manager
m IR, EelUERERTF
StorageGRID KB EMLL HIN 7 EIE
LK
2. E2800 =428 EAEIRIE 1-GbE (RJ-45) AL IFNE,
a2
3. E5700SG #=Hl2s EREIE 1-GbE (RJ-45) ¥ E5700SG =l 281%1% 5
iwa 1 StorageGRID EIEMLZ,

177



BXER

Port

i WE i TIRE

E5700SG =28 EAEE 1-GbE (RJ-45) * MRBSEENERIUURERE, U
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https://mysupport.netapp.com/site/products/all/details/storagegrid/downloads-tab
https://mysupport.netapp.com/site/products/all/details/storagegrid/downloads-tab
https://mysupport.netapp.com/site/products/all/details/storagegrid/downloads-tab
https://mysupport.netapp.com/site/products/all/details/storagegrid/downloads-tab

fEFEHY NetApp tkFBIAF BMEEER.
4. FHIEYRRASH * StorageGRID Appliances * 2353 4 LA K A8 N BIAR IR F S 15

StorageGRID & &FMZIHFXHN . zip 13, HAEEFIE StorageGRID 1&&H S8 H e 7ol B4R
. (IFSMEHIZIEENFERF,

T#StorageGRID &E&EHZIFXHG. RESR . zip IHEEBREADMEX . THEXR
#EStorageGRID KB REREFHNERES.
5. ¥ZBR StorageGRID &R B LEREFH " AREH " ME _ERIRBRITU TS E:

a. HEEHATEIEHISSREMENZIF XY (BHMRE) MREMSHt,
b. ALIEEID KXo
c. EMBHIFRIES X,
d. AHE-NDX,

HXER

"i}ji8]StorageGRID & F R EEF"

Bt & 4% 55 ER (SG5700)
BRI A F RS EEETINEMNE, B EMNESEIENERN GO A E NE TR, &)
LIS B SRR R B LA K im A ML ERE o
BEEHNAR
YR RIXT 10/25/GbE RAEH 25-GbE FERRIRE :
s BEEITRIERNIROPRLE SFP28 Wk 28,
s BE BRI OEED o] T EHX L THREAY AT o
* BT R ANAIERE IRV LUE R L RS R E

NRETRIXS 10/225-GbE inOAFEAREHOHPERIN, LACP WEHERILL VLAN tRic:

* BERLE ERIROEZEEIRZ3F VLAN 1 LACP BI3Z#41,
* NEZPZIEHNBS LACP HE, MIXLEZMHZIFLVAEFEREE4E (MLAG) FEMI,
s BT RIS RRMECE AER VLAN , LACP 1 MLAG 3{E:54007,

* BREEATEIMBHIME— VLAN #7121t VLAN FRISRRINEIS MNELIEE SR, UBRMSRERS
B IEFARYRILE,

* MREH N EEMKZEREDEMRI, WERUKMALEREITHISE LR ERRO,

EXFUES
WEERTEEERAMSEER (BUAERE) T 10/225-GbE inOMIEEE H o
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Lm0 EL40E

C SNRFEALEML, Mk 1§ 3 BHERE P iHME,
g W& LEEYER O 2 F1 4 GPEE—iEC.

IEER T 91 10/25GbE s AERSim O ERT TRYEH .

PRLE i 1 E48E
1. FrE s ARSIBIE— T LACP 487, MRS in [ A TSRS P imM 4R
=18

TRELETRATEEND 10/225-GbE imORNET, RIANKELUEEET. JSEERERFERNRENR, 7FE
EERECENE LEEIRE,

*EE (BUA) mOSERN -

WELERT BFRIHMEEZA (BHA) SRR F RS
FEHED(ER * w2 0 4 XML FER EohE 48 * im 2 0 4 XIS L ER E IR D40
IA) Eo TEo
s AMEBAmO 1 3, s w1 3 WEF imMEERE&ED
Q [
* VLAN ARi2 2%/, BRI
c NTHEMEEIER, AJLIANRINMES
E VLAN #7ig.
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MERBEEN FRIHMKZERR A BRAE IR

LACP ( * KO 2 1 4 IFAEALEFER LACP 45 * IwE 2 F 4 IR FER LACP 45
802.3ad ) o Eo
s NMER®HO 15 3, . gﬁau 17 3 XEFIHMLEER LACP 45

o

c ATHENMEERR, AJUARINMERE
E VLAN 1F7ide

* VLAN #ri2 A%,

*  BAROPER

WEBEET ZPIEMEREZE (ZA) EEER P MR
¥ LACP ( * KO 1-4 IR MLEER—1 LACP 48 * iwE 1-4 IR MNEZFNE F im MK ER—
802.3ad ) Eo ™ LACP 485,
* —/™ VLAN #Ri2 A FARIR A L $E * BIEFED VLAN RI2, B LU AL
28 HIEE SR IHEMEIIEERSE,

BXRIEOREMNBREERNFAES, 1SN E5700SG =S8R 10/225-GbE in EEE Ro

IEEIRRT E5700SG #2288 ERYM D 1-GbE EIRin O MNfIE EEMEBN EhE N NEHERI THE,

pg
1. M StorageGRID & & RERFMREIER, BE * IEEMKERE * > * #HERE * .

" MEHEREE " THETRERSE, HPEamsS IHNNEMNERRO.
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Network Link Configuration

@@@@

A You might lose your connection if you make changes to the network or fink you are connected through. if
you are not reconnactad within 1 minuts, re-enter the URL using one of the other IP addresses assigned o
tha appliance

PRERIIE T ERSIHANTERIRES (Bsh/ XxH) fM=EE (1/25/40/100 Gbps ) o

Link Status

Link State Speed (Gbps)
1 Up 25

2 Up 25

3 Up 25

4 Up 25

5 Up 1

6 Up 1

BEURIIE)IE DIE R

o * FERRIEE * IRE N * 10GbE -

° *IROPERN * RER * BEE *

° PIRMILEY * MEHERRN * IREBH * EohED * o

o WERERA * BEMNLS ¢, HFRMBHERINIKEN * JhiL *
© BEA - B IRMLE *
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Link Settings

Link speed

Port bond mode

Grid Hetwork

Enable network

Metwork bond mode

Enable VLAN (202.1qg)
tagging

MAC Addresses

Admin Network

Enable netwaork

Metwork bond mode

MAC Addresses

Client Network

Enable network

2. NRE

TXIXF 10/25 GbE iwOfE A 25-GbE FERIRE,

(@ Fixed |

(@) Active-Backup

| 10GHE

() Aggregate
Choose Fixed port bond mode if vou want to use ports-2-and 4 for the Grid Network and ports 1

and 3 for the Client Network (if enabled), Choose Aggregate port bond mode if vou want all
cennected ports to share a single LACP bond for both the Grid and Client Networks.

=

(O) LACP (802 3ad)

[

ol6b 4b42.d700 S506b4b42:d7.01 S06bc4bdaZ.di 24 S0.6b4b42.d7 25

If you are using DHCP, it is recommended that you configure a permanent DHCP reservation. Use
all of these MAC addrezses in the reservation to assign one IP address to this network
interface.

‘M

@ Independent {T) Active-Backup

C.enneet the Admin Network to port 5. Leave port 6 unconnected. If necessary, you can make a
temporary direct Ethernet connection to port § and use link-local IP address 165.254.0.1 for
ACCESS

di:c4:97 2a:e4:05

If wou are using DHCP, itz recommended that you configure a permanent DHCP reservation, Use
all of these MAC addresses in the reservation to assign one IP address to this network
interface.

()

'E'n'eblingthe Client Metwork causes the default gateway for this node to move to the Client

Metwork. Before enabling the Client Network, ensure that you've added all necessary subnets
to the Grid Network Subnet List. Otherwise, the connection to the node might be lost,

15 MEEERRE T HI5 FRAPIESE * 25GbE*

SR T RIS E F iR RIS SR A F5 LR EH A LR EHITECE, SFP28 WA SR

EimO AR,

3. BAHZAITRIERA StorageGRID MK,

DA A28 g N EET

B

Do Sx

LEeb ik
FEEZR

FA L4
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a. NRIGEREZDNEENS, BEUHEPEIENEN * BRAMLE * Ei%iE,
Admin Network

Enable network

b. INRIGHFEIEERFFIHML, HEPEFIHME * BRANE * EIXE,
IWTE, BER 10/225-GbE AR P imMEIKE,.
4. BEIR, HEBHOBERLMMEHEET
ANk

o AMRIMBFIHMZIERT * BE * M * LACP *, AT AEINEIEEM—BY VLAN #5818, &rILi%
£ 0 3 4095 Z 8)pY{E,

© BNEEMSERE * EHEMD o
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Link Settings

Link spesd

Part bond meosde

Grid Network

Ensble network

Network bond mods

Enable VLAN (302.1g)

tagging

VLAN (B02.1q) tag

Admin Metwork

Enable netwark

Network bond mode

Client Metwork

Enable network

Network bond mode

Enable VLAN (B02. 1q)
tagging

VLAN (B02.1q) tag

o WFAHBEREREIAEE

®

BXER

ﬂﬂ%@ﬂ&?ﬁﬁlﬁﬁﬂ’]ﬂ%iﬁﬁ_ﬁﬁ, el =BT EE, ﬂﬂ%1ﬁ%¢lﬂﬂi§¥ﬁ . BERANE
¢4 StorageGRID IREFHIEMIPHINE Y —BFHMALIRER

"l
{~ Active-Backup (o LACF (202 2ad)
If the port bond mods is Aggregate, all bonds
¥

328
v
{~ Independent f:'Acti'.'ahaa:kLp
Connect the Admin Metwork to ports 5 and
direct Ethernet connectio n
and using link-local IP a
I
{— Active-Backup (o LACP (202 . 2ad)
If the port bond mode is Aggregate, all bonds
v
[222 =

&, BEH*REF",

r

https://E5700SG _Controller IP:8443

"E5700SG & Hl28im /iR A48 EE "

REIPEREE

&R LUEF StorageGRID & &R EFEFTE StorageGRID Mg, BIEME P IHME LELE
REEFETAFTERL IP #UtERAER,

t b= in

Tl i

EZFHURL: +
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KFUIES
T BEEME RIS EDE— 155 IP, 5(F 9 DHCP ARS8 LRI EC— R ATELY,

NREBECERACE, 5SS NAXELR E5700SG =H25 15X ACE Rt FRo

I
1. £ StorageGRID iEEREREFH, EF *EMNKEZ > IPEE *,

AT 2R "IP Configuration” TIE,

2. ZECEMRMLE, BEERY * RMLE * Bk * #8 * 8 * DHCP *,

Grid Network

The Grid Metwork is used for all internal StorageGRID traffic. The Grid Metwork provides connectivity
between all nodes in the grid, across all sites and subnets. All hosts on the Grid Metwork must be able to
talk to all other hosts. The Grid Metwork can consist of multiple subnets. Networks containing critical grid
senvices. such as MTF, can also be added as Grid subnets

P ® Static (C DHCP
Assignment
IPvd Address 172.16.3.72/21
(CIDR)
Gateway i7216.01

A All required Grid Network subnets must also be defined in the Grid Metwork Subnet List on the
Prmary Admin Mode before starting installation

Subnets 172.18.0.0/21 x
(CIDR)
172.18.0.0/21 b4
182 168.0.0/21 + X
MTU 1500 3l
Cancel
Save

3. MNRIEEF * FE , BREBUTSREEMENE:
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a. £ CIDR RINERNGES IPv4 il
b. AR,

NRIEHMEZERX, FEHANERNEEZS IPv4 Hitlk,
c. MMREBFEAERMN, 1HF MTU FERENNERTERMBIE, B0 9000, EM, BHEREBMIAE 1500

o

C) LEHY MTU B4 015 T m PSR A iR O EECERVEDLES, BN, FIERREMLE
tEReRASHIEE ER.

N T RERAETLEIEE, WFEFTE T RASMAEEC ERERMM0 MTU &, RS
(D) mEESIBALNMIURBEREER, MR - MHRE MTU LR - S,
SR MATIN MTU (B25ER,

d 8FF®E"
By IP #uikRY, BRI FMFIRAEESZEEN,

NSRS StorageGRID & ELXEIZFIEIZMTF, BERENIRNISECHHFERS IP it EMHHA URL.
U, +https://services appliance IP:8443

e. TN LR F W 5IR EFTIR.

NREEREFH, WFEEZMEMEMK, 1EEBIFIE NS FRELF B MK B
StorageGRID 38, EAFEEEIR T = LRI L FRF R A E SOX LRI L F Mo

() FoIEBiAsG. MBEREREFHME, VARG ERNERERL,

* BAINFR, BRGENET 4 &E—TFEEN.
* BEMBRAREABFM, R EMFRET %o
fBERE
4. NRFEFET * DHCP * , BRIBUT S RECE MEMLE .

a. & * DHCP * BitiRillfm, B&* &’EF "o

AAE=BEER * IPv4 3L *, * Wk M FM * FER. MR DHCP IREF[/KE NS MTU E, T
*MTU * FERBIERIZE, HEZFEETHRIE,

289 Web 5528 = BNEE M Z StorageGRID & & RIIZFHIHT IP ik,
b. BIARIAE LR F M FIREHTIR.

INREERRFR, WFEZMBMERK, 15TEBIFTAE M FMERBI AR MK BE)
StorageGRID R¥&RY, EHTTEE EET = _ERIRIAR RIS F 517 R TE SXOX LRI PILE T W,

(D) FoLBisG. IRREREFENE, NBABEEERRERERNZ,
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* BARIFN, BREEEANER 4 RE—MFEEM.
* ERIBRARERBIFM, IFRERFRET %o
c. MNREBMEAERMN, B MTU FERENRNERTERMANE, FI409000, BN, FHRERIAE 1500

[e}

@ MEE MTU BX5S T3 ARSI RIG O EECENELE. BN, AJieskENE
PRER R IR B B R

N T RGREMANERE, WS T RBMIEMLAE0 ERERM MTU &, MRS
() #EE ERLMMIURBEASER, NAME * MERE MTU FLE * Bk, H3EFHE
RIZE KB MTU {EEBHER

a BEREFES
5. ERCBEBIEME, BENENEEMEI D HikF * 53 * 5 * DHCP *,

() =mEwERS, PAEERRENE LEREERS

Admin Network

The Admin Metwork is a closed network used for system administration and maintenance. The Admin
Metwork is typically a private network and does not need to be routable between sites.

P ® Static () DHCP
Assignment
IPvd Address 10.224 3 T2/21

(CIDR)

Gateway 10.224.01

Subnets 0.0.0.0/32 +
(CIDR}
MTU 1500 &
Cancel
Save

6. WNFRERF B, BREUTSBEEEENS:
a. f£f CIDR R ENIRE LHNERIRO 1 MAFHS IPv4 tthllt,

BBiwO 1 L TFISEAWNTED 1-GbE RJI45 tHORIAEM,
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b. T NMIX,
NREHNMELENX, BEMWNAEERFHS IPv4 itk
c. MNREBMEAERMN, B MTU FERERNERTERMAIE, FI409000, B, FHRERIAE 1500

[e}

@ MEE MTU BX5S T3 ARSI RIG O EECENELE. BN, AJieskENE
PRER R IR B B R

d B8F*RE"
By IP #uhkRY, R FMFIRATEESREEN,

YNR5 StorageGRID i &R EIZFHIERETF, EEAERINISECRIFERS IP HULEHBAN URL . I
U, +https://services appliance:8443

e. INEEME FWFIRERBLIR.
1 BIE R 7S AT LU R B X I TR PR A F Mo

() EremmABEREREEREMR,

* BARIFN, BRESEANET 4 &E—MFEEM.
* EERARERBFR, BFRERFRET %o
fBERE
7. WNREFET *DHCP * , BIRRIUATH BRI EEENL.
a. & * DHCP * Bitigsllfs, S *RE "o

RS BDET * IPv4 ik, X % F0C FW * FE. 1R DHCP ARSS[IKENIE MTU B, T
*MTU * FERHATRIZ(E, HFERFERBITEANREL

&/ Web N 5282 BhEE A ZF StorageGRID & & RERFHIET IP Hilit,
b. HINEIEMLE FMFIRIERBTIR,
EANEITE R 7 P LA IR B X 15 1 PR B F Mo

() FEremmABEREREERERMR,

* BARINFM, BRESEAET 4 &RE—TFEEM.
* EMBRAREABFR, R EMFRET %o
c. MMREBFERERMN, 1HF MTU FERENRNERTERMBIE, B0 9000, SN, BERERIAE 1500

o

@ MR MTU [BX05 T3 RS i O EECENELE. BN, ARk EMLE
tERERASHIEEER.
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d BF*RE"
8. BRERFIHMLE, BTEREN * BFIHMLE * Bk * #5 * 50 * DHCP *,

() =mEzFERE, SAEERRERE LEREFBNE.

Client Network

The Client Metwaork 15 an open network used to provide access to client applications, including 53 and Swift.
The Client MNetwork enables grid nodes to communicate with any subnet reachable through the Client MNetwork
gateway. The Client Network does not become operational until you complete the StorageGRID configuration

steps
IF (® Static ) DHCP
Assignment
IPvd Address AT 47 T 183721
(CIDR)
Gateway 47.47.0.1
MTU 1500 =

0. NRER * #E *, BRBUTHIERER P IHMNLSE:
a. £/ CIDR RTEMNBES IPv4 ik,
b. BF * RTF *
C. HIAZ P IRILRMKRY IP It IFFETIR,

CD MRBATEFHENSE, NWEERMRIABR, RANBRBERTFENENX, HETERA
B IRMENTESEEMED,

d. MNREBFEAERM, HE MTU FERENNERTFERMAIE, 1409000, BN, HREHIAE 1500

o

(D MR MTU [BX05 T3 R SRR RGO EEEENELE. BN, fTaexkEMNS
MERER B IR Bl B Ko

e B RE",
10. INBHEIET * DHCP * , ERBL TS BEEE P IBME:

a. j%&#E * DHCP * BitiRsllf5, S *RE *o
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ARGz BRNET * IPv4 ik * H * X * FEo Y1R DHCP Ar55281KE NI E MTU {E, M *MTU *
FERBERZE, FEZFERBETENRE,

&/ Web R 5282 BhEEAZF StorageGRID & &R EFZFHIET IP Hitit,

a. AKX EE Efo

@ MRBATEFPHEME, NEERMIABE, ABBERTFPENENX, HEERA
& P IRRLEEY TTEB EE IE O,

b. yIREFAERM, B MTU FEREVERTERMAIE, £I%09000., BN, FREMIAE 1500

o

@ MLEE MTU BXS T3 R FTEER RGO EECENELE. BN, ARk ENE
tRER RS IR B AR,

HXER
"ENES5700SGIE I 23 AV AR EC "

JOIEPLR

SN HIART LUMIE IR RIFRERAR StorageGRID W48, BIIF@EIIMEZMXIRE, N
iz StorageGRID IR/ LZERF SRR FM LR IP ik 2 8 89ERE, &IE0]EIE MTU
K®E,

g
1. M StorageGRID & ZERFHREH, B * BEEMLZIERE * > * Ping #1 MTU i *,

B R 7R Ping #1 MTU X TIE,

Ping and MTU Test

Use a ping request to check the appliance’s connectivity to a remote host. Select the network you want to check connectivity
through, and enter the IP address of the host you want to reach. To verify the MTU setting for the entire path through the network to
the destination. select Test MTU

Ping and MTU Test

Metwiork Grid et

Destination [Py
Address or FQON

Test MTU [

2. A * LR+ THIAETR, EEENIXAINE . W, EERHEF K.
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3. WNZME EEADENM IPv4 it 2R EHZ (FQDN) ,
B0, ERIREEE XML EEIET = LM XHIT ping 121k,

4. 5F, EH NS MTU* EREIERS W& T BirNENBREN MTU 1RE,
50, EEILOMIRIR&E T RS HMIL AT R Z B RERER.

5 g MiAEE

MBEMRIEEE, MEER "Ping test passed" SHE, FH5H ping s5< it

Ping and MTU Test

Use a ping request to check the appliance’s connectivity to a remote host. Select the network you want to check connectivity
through, and enter the IP address of the host you want to reach. To verify the MTU setting for the entire path through the netwaork to
the destination, select Test MTL

Ping and MTU Test

Metwork Grid [

Destination |Pvd 10.96.104 223
Address or FQDON

Test MTU

Test Connectivity

Ping test passed

Fing command output

PING 10.96.164.223 (10.96.184,223% 1472(1508) bytes of data.
1438 bytes from 19.96.164.223: icmp seqg=1 ttl=64 time=8.318 ms

--- 18.96.184.223 ping statistics ---
1 packets transmitted, 1 received, 8% packet loss, time ems
rtt min/avg/max/mdev = 8.318/0.318/8.313/6.008 ms

Found MTU 1568 for 18.96.1604.223 via bre

HEXER
"ERE LK 5 ER(SG5700)"

"EIMTUIRE"

BT i IR B R
E1ffR StorageGRID g &L EIZFSHMTI R ZERIIAEASZ R AERIER, HHIA
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StorageGRID & & & &2 A LUEEZEIHEE IP it siiitii SRR E TCP ik

S
*FIAES

fiEF StorageGRID & &R EZFPIRMHIROFIR, SIS SMEMEREMT R ZEREZ,

tesh, SRR LR EIEME P IR AR UDP iR B, FIs0MAF 9B NFS 8¢ DNS fRSS2809IK0. &
KXLEIEOMTIR, 1550 StorageGRID MEIEZENFNHEOSE,

®

SIE
1. 7 StorageGRID & ZEEFF, B * EMKZEE * > * mHEENX (nmap) *o

4,

3

IR B i O N 15t DT

IR OEER D H AR MR iE O {ER T StorageGRID 11.5.0hk. BIIFSMHT mXRMEHO
BEIEH, ENIAERSEERTEM StorageGRID ArasHIRILZEZ AN

I ER R T RN EFE TCP EEM TR, NFEMTRER, WRIIETIRENAIAR

P& & im o

The following node types require TCP connectivity on the Grid Network

Node Type Grid Network Ports

Admin Node 22,80,443,1504,1505,1506,1508,7443,9999

Storage Node without ADC  22,1139,1502,1506,1511,7001,9042,9999,18002,18017,18019,18082,18083,18200

Storage Node with ADC 22,1139,1501,1502,1506,1511,7001,9042,9999,18000,18001,18002,18003,18017,18019,18082,18083,18200,19000
API Gateway 22,1506,1507,9999

Archive Node 22,1506,1509,9999,11139

TR LU R AR AYig & iR O 5 PR A RV E M T R Z B8V

MG * THIFIRF, EFENILAIMLE: * [ -,
7z LR ENFEE—1 IPv4 ISR,

5N, ErIRERERNMEH T EET = LMK,
EREFEE—1EE, WRFIFR.

MIATCP IROS, LUESHREIROAYIRSEOEE.

CEERCEC BRI
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The following node types require TCP connectivity on the Grid Network.

Node Type Grid Network Ports

Admin Node 22,80,443,1504,1505,1506,1508,7443,9999

Storage Node without ADC  22,1139,1502,1506,1511,7001,9042,9999,18002,18017,18019,18082,18083,18200

Storage Node with ADC 22,1139,1501,1502,1506,1511,7001,9042,9999,18000,18001,18002,18003,18017,18019,18082,18083,18200,19000
API Gateway 22,1506,1507,9999

Archive Node 22,1506,1509,9999,11139

Port Connectivity Test

Network Grid ¥
IPv4 Address 10.224.6.160-161
Ranges
Port Ranges 22,2022
Protocol ® TCP uDP

Test Connectivity

o B * MIAERE * o

214

° NRIRFEMIHORSIMEZEIZER, NEBHEIEPSER "Port connectivity test passed” " JHE. nmap
i SR IERIE T 5,

Port connectivity test passed

Nmap command output. Note: Unreachable hosts will not appear in the output

# Nmap 7.70@ scan initiated Fri Nov 13 18:32:03 2020 as: /usr/bin/nmap -n -oN - -e br@ -p 22,2022 10.224.6.168-161
Nmap scan report for 10.224.6.160
Host is up (0.80872s latency).

PORT STATE SERVICE
22/tcp open ssh
2022/tcp open down

Nmap scan report for 10.224.6.161
Host is up (0.20060s latency).

PORT STATE SERVICE
22/tcp open ssh
2022/tcp open down

# Nmap done at Fri Nov 13 18:32:04 2020 -- 2 IP addresses (2 hosts up) scanned in 9.55 seconds

° MR SZAZENEIL T I D*&lﬂéﬁl_?ﬁ, BENRBIF—PHZNEERO, WHEEBBEEFSER
"Port connectivity test failed” " JH2., nmap S HIHTITERERE T 5,

FENRMIFEME IR IR O RS A "closed" . TN, HEEHEENTRATFIRERSE
StorageGRID NMS RSB HARTEIZ TR LE1TH, s E Rt EEEE,



© Port connectivity test failed
Connection not established. Services might not be listening on target ports

Nmap command output. Note: Unreachable hosts will not appear in the output.

# Nmap 7.70 scan initiated Sat May 16 17:07:02 2020 as: fusr/bin/nmap -n -oN - -e br@ -p 22,80,443,1524,1505,1506,1508,7443,9999
Nmap scan report for 172.16.4.71
Host is up (@.00020s latency).

PORT STATE
22f/tcp  open
80/tcp open
443/tcp open
1504/tcp closed
1505/tcp open
1506/tcp open
1508/tcp open
7443/tcp open
9999/tcp open

MAC Address: @0:

SERVICE

ssh

http

https

evb-elm
funkproxy

utcd

diagmond
oracleas-https
abyss
50:56:87:39:AE (VMware)

# Nmap done at Sat May 16 17:07:03 202Q -- 1 IP address (1 host up) scanned in @.59 seconds

° MREEN—DHZMEE IR DR ILHOARKSIMEERE, NABEIERSER "Port connectivity test
failed” " JBHS. nmap i YITEREIE T 5,

TEEER R ESHET TCP EEAImEEN LHENRD, BEXRAXKZXGEEEFAAT. NRAFEE
ErERz, MitbwmOsRESR " Bk ", HERIEESWIAIGHELE,

() iesh, FRFILHE "closed " BIH

© Port connectivity test failed
Connection failed to one or more ports.

Nmap command output. Note: Unreachable hosts will not appear in the output.

# Nmap 7.7@ scan initiated Sat May 16 17:11:01 2020 as: fusr/bin/nmap -n -oN - -e br@ -p 22,79,80,443,1504,1505,1506,1508,7443,9999 172.16.4.71

Nmap scan report for 172.

16.4.71

Host is up (@.00029s latency).

PORT STATE SERVICE
22/tcp open ssh
79/tcp  filtered finger
80/tcp  open http
443/tcp open https
15@4/tcp closed evb-elm
1505/tcp open funkproxy
15@6/tcp open uted
1508/tcp open diagmond
7443/tcp open oracleas-https
9999/tcp open abyss

MAC Address: @0:50:56:87:

39:AE (VMware)

# Nmap done at Sat May 16 17:11:02 2@2@ -- 1 IP address (1 host up) scanned in 1.6@ seconds
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Set Up SANtricity® System Manager

Welcome to the SANtricity® System Manager! With System Manager, you can...

* Configure your storage array and set up alers.

» Monitor and troubleshoot any problems when they occur.

s Keep track of how your system is performing in real time.
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Home Hardware

HARDWARE
Learn Mare »
Legend v I Show status icon details )
Controller Shelf 99 - ﬁ} [+ ﬂ& EI Show front of shelf
Fan Canister 1 Power Canister 1 ’:J Fan Canister 2
Controller A
* *
Controlier B
Powrer Canister 2 ’:J
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NetApp® StorageGRID® Appliance Installer Help ~

Home Configure Networking - Configure Hardware ~ IMonitor Installation Advanced -

Node Encryption

Mode encryption allows you to use an external key management server (KMS) to encrypt all StorageGRID data on this appliance. If node encryption is enabled for the
appliance and a KMS is configured for the site, you cannot access any data on the appliance unless the appliance can communicate with the KMS.

Encryption Status

A\ You can only enable node encryption for an appliance during installation. You cannot enable or disable the node encryption setting after the appliance is installed.

Enable node encryption |

Kev Manaaement Sarver Details
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Remap Ports

If required, you can remap the internal ports on the appliance Storage Mode to different external ports. For example, you
might need to remap ports because of a firewall issue.

Metwork |  Grid j Protocol | TCFP j

Remap Direction Inbound j Criginal Port | 1 =
Mapped-To Part = 1 =]
Network Protocol Remap Direction Original Port Mapped-To Port
 Grid TCP Bi-directional 1800 1501
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* MRBHITH BEREIRIE, BIRIRAEN R BR#HITIRE:
© BRREEMET RANNEIILA StorageGRID &%, 5SS IABE XY & StorageGRID Z4EHYEFR,
© BEMERFPHNBREFMET R, BSRNEXMENEIFBIREA.

p
1 F TN 2R, ARRNGEITEIZGI2EH IP #ilt2—, + https://Controller IP:8443

IEEHE B7R StorageGRID 1& & %332 3 Tl Ho
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NetApp® StorageGRID" Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advanced «

Home
© The installation is ready o be started. Review the seftings below, and then click Start Instaliation.

Primary Admin Node connection

Enable Admin Node =
discovery

Primary Admin Node [P 172.16.4.210

Connection state Connection to 172.16.4.210 ready

Mode name

MNode name MetApp-SGA

Installation

Current state Ready to start installation of NetApp-3GA into grid with Admin Node
172.16.4 210

Start Instaliation

2. 75 TEENREE  BoP, HERTTERETEET R IP i,

NRFTRIEELBIBP OPRET HMTI =, N StorageGRID I&&RERF BRI 1P #ilk, Bt
EXBEETAHEDL—NEET admin_IP FEMMET S FE—FM L.

3. NRKERIL 1P SR EE LU 1P sk, EHEEM L
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1IN Description

FHN IP o ENAT * BEEESSAT " EHE

b. FEHA IP ik,

c Mk R

A BB, (5 1P HADEETE,
AEMFETESNE o - BAGESARI SHE,
ERTR b HEBTAIE IP HAFIE,

o NEHMBUIIBETEHET SNMEEETEES S,
d gER®E".
e. TRHEMRT, (B3 1P HADEE ML

4 £ NRET - FRYP, BABRTIRRET RO, AERE F®E"

TRBAVRDECL StorageGRID RFFMIIRETI R. ERREMBEESNTRIIE BIRETR)
£o MMRFE, ERILEMET RBSEREZ.

S. I RE AP, HMIALFIRSH EEFIBRE" node name EAETEETRHNNIE admin ip "HEH
TR RE R,

NRAKBA * FHIARE * 125, NIt REEANERERKIRE. AXRA, BENIRENTEML4ER
B,

@ MREBEFED RILEMBAT REBR. BEELENEIR. ARREFHTRRE
BRIEPER "REHIME("

6. 7Z StorageGRID RELERRFENF, BE * FRRE ",

LEPRESIEEBOR "Installation is in progress , " ", AT ERIGITELETH,
() OREEFHHNLRRRETE, oS BERE
7 MRFEEESMREEETS, BNES S EERESE,

@ MREBRE—NRBEZSMGEEED R WA LUERBeITREETIZE configure-sga.py
REBLEMA, HANERFEED =

e
=l

"RIFHIRE()"
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BITFEIRE R

EREFTTMLZA], StorageGRID IKERERFZEMINS. RHERETHE, KEKEN
=hp

p

1. BRITREHE, FRE * BIERE
"Monitor Installation" TIEIE B RLEHE,

Monitor Installation

1. Configure storage Running

Step Progress Status

Comest o strage centoer N o

Clear exsing confgration —

Configure volumes Li E = Creating volume StorageGRID-obj-00

Configure host seftings Fending

2. Install OS Fending

3. Install StorageGRID Pending
Pending

4 Finalize installation

BEERSIERETYRIEEHITHNES, FBERSFRTEMIITTRIIES.

—_ - —_ -

(D LEREFARRELANTERTRNESFIEMET. MREEZEHETEE, NUFAE
BN THEAESHSETERERSFNIRZ skipped o

2. EEARNTEMBRI#HE,
° o ECERfE

TEULRNER, RERFRERDEFMHEITFIE, BREMNERE, 5 SANtricity Z{H&(EUEES UKL
BEFMiRE.

° o Wi OS*
TELME:, RREFSRE StorageGRID HNERIRERFMEEFIFILE.

3. spRUsIEREAE, EE) * R StorageGRID FMEIRE * MERHE, HEAMAREHA LEF—FHE
, RREEARNEEEREEET R LIEIT S, MRRNT T,
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4 HEMKEER. HERFEFHETR. AR5THStorageGRID £
EMRERGPAE * RE

Home

Monitor Installation

1

=

£

Configure storage

Install OS5

Install StorageGRID

Finalize installation

Configure Networking -

Connected (unencrypted) to: QEMU

platform.typen:
[Z2017-07-31TZZ:
ontainer data

[Z2017-07-31TZ2Z2:
[Z2017-07-31TZ2Z2:
[Z2017-07-31TZZ:

[2017-07-31T22:

[2017-07-31T22:

of node configuration
[ZO17-07-31TZZ:
[Z2017-07-31T22:
[2017-07-31T22:
[2017-07-31T22:

-07-31T2Z:
-07-31T22:
-07-31T2Z:
-07-31T2Z:
-07-31T2Z:
-07-31T2Z:
-07-31T22:
-07-31T2Z:

Cii) =1

Bonftigs

XFUIAES

BEIfE®

Q09:

09:
09:
09:

Q09:

09:

Q9:
09:
09:
09:
09:
09:
09:
09:
09:

09:
min Mode GMI to proceed...

TENILE
GV = sy =

Configure Hardware -

Device or resource busy
INFO -- [INSG]

EMEENTEHESZ D

12.

12.
12.
12.

12.

12.

1Z.
12.
12.
12.
12.
12.
12.
12.
12.

12.

3625661

3662051
3696331
5115331

5700961

5763601

h813631
5850661
5883141
5918511
5948861
2983601
6013241
6047591
6078001
.b1609851
.b145971
6182821

REUNRICERE

StorageGRID L4513 —

INFO
INFO
INFO

INFO

INFO

INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO

* 5, % 3 MERSERk,

[INSG]
[INSG]
[INSG]

[INSG]

[INSG]

[IN3G]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]

IMonitor Installation Advanced -

Complete

Complete

Running

Pending

NOTICE: seeding ~wvar~-local with c
Fixing permissions

Enabling syslog

Stopping system logging: syslog-n
Starting system logging: syslog-n

Beginning negotiation for downloa

Please approve this node on the A

EESUE N

1 StorageGRID %,

MAREIE ZH StorageGRID S2IIEE B A,

5% 4 FNER * STRRREE * FHiR. FiER 4 eRlfE, ITHIERISE
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BEHBPITREMEE, BERUT—IHEZNEDL:
* BIE—1 JSON Xt#, BTIEEIRENEEIRE, £ StorageGRID i8& % E2F L% JSON X1+,

() eanERR-—x#REES M.

* A StorageGRIDconfigure-sga.py FiF B B 1&EBIPythonflZs,
* EAHEM Python BIZAEIE T StorageGRID RZRVE AL ("WE ") »
En L B E B StorageGRID Bnfift Python fiizds, WAILAEREEIEARSI, HEBIAEES

(D)  CALNRKRBEMEETAHRER StorageGRID %3 RESTAPI . HSIERL4HIET
A X T EMIZEStorageGRID ZEXHHIEE,

fEFEStorageGRID 1§ &L EREF LB IRE

TR UERESEEE SR JSON X EMECEIRE. TR LR StorageGRID I8& %R

RiEF LB,
BEENAR
s RIS E N TERS StorageGRID 11.5 L E SRAFBANEFE 1

A E A S F RN S SR IR B BB VIR & L BYStorageGRID 1R & REZF.

ANy

%FUES
BRI EHITRERERS, HNREUTHNE:
© PR, EIEMATIES RS 1P it
* BMC #0
" e
- HOSERS
- PRI
- BERERE
868 LA JSON XA REIRSBHLLE StorageGRID B ERERFHERS M NEFHATRELEES,
RHRERBRES M BAN. EUF—REE— T RNEEX

@ NMRELUNARPAEELREMEEEIRSE. WALUFERA configure-sga.py fllds, +"'{#
Fconfigure-sga.pyilA& B oh L EME B IRE T ="

T
1. ERUTAZEZ—%ER JSON X1&:

° ConfigBuilder I A2

"ConfigBuilder.netapp.com”

o configure-sga.py IRRICEMA, EFJLIM StorageGRID &&ELERERF (* 88 * > * 1ERICE
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automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
https://configbuilder.netapp.com/

iz ) TEULEIA, 155 REXERA configure-sga.py il B ohfc & AV A,
"fEFconfigure-sga.pyfii&s Boh REMAEL B IKE T A"
JSON XA H RBIRRMTE L TEK:

* MR TNERBNENR, ELEE 1 NFER, FEREE 32 MNFR

* JUERFE. HFNEFH

* FEEUEFHHLAHER. BRENEEHF

@ BHR JSON XTI KRB (TRERIR) SME—RY, SNERKTEER JSON X
HEEZ T TR

2. & =k > BINREKE .
LB BB & ECE DU,

Update Appliance Configuration
Use a JSON file to update this appliance's configuration. You can generate the JSON file from the ConfigBuilder (§ application or
from the appliance configuration script.

A\ You might lose your connection if the applied configuration from the JSON file includes "link_config"
and/or "networks" sections. If you are not reconnected within 1 minute, re-enter the URL using one of the

other IP addresses assigned to the appliance

Upload JSON
JSON ’ Browse
configuration
Node name - Upload afile v

3. EEEE HENEER JSON Xff.

a. FEFF N,
b. . EIFHEFE
C.IEEFE I TH*,
B EEHIIE X H. WIEdETRGE, XHEBEBERERBEIETIEEIN.
R JSON XHHBEE RS "link_config" , "networks" ZiXFREBIEZRS, NIATRER MR

() FAopemEs R 1 SRNREREE, BERSRARENEM P it > — B
MINIRE URL o

233



Upload JSON

JSON Browse appliances.orig.json
configuration ; )

Node name --Selectanode v

LRI ER JSON XHFHRE X WIRE T R B IFEAT * TRBNR © ThibR.

@ MRXHTLH, WXAHZBETHLE, AEREMEERER—FEIRES. EEEIXXER
RNATFIIEE. ERILUEERA ConfigBuilder SRIARABBAHT JSON X1,

4. K * HRER* FHYRPEE—IT R
LB E A * A8 JSON FRE * #25.
Upload JSON

JSON Browse appliances.orig.json
configuration ) )

Node name Lab-80-1000 v

S. 1%&$E * W JSON ERE& * o

IHEECE I M A T RE T3 Mo

£ configure-sga.pyfild B oh LEMEEIKE T =

A LUEA configure-sga.py AT BHEIN1TStorageGRID 1% & T REVIF 2 LR ECE
ESHE, SELENIEFEETR. IRERERERST, WHATESEGA.
e UERLLHAS R EE1IKEEREE 2/ JSON X5

xFUtES
* IR EREENEF, HEERIEHNNEHEBE.
* BfEF StorageGRID &R EEFNTEET AL EMKZHEEH 1P ik,
*MRERETIEETS, WEFER P it
* MRERENEEHMT R, WEHEXEETS, FEEMEH IP it
c HFEEETRLIMIFIET R, BEZEET S ERIMEMEFMYIRAPEN StorageGRID i&&REE
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FFRY 1P BCE DIE L5 tHBYFRE WA IR F o
* EETH configure-sga.py XFEXHESEREIEF, EHAILIBTET StorageGRID K& R
TERFHRY * FBE) ¢ > * IREREMRA * KRR X Mo

(D IHRES R ERTFRECERAGLTREAEEE —ELENERAF. 5E, EhallER
StorageGRID K& REEF B MITACE. +"EfStorageGRID k&L EIZF HiLEIR&E"

S
1. BRI BTFE1T Python BIZSHY Linux i+ &4
2. BREBAEXMAEEN—MREBUREETASHTIR, BRAULTRE:

configure-sga.py --help

o configure-sga.py FIRERENFHZ:

° advanced FF&%StorageGRID &% E. BEBMCEREEMNCIEEEIEE SFIALERISONI 4

° configure AATEERAIDER. T aZFFMESE

° install FF¥4StorageGRID &4

° monitor FAFEStorageGRID it

° reboot A FEMBohLE
MRWMAFHL(ER. BBE. TR, BIENENBSH. ARBN --help EIIERKER S —1MEHX
&, ERRHTEXZFHS+H I EENNE ZFMER configure-sga.py subcommand --help

3. EMfpNGE T RIVHFIRE. BEEPBAUTAR sca-install-ip RIRE T RBE—IPHIsE: +
configure-sga.py configure SGA-INSTALL-IP

ZRBETRENEA IPER, SREIEELTRN P IR EXERE, MEHEFIRNEZHER.

Connecting to +https://10.224.2.30:8443+ (Checking version and

connectivity.)

2021/02/25 16:25:11: Performing GET on /api/versions... Received 200
2021/02/25 16:25:11: Performing GET on /api/v2/system—-info... Received
200

2021/02/25 16:25:11: Performing GET on /api/v2/admin-connection...
Received 200
2021/02/25 16:25:11: Performing GET on /api/v2/link-config... Received

200

2021/02/25 16:25:11: Performing GET on /api/v2/networks... Received 200
2021/02/25 16:25:11: Performing GET on /api/v2/system-config... Received
200

StorageGRID Appliance
Name : LAB-SGA-2-30
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Node type: storage

StorageGRID primary Admin Node

IP: 172.16.1.170
State: unknown
Message: Initializing..
Version: Unknown

Network Link Configuration
Link Status
Link

Down

Link Settings
Port bond mode:
Link speed:

Grid Network:
Bonding mode:
VLAN:

MAC Addresses:

Admin Network:
Bonding mode:
MAC Addresses:

Client Network:
Bonding mode:
VLAN:

MAC Addresses:

Grid Network

Speed (Gbps)

10
10
10
10

N/A

FIXED
10GBE

ENABLED
active-backup
novlan
00:a0:98:59:8e:8a

ENABLED
no-bond
00:80:e5:29:70:f4

ENABLED
active-backup
novlan
00:20:98:59:8e:89

(Static)

CIDR: 172.16.2.30/21
MAC: 00:A0:98:59:8E:8A
Gateway: 172.16.0.1
Subnets: 172.17.0.0/21
172.18.0.0/21
192.168.0.0/21
MTU : 1500
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Admin Network

CIDR: 10.224.2.30/21 (Static)

MAC: 00:80:E5:29:70:F4

Gateway: 10.224.0.1

Subnets: 10.0.0.0/8
172.19.0.0/16
172.21.0.0/16

MTU : 1500

Client Network

CIDR: 47.47.2.30/21 (Static)
MAC: 00:A0:98:59:8E:89
Gateway: 47.47.0.1

MTU: 2000

S i i
#HHH4 If you are satisfied with this configuration, FHHH#
##### execute the script with the "install" sub-command. #####
FHS R

4 NRFEFXLFIEEPHEMAE. BER configure BFEMENNFH<S, Hlal. NREEGERTF
EEIEEET AP ER N 172.16.2.99. MALUTHZA: + configure-sga.py configure
-—admin-ip 172.16.2.99 SGA-INSTALL-IP

S MNBERSHIBERDEIJSON . 1BEFEA advanced Ml backup-file Fap<, fFlal. MNREHZHAE
BIPHINEENIGEIECE SGA-TINSTALL-TP BB NI appliance-SG1000.3son. MAUTRE: +
configure-sga.py advanced --backup-file appliance-SG1000.json SGA-INSTALL-IP

BEERERESN JSON XHRFEARITHENR—BR.

@ KMEERE JSON XHEHRHINET RBZFR T SIRERMILE. B/ H#HITERER
, BRIFBRERNFENHAFH2ME 7 ## StorageGRID API ,

6. NREXNGHIEERHE. 1B5FEMH install M monitor AFLEIGEMNFHS: + configure-sga.py
install --monitor SGA-INSTALL-IP

7. NBRBEHEMNES. BEWAUTRHSB: + configure-sga.py reboot SGA-INSTALL-IP

Bzt B & StorageGRID
HEME T RE, ZEoJLABSIECE StorageGRID R4,
BERENHNE

* BRI REIES T U T XA E,

X Description
configure-storagegrid.py BT B8ahEdER Python 7
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X Description

configure-storagegrid.sample.json B F AR BB E X4
configure-storagegrid.blank.json BT =i & X

- EEEE configure-storagegrid.json BB, BRI, EaESURGIEE X4
(configure-storagegrid.sample. j son)ﬁﬁﬁaﬁﬂﬁiﬁ: (configure-storagegrid.blank.json

[e}

KXTFUILES

EOJLAER configure-storagegrid. py PythonflZ&#] configure-storagegrid.json AT BEIED
& StorageGRID ZFMIECE X 5o

() coTuERREERRSRE AP RERS.

TIE
1. BREABTFIETT Python BIZHY Linux iHE 4.
2. FRARERLEIENE R

fB%0: + cd StorageGRID-Webscale-version/platform
HM: platform A debs, rpms B vsphereo

3. 1517 Python RIZAH A ECIEMNECE X M4
fBgn:

./configure-storagegrid.py ./configure-storagegrid.json --start-install

e

—MEREE . zip XIFBERELIZFEN. HTHEGTRENEEIENERR, BOAEDMERGENX
, UBEE—IPRZIWETRREBRPERME StorageGRID R4, i, KEEHFLLMNEHMEMEN
RENTFELE,

() mEaxXHEXFSERER, RACEETATM StorageGRID RAHREMIENNEEAE,

NREIEE N ERFEVIZRE. MFEERE Passwords. txt UIEHEKIARIStorageGRID RFFMEHERIZE,
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FHHH AR AR R
##### The StorageGRID "recovery package" has been downloaded as: #####

#H4#4 ./sgws-recovery-package-994078-revl.zip #h#H#
#HHH4 Safeguard this file as it will be needed in case of a FHHH#
#HH#4 StorageGRID node recovery. #HH4##

R A A A A A A A AR AR AR AR AT RS

AAREETHHINEENREHEE StorageGRID £%i.

StorageGRID has been configured and installed.

24t REST API #fR

StorageGRID 12t TR FHITLEESH REST API :  StorageGRID %% API #
StorageGRID & &R &EER AP .

X AP #B3{E Swagger FFR API & K324 APl 3XAY, Swagger RiFF R ARMIEAFLZARTRFARE
5 AP #1TRE, LA APl gNMeINa Rz SEFNED, AXERE EHAEBIRE Web $2ARF] JSON  ( JavaScript
WERFTE) BIEKRR.

£ AP SRR DTHATRIER APHEE N KIS R(E, B3R, FTEERMEIE, FHMIFRE
BEE IR,

51 RESTAPI sp % #EHE API BY URL , HTTP #2fF, ERMFEEAER URL SEUAKTRHARY API PR,

StorageGRID &% API

REEERECE StorageGRID Z4iHY, UNREFERITEEETRIMER, StorageGRID &4 APl A AJF.
AN ERS@EE HTTPS iFiR%% APl

Eihin] AP XY, FRIIFEET R ERNREMD, ARMEEEZFERERE * 858 * > *API X4 *,
StorageGRID &% APl 83 L &84 :

* config —5 API B9/ muhRASHEX BVIR1E. R LATI Xk A S #5097 sahR A EE API ARZS,

© AR Y - PIAREREC B IR(E. BRI LURENAIEFMWMIZIRE, SEMNKIFMAEE, MERNEFM, MEZELKR
NTP #1 DNS ARS5 23 IP ik,

* "Nodes - TREFINEERE " . EAILKREMBTRYIE, HENETR, EEMETR, EEMETR
UM EEMET R RECE,

* B —EEERE. EaUBHEEIREHEERIERENRS.

*RE r —EEETRMERE. BAIUEERER, LEMERGE, BoimEUREEMERIENRE,
* recovery-package — N & R E I B RIIR(E,

© bR U RARELER(E. EEILIRNE, TE, MIRRAERIL S,
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StorageGRID & &% EEiZF API

BILAMIBE HTTPS175iR]StorageGRID & & REFZFAP| Controller IP:8443,

iR API X1, 15 Eig&E £ StorageGRID &L ®EIER, ARMERE=ZAIERE * ZEB) * > * API X5 *
StorageGRID K& REZF API SELIT &5

kg —ATFEENEEIT SRR,

* T INE  —ATEEMENEEMEIRESIRNE,

* CEHEE * —FATEEENEG LRERAISENIRTE

* O ZE AT ARREREN ST RN SR

* * WLRIELE * - 5 StorageGRID & EHIME, BEME P IHEMERE U KILEROIREHEXAIZME,
YIGE C —ATERRISEREGENRE, SEERRNEXAGNEEHEMEEETS P,

* AT ERBHEHISIFIRE B SRR,

* AR —SAHRIGEE R XBIRIE,

* uploadsg —FF 1% StorageGRID L #4AVIE(E,

BB L R T FEHR

NREERE BRI, EFSBEARENEZRFEXNSERFERIRSER
#E.

BXES
"R E TR

"X AR R A T R R
PRI BN TR

ﬂD%E@TﬁFHBE_JZ?‘E%"EaRvﬂ E5700SG &Hhl2s LiA5Emash b IE, N StorageGRID 1&&
HEIEF A EE A Ao

p
1. EE LR BT ERR.

B EhHREIREEMHEY, MM ERET—RIINE, EHMRIIEDE, CRETSNEMEHRETRTE
BYAESo

2. BF E5700SG #=Hl28MCER BmF LRI,

@ LEMEERTE—LYE, FEREMRE/LIHAFZME StorageGRID IRERERRFRE
EiHo

MREEHER, CRETEBRIRFRANE, F4, "he",
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3 BTMXLENIBMENX, BEIUTHER:

=23 5E
E5700SG =128 * " s5700sG IEHIZ LBOREIERRT"

* "“$8i%: 5 SANtricity OS Z{FEIF BT HEE "

E2800 1=l 2% _E5700 #1 E2800 A4 i5iTiEm _
* i * 7 E &F E5700 £ s AR AL RE
FFig&HH E5700SG 1£H28.
4. INRTEMRIEFER B, BEREREASZR .

BXER
"E5700SG zillgs L APIRZSIER AT

"he error : Error synchronating with SANtricity OS Software"

"NetApp E RFI R HE 5 ="

he error . Error synchronating with SANtricity OS Software

9N StorageGRID & B REIEFTES SANtricity IRERFHERIL, NitHEIEHI2E LR
TR EREER— M EIRAE,

XFIAES
MR ETREIRAN, FRITIEEIEREE.

p

1 ER MBI ZENMIREELS L, HIALLN SFP+ WL BREFEEE,
2. RIEFHE, EM—IRMIRMLE SFP+ L 28, AEER.

3. WNRFERRIPIEHR B)7R, BERRIRASZH

X R B T AR AR

YNRIETE StorageGRID & &L EAENEEIEZRIR, NHITHIHAEFRESE,
THEEE RS
NRTEERENGE, WARFENSREmE , NEEHFREREERMINITEM.

S
1. NRTEEREET] SANtricity R EIELS

a. 2 fEASANTtricity System ManagerE I/ 48 _EE280015 28 FIIPHIAL I EMITPIngIE(E: + ping
E2800 Controller IP
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b. 4N ping RENEIMARZ, EHIAZERRY IP MAULTEHTIR,
78 E2800 =28 L EIRIHO 1 #Y IP ik,

C. YN IP HUULIER, B EIRERANNEILE,
INRTTERRRIDTHER B8, ERRRAZS,

d. 3018 ping AXTH, BEFTFH Web %
e. B N\SANTtricity Rt EIE2RHIURL: + https://E2800_Controller IP

B £ SANtricity R EIEZEHIE RDIH,

2. NRFXEREZE E5700SG 15528
a. Rt EAES700SGIEHIZZRYIPHIUL XTI ENITpingtR{E: + ping E5700SG _Controller IP
b. 4N ping RWEHEAMEL, EFHINEERR IP #AtEFRTIR.

TR LAEFRMAR NG, IR IR LigEaY 1P ik,
C. $NR IPHULIEHE, BIEIREMLL, SFP WABHMMKIRE,
NRFTERRITHR B, BERRRARZH

d. 3018 ping ATH, BEFTFH Web %
e. 1 \StorageGRID & &% & ZFHURL: + https://E5700SG_Controller IP:8443

IR B /R E TUDTE

7£StorageGRID & &L EEF T EHEEHITHIZE

T‘ f StorageGRID 8 & RERFIZITHAIE, ErRIRFEENBohTEEHISE. fl, WRE
TR, SRR EEMBEHIER,

XFUAES
RAEYITEITHIZRIETT StorageGRID REHRERZFE, WREFE AEM. RERMRG, WX BIETERER
, K79 StorageGRID & & LEEFFAHEF.
B
1. 1£ StorageGRID & & RERFHR, BE * B * > * EMBoHTHIER *, AREEUTERZ—:
° & * BB EHE StorageGRID * ITET SR EFMAMRRIER FEMBohTHIZE. NRESTEMAER
R THIEHESIFRTRAMEIERIETT, EEZFLED,

° R ENRMELIFRR © UEMBoHEHEE, RNETRIMATEFER. MREEHMANRZ

ﬁg%gﬁqﬁ)ﬁmﬁﬁﬂiﬁ?ﬂifﬁ jprinedlisvin
I,
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NetApp" StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advancad -

RAID Mode

Reboot Controller Upgrade Firmware

Fequest a controller reboot. l Reboot Controller 1

[ Rebool inlo SlorageRID ] | Reboot inlo Maintenance Mode: |

SG6000-CN =284 EF B 5.

#IMSG5700i8 %

ERIREEE 4R E2800 1541285 EAY SANtricity 12{ER G NS, Bl E5700SG 1THI28AI LA
KMGERRECE , it E2800 1THI285, E5700SG ﬁﬁﬂ%&ﬁi@ﬁeﬁﬁéﬂﬁo AT TER

EiGEBEEFE N StorageGRID RZGEFMFMET =,
H18

© IR EBTFHIPER

© "FHRTFAEIESIZR FEISANTricity IRIERSE"

* "{EFSANtricity 4B IREFRIRThERE "

" HRE280015 422"

* "EHE5700SGITHI2E"

 "EIREMRE AN

* "EME5700SGHE ISR SERR AT B "

- "EHMTURE"

- "EfEBDNSIRS BEE"

 TELEPREE TR R

BIgEBETHIPER
ERITIFEEIIRZEZ R, BRI EE THIPER.
BEENAR

* BRI RN 2R E REIMR E RS,
* B ERHFHIRIENR. BXFAER, FENAEXER StorageGRID HI5 A,

KFIAES
FStorageGRID & & & F 4P IR Al BE R L IR & T REITIZAZ AR
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@ Lﬂzé’ﬁiF*E‘ﬁE’JStorageGRlD RENEEMNENZASZIKESTROEEMNENNZARER

Ko

p

1. ERREERD. TR

2. N RERNRES, EFREEFET .
3 EEES

Cwverview Hardware Metwork Storage Objects ILM Events Tasks
Reboot
Shuts down and restarts the node. Reboot

Maintenance Mode

Flaces the appliance’s compute controller Maintenance Mode
into maintenance mode.

4. R EIFRR
B R BRI IA IS B AE

A Enter Maintenance Mode on SGA-106-15

You must place the appliance’s compute controller into maintenance mode to perform certain
maintenance procedures on the appliance.

Attention: All StorageGRID senices on this node will be shut down. Wait a few minutes for the
node to reboot into maintenance mode.

If vou are ready to start, enter the provisioning passphrase and click Ok

Provisioning Passphrase

S. EHU)\EEE‘Z\E%%_LTD ) ,.\J—E'ii??x * Eﬁ/rf *

HEZN—RIES (B "BRXIEK", "1EEEL StorageGRID " " [EEEHBEN ") R"IKFIE
ERHENEIFIE T B,
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Owendiew Hardware Metwork Storage Objects ILM Events Tasks

Reboot

Shuts down and restaris the node.

Maintenance Mode

Attention: Your request has been sent, but the appliance might take 10-15 minutes to enter
maintenance mode. Do not perform maintenance procedures until this tab indicates
maintenance mode is ready, or data could become cormupted.

. Reguest Sent
RELRTHIFENRN, SER—FHIVER, ER5IHE TRATi5E) StorageGRID & REZEFHI URL o
Owvearview Hardware Metwaork Storage Objects ILM Evenis Tasks

Reboot

Shuts down and restarts the node.

Maintenance Mode

This node is currently in maintenance mode. Navigate to one of the URLs fisted below and
perform any necessary maintenance procedures.

« hilpsfi172.16.2.106:8443
« hitps:i10.224.2.106:8443
« hitps://47.47.2.106:5443
« hitps:/169.254.0.1:5443

When you are done with any required mainténﬂ_n[:e procedures, you must exit maintenance
mode by clicking Reboot Controller from the StorageGRID Appliance Installer

6. Zifjjn] StorageGRID I&&RERF, AN HEIEREIEMR URL

RETHE, HEROSIREEEMARD IP ALK URL
() A nttps://169.254.0.1:8443 BEEZEE AN EREO,

7. 7E StorageGRID R&ERERZFH, HWIARELTHIFER,
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A This nodedis in maintenance mode. Perfarm any reguired maintenance procedures. If you want to exit maintenance mode
manually to resume normal operation, go to Advanced = Reboot Controller to reboot the cantroller,

8. TRV ERLEIRES,

9. EREIPESE, BHAIPEXHMEEE T RIR{E, 7f StorageGRID &R LERREFP, EFE SR *>*
EiEnhiTHIgs * , AEEE * EFBSIE StorageGRID *,

NetApp” StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Menitor Instaliation Advanced -

RAID Mode
Reboot Controller Upagrade Firmware
Reguest a controller reboot. l Reboot Controller ]

[ Rebool info SlorageGRID l | Reboot inlo Maintenance Mode I

REEMBMNHEMMAMEETREFEERE 20 D8 El, ZHRIAEMBMNETAE T R EEMMNME
, FREMNREERS. "TREARNETESRS v WTFRETNTR. "IRLALTEDRSHER. H
BTN R B BRI,

NetApp® StorageGRID® Help ~ | Root ~ | Sign Out

Dashboard " Alerts ~ Tenants ILM ~ Configuration « Maintenance ~ Support ~

A StorageGRID Deployment StorageGRID Deployment

# Data Center 1
' |DC1-ADMA1
«'|DC1-ARC1
«|DC1-G1
»|DC1-51
»|DC1-52
«|DC1-53

Network Storage Objects ILM Load Balancer

1 hour 1 day 1 week 1 month Custom

Network Traffic @

6.0 Mbps

e A A

FRFfEIEH 28 EBISANTtricity IRER S

AT WRFEEIBRES URESLNIE!T, ERAARIIERTER StorageGRID 1% &HY
AT SANtricity 1R 1FRGHIFIRAE. ESE NetApp BRFIERTE (IMT) REERE
RBRRAS, WRFERED, BERARARIZ .

* NRFAEEHISRERRIZ SANtricity OS 08.42.20.00 (11.42) SEShRA, FEEAMNEEIERNITHR,
" A AR E IR R T R TR BT 28 L BYSANTtricity & {E RS

246



* WNRTEEITHIZSFAM SANtricity I2ERFRRAFETF 08.42.20.00 (11.42) , BEALIPFERRITHSR.
"fiE AR AP IR U FHRE280035 HII28 L AYSANTricity IRIER A"

HEXES
"NetApp BigfFiExRT A"

"NetApp F#i: SANtricity OS"

"MK BPEHEER"
e Mt E IR A RIFIEITHIZZ EBISANtricity IR{FRSE

T L EifEA SANtricity OS 08.42.20.00 ( 11.42 ) SEShRAHIIZIEITHIZS, BATE
FMIt& E IR 2SN FAF 2R,

EREHNE

* EEEH NetApp HIR(FERTA (IMT) LUBIABTFFHERE SANicty IIERGIRA S TSRS,
* ERRAERPAUR,

* RSN RS R B RS,

© EARAERETBEE,

* fEAAE TR SANTtricity 21ERASAINetApp FE T,

|_

f

KXFIAES

TE5ERE SANtricity I2ERAZARLIREZHI, EBLERITEMIHGEF ( StorageGRID A RFUEIER) o
WMRIEEIRIE SANtricity IBERAFHRIIIETTR Z 51 B NEHMERF DL StorageGRID BEFHR, NMARKSEEM
F| SANTtricity IRERFAHLTIHE,

RETEESANtricity BIFRAFERYNABTRIEERTAZE. RIFSE A 2%, AR LM

kaANtrlmty BRIERA TR EI0 LA ERBYE.. HBEE#HB5HE 1 StorageGRID ZE#IRF A EH EKI1X90
bak LN E] S

@ SEEERAMREERNITAERN, UTTRAEM, MRSG5700R7Ig&PRIF EEH 23
FARISANTtricity #2{FRSthRZxFF08.42.20.00 (11.42). M EFERAMEEIRSRHITHR.

@ RS B 2 B8 NVSRAM F4RZEIS SANtricity I2ERAARIEXMNRIhRA, ETLENA
B A NVSRAM FHE ST,

p
1. MARSSZEIEAEEA L. MNetApp Hsitim THFTHISANtricity BIERGTENMH X o

1B W I E280017 1= H 281583 F SANtricity 1R{FR SR Z,
"NetApp F&i: SANtricity OS"

2. fERRFIN KRBT REIPMEEERS,
3. WP, A, EXRBHNARLKED P, EF NGB
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4.
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Software Update

You can upgrade StorageGRID software. apply a hotfix; or upgrade the SANtricity OS software on StorageGRID storage appliances.

« To perform a major version upgrade of StorageGRID, see the instructions for upgrading StorageGRID, and then select StorageGRID Upgrade.

« To apply a hoffix to all nedes in your system, see "Hoffix procedure” in the recovery and maintenance instructions, and then select StorageGRID Hotfix.

» To upgrade SANtricity OS software on a storage controller, see "Upgrading SANtricity OS Software on the storage controllers” in the installation and maintenance
instructions for your storage appliance, and then select SANtricity OS:

SGE000 appliance installation and maintenance
SG5700 appliance installation and maintenance

SG5600 appliance installation and maintenance

=GRID Upgrade

StorageGRID Hotfix

SANfricity O3S

Ea5* SANtricity OS*,

I EIE B 7R SANTtricity OSTE,

SANrcity OS5

You can use this page to upgrade the SAMtricity 05 software on starage controllers in a starage appliance. Before installing the
new software, confirm the storage controllers are Mominal (Nodes = appliance node » Hardware) and ready for an upgrade. A
health check is automatically performed as part of the upgrade process and valid MYSRAM i automatically installed based on the
appliance type and new software version, The software upgrade can take up to 30 minutes per appliance. YWhen the upgrade is
complete, the node will be autamatically rebooted to activate the SAMtricity 05 an the storage contrallers. If you hawe multiple

types of appliances, repeat this procedure ta install the appropriate OS software for each type.

SANtricity OS Upgrade File

SAMtricity O3 Upgrade File
2

Passphrase

Frovisioning Passphrase

12

Browse

3. IEFEM NetApp ZHFih = TEHEY SANtricity OS FEKS 5o
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a Bkt HK .
b. REIFFEIE
C. BT

B EEHIIEX 4. BIESRETME. XHZREREFAEEFERT.

()  smEumxta, BRERRBIEN—39,

SANrcity OS5

You can use this page to upgrade the SAMtricity 05 software on starage controllers inoa storage appliance. Before installing the
new software, confirm the storage controllers are Nominal (Nodes > appliance node = Hardware) and ready for an upgrade. A
health check is automatically performed as part of the upgrade process and valid MYZRAM is automatically installed based on the
appliance type and new software version, The software upgrade can take upto 30 minutes per appliance. Yhen the upgrade is
complete, the node will be automatically rebooted to activate the SANtricity 05 on the storage contrallers. If you have multiple
types of appliances, repeat this procedure to install the appropriate OS software for each type.

SANtricity OS Upgrade File
SANtricity O Upgrade File ‘ Brivvse RC dip
o |

Details € R dlp

Passphrase

Frovisioning Passphrase

2

6. I NECEZFIFEIE,
BEA * Fia * &l
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SANIrcity O35

You can use this page to upgrade the SAMtricity 0 software on storage controllers in a storage appliance. Before installing the
new software, confirrn the storage controllers are Mominal (Nodes > appliance node » Hardware) and ready for an upgrade. A
health check is automatically performed as part of the upgrade process and valid MYERAR s autormatically installed based on the
appliance type and new software version. The software upgrade can take up to 30 minutes per appliance. YWhen the upgrade is
complete, the node will be automatically rebooted to activate the SANtricity 05 on the storage contrallers. If you have multiple

types of appliances, repeat this procedure to install the appropriate OF software for each type.

SANtricity 05 Upgrade File

SAMtricity O3 Upgrade File Browwse v RC.

2]
Details €&  RC dip
Passphrase
Frovizioning Passphrase
2]

7 BEH IR

dip

IR RER—ESE, BHEENRBRHNEARNT R LRRSE, XERnEEA e T,

A Warning

Nodes can disconnect and services might be affected

The node will be automatically rebooted at the end of upgrade and services will be affected. Are

=[]

you sure you want to start the SANtricity OS upgrade?

8. EBEHHAEESANtricity IR FRFAHEXHFEEFIFEET =,
SANtricity $#1ERFEFHRFIGET:

a. BITIRRKEBIET. LIIESKNERTXET RIIRE "Needs Attention (FEFE)

() wRESTEMER ERAKLEL. AGERBE BB

b. AT E R SANtricity IRERFAFARHER, WRERTMEHIFFEEED 2 URED

RN ERo
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WRERTHREEF#ET R, SEETRENEMED . BRTEMBEET RBNFAR.
@ BPESANTtricity R {ERFAAHEMNEFRENEFET KBt 21t 73%325”14:5']752
BT R B AZR5E B 9™ SANtricity OS upgrade is not applicable to this node. ™

SANtricity OS Upgrade Progress

A Storage Modes - 0 out of 4 completed

Q
Site IT Name It progress Il stage Il Detaits Il Action
RTP Lab 1 DT-10-224-1-181-51 Waiting for you o approve
RTPLab1  DT-10-224-1-182-S2 Waiting for you to approve
RTPLab1  DT-10-224-1-183-53 Waiting for you to approve | Approve |
RTPLab1  NetApp-SGA-Lab2-002-024 Waiting for you to approve

£« »
9. siE. WETLUR AR B, #F;\ BB B ARE B A R RN T R IR ITHIF, SE, E 18

R ERRA I ARNELERERE
ERILMER I ER A T AR SN AT KLREDN T RFI%R,

10. #EEBBEEIFRMEIALATIFIRNET = HEEENERET R —RAL—D.
FREEHERX MSEFET REERFFELEHERB). SNBEIHENZT =)
@ 1TSANtricity #FERFH L. RN R EHUESANtricity #IFRFALRG. TR LIRS

R¥iEk. e, AAETRE. RETRFENBH. N T5TREENE iR, XERF
AR SBRLERE RS HH.

© BEeRftEREz —. BATETEMET RN EISANtricity #RIERGFARIAT,

@ MRTRARNFFEEE, B—AME—ITTRI—ETR, AFFETTRTMAR
, AEBHET—TTR.

° BERE—PHREMHUENRIE— M E T R ANI0ZISANtricity OSFHER AT,

@ &7 UIER 33 75 R R FI SANTtricity #2{ER A AR, BEFRETIHNE#FT R Lt
JESANTtricity 12ERFEFARKZAT. SANtricity IRERFEA BRI IEE T LT Mo

SEHE . ARIERRERS A MARLT R, WRENTRAILUALR, WFERMEIFARIA
FIdR, +

MFRETR, TEENARENALXM, ERIUAERHAHRXERFE T RIER FrmRARIRE,
HFEETALENT R, WIEFER TR MR, HAEFAER VRERUTESZ—:
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1.

12.

252

* FETREHEK.
* SANtricity IR{ERAHRFEEFILT =o
* SANtricity 2 ERAXEF ST 2 A FHESo

JHE"SANtricity OS upgrade is not applicable to this node "&R/R Itk T =% Bl FHStorageGRID RAEIER
EiEiEHles. WFIRgSEEET R, BERILER. EaUERARERIE ST SAIER T 5T
FXSANtricity 12{ERZAHLKITF2, +HE" SANtricity OS file is not compatible with this node "t&~ 15 mFrE
BISANtricity OSX 4 5#HER IR RENX TR E. TR HFISANtricity IRIFRAALE. THERATFHT R
BISANTtricity 1#ER 4. RAREEARIIE.

YNRFZEMSANTricity IRIFRGFALATIFRBF—PEFIE TR, RS HIFR 22 EBHIER

SRBIFRR. SUM B H EHARSERER. MRS TS, 8T 7ABMSANtricity 12{FR S
FHRI P MIBRLET <o

: Q

Site 1T Name 11 Progressli Stage 1 petails IT Action
Raleigh RAL-S1-101-186 Queued
Raleigh RAL-82-101-187 - Complete

Raleigh RAL-S3-101-198 Queued
Sunnyvale SVL-51-101-199 Queued
Sunnyvale SVL-52-101-83 Waiting for you o approve
Sunnyvale SVL-83-101-04 Waiting for you to approve m
Vancouver VTC-S1-101-103 Walting for you to approve
Vancouves VTC-52-101-184 Waiting for you o approve
Vancouver VTC-53-101-185 Watting for you to approve | Approve |

15 SANtricity #FRGARN A T B MUERNRET Ro

@ SNZRTEN FASANtricity IRFRGFARIARIERT REREIRMER. WIHET REIARRKERK. 1%
BEURFEETHIIMRATBEMBERME, BRRRRAZS . ARBHE,

MR R EMNEMRAKIE, TEAERAMRERSHITHE, WTRRETRHERMBEHRHFAGEE: &
WIE FRLEIFIE AR TS = _ERY SANtricity OS o B2 ILERTERNIRENLEM4FNRE. ARG, &
AR SEARRF#ITIR RN AR, - BRERILEIR, 1FHITUTRIE:

a. ER4EPRIVARET " 151X " BT ERAYTI = _ERY SANtricity OS .

b. &AM EIRER BB B H FTe R SANTtricity #BRIERFAR.

TR ERERYTI = E5TRE SANtricity IR{ERZAR/G, SANtricity IRIFRAAREERG KA, FE
HEMEIE 2R SANtricity #ERZFHERTTARY B ERFNATE],



SANINoTy OS epgrade compleled ot 2020-04-07 132602 EDT

SANuricity 05 Upgrade Fila
SANmcty OF Upgrade File @ Ererwse
Passphrase

Froveoning Fassphrase o

13. M FFEMMER B FEEHM SANtricity BIERFARXHHIFIE T REEARIRESE

(D) FREN "Needs Attenance” HFERH A, BERAPERIITAR,

BXES
" AP IR TR E28001% 28 L AYSANTtricity IRIER A"

ERHEIFIRI R E28001= 28 EFISANtricity IR1ERSR

X HRIfEARY SANtricity 2 ERGRAF T 08.42.20.00 (11.42) KITFfEIEHIRE, &
DIERAEIFRIVUR (D B R A AR,

ERBEHNE
* EBE NetApp REERTA (IMT) WUHIABFARE SANticty IIERGIRA S EHIRE RS,

* UG E5700SG 1288 B F4EFRIN, MIMAETS E2800 1=HI25AVIERE, fFStorageGRID IR &E T4
PR AR IR B T AR TIZZ R

"RigE E TR

KFUAES
B7N—/R1EZ T StorageGRID 1&F _EALR E RFIITHIZZHHT SANtricity IRIERZT NVSRAM .

@ —IRF2R % StorageGRID REFIRERSHAERR HIEAFTA, EEBRTERHERIHN
ILM ZRE&,

SIE
1. MRS 124 EBRNIA1R] SANtricity R EIERHE R
2. J5¥H9 SANtricity OS B4 F1 NVSRAM X4 T & B BIBE F ik,

(i)  NVSRAM 27T StorageGRID R&H. FAMERITAE NVSRAM T,

3. ¥ZBR E2800 1 E5700 SANTtricity ZREFFIE A FHERIERT _ 2% SANtricity R EIRSEXA A BIHA9IR BEFA 4K
E2800 1= HI2589E4F NVSRAM ,

() ummEAEXE. WIEREE.
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4. AHRIRIESTRE. EMBEITI Mo 7 StorageGRID IRERERFH, &1F * Bk * > * EMRHTHESE *,
PAIEERR L TRz —!

° EFE * BFBENE StorageGRID * LIET R EFTIINMREYIE R TEHBohTHIEE. MREE TR
RATHIEHESEFRTRMELERIZTT, HEFIIED,

° R ENRELIFRT © UEMBSHEHEE, RNETRIMATEPER. MREEHMARNRZ

Eg%%ﬁﬁﬁ?ﬂﬁﬁfmé’ﬁ)ﬁ?%{’ﬁ pprte gy
I,

NetApp” StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advancad -

RAID Mode

Reboot Controller Uparade Firmware

Fequest a controller reboot. [ Reboot Controfler j

[ Rebool inlo SlorageGRID ] Reboot nlo Mainienance Mode: |

IREEMEEIHEMIMANMRAIBERE KX 20 Di089tal, BIAEHRBHETKET REEMRMAN
%, FREIMEEERLR. "TRENFNETRERRS v WTFRETR. RREELTENIRSHE
. HETREEETIMK,

NetApp® StorageGRID® Help ~ | Root ~ | Sign Out

Dashboard " Alerts ~ Tenants ILM ~ Configuration « Maintenance ~ Support ~

A StorageGRID Deployment StorageGRID Deployment

# Data Center 1
' |DC1-ADMA1
«'|DC1-ARC1
«|DC1-G1
»|DC1-51
»|DC1-52
«|DC1-53

Network Storage Objects ILM Load Balancer

1 hour 1 day 1 week 1 month Custom

Network Traffic @

6.0 Mbps

BXER
" AR B IR SR AR HETT H28 L RISANtricity #RIERR"

fEFASANtricity R EIRS AR IR E 4
I AR E S, URREBFRE&RMENEIRIEE.

EREHNE
* TR E AT RERS.
* FTERABIRTFRIERS.
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* BBERESEH SANtricity R ASF B ER#THRZS StorageGRID System Manager
* {8 B¥4StorageGRID & & & FHFET,

"RigE E TR

(D) et iR SEEREIsNEE, SIS 10 EhHERaIREh L,

@ BIN—RARZ StorageGRID & & LRIKENZEE . XIFMATRERSBALERE HHERT
A, BAREUATEEREEM ILM 5RE&,

p
1. LT A 7E2Z2—Ih18] SANtricity System Manager :
° f£F StorageGRID & & RERZFFHIXE * BH * > * SANtricity R EIESS *
o FRHMIMEEIRESSFHILE T R*> appliance Storage Node >* SANtricity A4 E IEEs"

@ INRXLEERTTA A FE R E R SANtricity RAEIRRERIUE. IEN KR 7FEITH23IP: +
LLiBI)SANtricity 24t 51228 https://Storage Controller IP

2. NRFEE, %N SANtricity System Manager B2 5 i 265,
3. WIEFEIR &P Hal L& IREh2 E iRk :

a. 7ESANTtricity ZRGTEIRERH. EF > TR PO
b. FEIRTHEREEFART, EF * FFEFALR "

FHRIXEh AR Bl 1% 2R S A RERVIREh A8 Bl XX 1o
C. IETE HRIIRENZRE - FIHIE T H IR Eh R E (R AN IE B2 AT IR AT o
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Upgrade Drive Firmware

] Select Upgrade Files

Review your current drive firmware and select upgrade files below..

What do | need to know before upgrading drive firmware?

Current Drive Firmware Associated Drives

MS02, KPI‘.-'.I51VUGBDUG1f View drives

Total rows; 1 oD

Select up to four drive firmware files Browse

LR GI:

* IRGH2REHIEITAR A * o MS02*,
* IXEhBRARIRT N * o KPM51 VVG800G* o
7ERBXIRTHERY kiR * BEIWGNE *, UERXERESBEFEIEEPINREMNE,

a. XIAARRchEEGHE .
4. THHEEAANRESEE AR
a. EREPEREHFFALT, 1 * NetApp 3285 * o
b. 7E NetApp SZH5Mib b, &4 * T * &+, ARERE * E RYHEERESF -

2R E RIIEEE M T,

¢ BREMKFPLRENED * Behd#tmiRfT * , ARIES NS MRTESE A8 RMBIEhR.
* NREGIRAREHERE, IR RIRRTRIE RS R

* IRAREBEIRRFTIIH T — RS NIENEH S, WA LISXEIRENZHITEI AR, &R
%EE@%@%%T%@#Y

256



d.

e.

PRODUCTS v SYSTEMS v DOCS & KNOWLEDGEBASE v COMMUNITY v~ DOWNLOADS v TOOLS v CASES v PARTS v

Downloads = Firmware = E-Series Disk Firmware

E-Series Disk Firmware

Download all current E-Series Disk Firmware

Drive Part Number Descriptions Drive Identifier 5 Firmware Rev. (Download) Notes and Config Info Release Date

KPM51VUG800G Firmware Rev. (Download

MS02 Fixes Bug 1194908

E-X4041C 55D, 800GB, SAS, P KPM51VUGB00G M503 -~ 04-5ep-2020
MS03 Fixes Bug 1334862

E%ﬂﬁTE%W$WE#,%ﬁ%@#%ﬂ%¢%%ﬁwwmw@WuTﬁ.anQE#Y#WH

TREY (RBMEZE) MSZHuh = T HBVIREDERE IS+

S. REIThREHFR:

a.

b.

g.

£ SANtricity R EIRFRVIREREFFAR T, 5T * FRALR * o
R RN ¢, AR M HRIE R R EBYER IR DS Bl 4 3o

IR EZEF RIS BT+ D HUC101212CSS600 30602291 MS01 2800 _0002.dlp

BRZALUARNPNKRSEE X, —R—1 MRS MESEEGXHSE—EERS, WS
AIXHHREIR. BEEZRTARNREDBREG XM, AEMRS — P RhEsE X o

izt =l S
 EFIRENEE * P T A ERETE Bl XA IT AR BVIREDER
RERFEAIIRENER.

FNIREhEHEFRE R BT © BINBVEH * B SNRMIMERULE M, 15k * R0 *

S B (F1T) AR

ERILMERBNALTE, EARELTHFRN, WISFREEENBRMFIEER /0 EEhEF 1L,

- ERNEFR, EREARN PSR

REXREE, BFAEHERESNIEKSEALEEERNEHEIThR.

SRR Y, ARMRIARRITHR.

RFEFLEFAE, FEE - FI1E . SREEHETIMEREMNG THIETHK. BBUERA HKRBEIEY
EEa =

()  ELESSEAARTELSBRER ARIEHE T,

(FIi) BEEFEALAETHIIER, HEF*REAS
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HEXHIGFREEN RSN THXEFEP, HHERM latest-upgrade-log-timestamp. txto
NREARIRET BB HIM A TEREEIR, ERINE HBVEBEEF,
* * B ECHYIREhES BN EpE *

HIMMEE R — N RE AT RER a2 B N INE R, WIRZ IR NI NS, BXiF
MER, BHRARARIF

FHRIKRNEERY, BHAREREBNTES TR T EEMRNHRFIXEN2E.
1ER] LATETRAERE 542 UK 1/0 B E AR IR IR Bh 23

° * K ETFAEET ¢
* RIRERAEMERIZEIE IP ik,
* HIREE TR BV E L AR BUT,
" BRFMEGEIIERRERE.

° * Bl RIREES ¢

WIS BIE IR, ARA BEFRE .

° * BHATE

MRS ELEREENRTE, WBNEEIRERN, ARAEARE .
o * YRIEEEMESA LIETRIRSRE (FENER / HFRR1BAMEERSN

WMRIEFHRIT IS MR GIRE, WHMTTTRXEARIE, ARABEARE M. £ System
Manager WSIT1RIEHE,

° RS *

TR B IERVNEER, ARTREARES,
o IR T ERERS ¢

Hep—MEEET IR R R R LT, WS EIEER, ARTEARE .
° IERISENRER Z B EFiE S XE SR LE

T HEs ERVEHRRT i, IBBX ARSI AR R L R E A
° * SPM IiF S FEE HlZR 0 BRI

has EREFMED XIS EHREERIR. BRI S LU R T 9] R
o * ECESIERFIIE (WNRFAEMET IR SR ARASZH)

has EREECERIREEEIR. IR BRSHFUARAR L)
° * 5 MEL f8XHE *
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BRI ASZ F LR I iRl @R

o *fEE R 7 RWIRET 10 LA LERI DDN S 24 ™E MEL B4~
BRI ASZ F LR I i) @R

° * X7 KIRET 2 TILA LR 2C ™E MEL B4~
BB RREAZ R R AL R R,

crEETRIRET 2 MNUALER " BRRIKRNESEE " T E MEL B4+
BB RIRASZ Fr LR I i) @R

c*FET KRR 4 NUALERIXE MEL %8 *
BB R IR SZ F LR I i) @R

6. ARIRIFSTRG. EHRTHEE. 1E StorageGRID IRERERFH, &F * 5k * > * EfEDITHIZE *,
PARRER UL TRz —!

° 1%EfE * EFBENE StorageGRID * LIET R EMMIAMEER TEMBhEHE. NRIEE TR
RATHIEHESFRTRMELERIZTT, HEFIIET,

° R BB ELIPIEL * LSBTGS, RNETRMATHEPIR. MRESHMAMEZ

Eg%%w“ﬁ;ﬁ?ﬂﬁﬁfﬂéﬁ?)ﬂ?ﬁfﬁ pprite gy
I,

NetApp" StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardwars - Monitor Instaliation Advancad -

RAID Mode
Reboot Controller Upagrade Firmware
Fequest a controller reboot. [ Reboot Controfler 1

| | ———

IREEMEEIHERIMANMRAIEER B KX 20 Ki089tal, BIAEHRBHETKET REEMRMAN
%, HREMREER, "TR"ENRNERERRS « ¥TFRETR. RNKELTEDRSHE
. HAET REEEEIME.
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NetApp® StorageGRID® Help ~ | Root~ | Sign Out

Dashboard o Alerts ~ Tenants ILM ~ Configuration « Maintenance ~ Support ~

A StorageGRID Deployment StorageGRID Deployment

# Data Center 1
QDCLADW
|¢' DC1-ARCA

«|DC1-G1
| DC1-51
| DC1-52
| DC1-53

Netwaork Storage Objects ILMm Load Balancer

1 hour 1 day 1 week 1 month Custom

Network Traffic @

6.0 Mbps

BXES
"FH R IFfEIE 28 _ERYSANtricity #RIFR A"

EIRE280045H)52
gNR E2800 ZHleRnT A EEHNHIMAE, ErAEFEERE.,
ETFUAES

* BB HI SR RERM T S 5 B E BT HI 2R R
* BETHEXERBIMHFER E2800 =HIEFEN R TR ERNIRA.

@ BEWEE TR EERTHES BNEZFMEERNASE E RYiHA, B7EKH E &
53 BEsRE R StorageGRID i&&EHHVITHIZS, FAXLEIZERE.

* BRIDUBEARE IR E R T ISR RS M L.
* NRFABIREHREZEIRIF, BEEBST E2800 ITHIBEHURIEL T FRIDE, HPEHEM NetApp X

R R FEHRE E R SANtricity FiEERESR, AREEREHREEATIEREEN (EMW) FHiIRR
PEVIEEDER.

() SeaERERENERRIRDSERE, 1HEERLEE.
© EURBEEERHITIR,
© EURERS RS ER T MS SR,

KFUES
TR LB LA U EIE hI SRR R R £l

* SANtricity System Manager FHIE Guru [5G EHRITH28,
* 154128 FMIEIAERER LED S, RRITHI2RHIHRE,

BTHgsE, TERMNSEEET =, MRE2800iFHIZFEITIEE. BRI LUEES700SGITHIZs & T4EIPIR

o

"RigE E TP EL
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BIEHISN, CAAMRARHISTIRLE, RAEGEREIEREEE,
() e E2600 BHISFEIBETMEOE (HIC)

p
1. #2858 E2800 $=HIZR EHUR(EL BB havin BRERE T iTHI28.

&R LA SANtricity RAE RS TXLES B,

a. i TITH28 _E XM aT% iRy SANtricity OS HXhR s,
b. 2 FHEIRER NVSRAM ks,
C. MNBEATIERMNBLLINEE, BHREFECHERENTE, HELMEREZZIAMENZIEEIE,

- AHEAERMBHANS - MEREFOFERHRIELARDN, NIEHBEE
©) EABILRS, O SANly BB E L EIEE RS R

d. BHERERIERE,
SNRMIFFITHIZZAS I, &R LUERREFHNXHEREE,
e. WEIR BRI FFERIRE.

@ EEMRA M 2 A Z FUERSHS SRR R R TE BB (T AR RIP)ERY, ERTLAR AT
FERE—EEBAE,

2. YN StorageGRID & & IEEStorageGRID R4z T, IBIEES700SGITHIZE T4IFIEL,
"R EE TAEIPE

3. ¥N5R E2800 =HIRTITFRS, FILUHITRIZRIXRA, BHWINFIERESETRM.
a. M SANtricity 24t EIERAIEDIR, W * ERIEERITHHEE
b. HIAFR B RIFHI BT,
4. Mig e R 2s .
a. @k ESD B REXE M FhFR R TR IEDE.
b. AL EA5EE, AR SFP AIER,

@ To prevent degraded performance, do not twist, fold, pinch, or step on the cables.

c. EEBEMCIEF ERHD, BRIERRK, ARTAAMNNGEIHETF, Bl MgE TR,
d. ARRFMNRIBFRITH B LIRS,

()  mmzmnFzpEHNS0Es,

e FiTHIBRMAELRHENTE L, RS L,

261



i mTRREHBTIINE, UEI TS,

O MAREMFERIZHIZRREN B, AERKERETEAITHIZEH:
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a. FaiAisHI2e (E85thAN DIMM Z8]) HhRv4EE LED 1B K,

SNRULLRE LED =i, MRRIEHBNEERABBREIR, EOMFEI LED IBK, AR sEEl TMEMA
HiFo

FRTIELL
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00T i . @

CAUTION
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@ ICCNEXERGY™
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Bodada (s i
R LT 17T ]

= Description
&R #F &R LED

C2hi

b. R Z FE AV IE BRI o
C. M FHERRRFBIA G EMIERISEFBH, LS.



InE Description
_ e R )
==

_ Bt

d. taiCEEM, REEUBHITHIR,

e. MEHARYITHIZE LEI T EiRo

f. AR EHRITHIRN SR, EEMEEERL,
9- R e BRI THEAIZHIZR.

TR BB R B B A= NIT R SRR EPRHBAE TR, AR Bt TRER I NIE 2 A M B/ )\ 578
T

h. ) L% et =) i LA E B ito
HHEBRANEMIE, FYRRSSEINE LT REIEET,
L ORI HIZRENEE, LIBIAR R R E .
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* ATREEBBAHASF * — B EEMS A S AMELENSHE LIEE (NE—EfT
©) ) - WRGHRERER (082 Fr) , WEmEZTRLERCHERE, NTSH
3

*r Ef—RhHERIEA=EBReim T2 LAVIEE: ¢

** RIEH - MR EIA=RIENITHIZE LRSS

. EIRITHIZEE R,
6. RERITHIZBLEIIEET,
a. RT3 ENEE, FrikEIEA T,
b. ZNIBFRFITAMUBMNIERT, HiThRmLBNIgET,
C. BORIBFBEALM, BizHI2RBE DL,
d. FERLLEF SFP o
e. EfF E2800 ITHIZREN B, WIICEHETRBESTETNRE 99%
f. MENEABRITEI2E 2 E 1P #idlk,

@ NENEREDE IP IR PRIUATEEEEREE RO 1 EZEIEA DHCP A58
BIRLE, ANFRIBEMZSRERE R E,
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* NREEIRO 1 FZFFER DHCP ARS 23894, NIFHITHI23E M DHCP ARSS253KEXE IP ik,
LEMTRES RIGITHIZZHY IP AR [E,

* NRFAERTHEREZRNRIF, MATER SANtricity FESESRTMELEEETO (EMW) B
RIFRVIREHER. REEERERTFHRAMINIKNSEGE, A aEnRHiESIsE. BXEMRET E2800
IEHIBRIES, EEN E R,

7 MRIREFEAR2RENEE, BIEIR E2800 £HIBEHIRIES R FRHBASARHRR L.

8. ¥gBEMEINEREITHER, 7E StorageGRID EELEREFT, KT * 5L * > ENEMITHIER *, ARG
#EE * EFFENE StorageGRID *

NetApp” StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Menitor Instaliation Advanced -

RAID Mode
Request a controller reboot. [ Reboot Controller )
() (|
TEEMEMEAE, BRERUTES:
Owerndiew Hardware Metwaork Storage Chjects LM Events Tasks

Reboot

Shuts down and restarts the node.

Maintenance Mode

This node is rebooting from maintenance mode te rejoin the grid. Monior the node stafus to
determine when the node has successfully rejoined the grid.

REREMBEIHERMANNRE, EIEATREFERE 20 7%

O. WIAENBIETM, FETREEMIMAMNE. ERREESRD. DIP TR EIRESETERRS
MNFRET R JINKELTEDRSHER. HETREEREIMNE.
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NetApp& StorageGRle Help ~ | Root~ | Sign Out

Dashboard o Alerts ~ Nodes Tenants ILM ~ Configuration « Maintenance ~ Support ~

A~ StorageGRID Deployment StorageGRID Deployment

# Data Center 1
QDCLADW
Iw DC1-ARCA
«|DC1-G1
«|DC1-51
|u’ DC1-52

C:;DCLS‘E

Netwaork Storage Objects ILMm Load Balancer

1 hour 1 day 1 week 1 month Custom

Network Traffic @

6.0 Mbps

10. M SANtricity RAEIREH, HINFITHIBLATFRERS, ARKREFHE.

HEXER
"NetApp E RIIRGAIHILR"

FIRE5700S G428
R E5700SG ITHIREITAEEHHINMIE, ErgeEEFTIRTE,
TEBNARAR

* ERYEHIEHISR R S 5 B ERAVERIZEEE,
* BETHAEXERLLEHFEZR E5700 1212389 E RFIHER,

REEFBERTHESBNEZIFAE R, A0S E RN, B E RTIHEAK

@ SR StorageGRID g &HRVITHIEE, HAXLEIEZARRDN, B4, E5700 £=HIZEHT E &
SUBEAN A T IR M R EHFERVEHI B PEVH B ENIZO+ (HIC) HRBHRERIER
EhgEH. XEPBEAEAT E5700SG EH 25,

* ERIDUBEARE RN E R T SRR N i L.
* REEETHIFR

"RigEE T AR

KTFUAES

EHUTHIRE, TENRIREFMET R GIR E5700SG ITHIBEITIER, WAIUEIHRIES R FIalhiTS
EXRH,

WRERE StorageGRID 42 pIERITHIZS, WESKIURELT R 5, SR A4
StorageGRID & &TEEF. RAERIUMNSIKEMUTRE—FM EBEMENHIR StorageGRID

@ BRERERER, BFREMEMFREMNENIFRTE. ERNE 15 PHRBETHRR (HERBE
HISSHMER] ARP EFHXBEBE) , HEEHWALLUEE Foh M\asHER 25 e M X EBRMERIEY
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g
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a. BREIMETR:
L BN TF®H%: ssh admin@grid node IP
i. FANPFIEHIZR Passwords . txt X
iil. I NIA T apL NS root: su -
iv. NPHIHAIZ Passwords . txt X

Plroot AR BHERE. IRTAFTEMETR S to #

b. XFE5700SGEHl28: + shutdown -h now
C. FRFEFHIFAEEIES NIXsh2s,.

SFEBREFHIESNREIZEAS, E2800 FHISREENEREF AL LED Rid. EWMFRFIL LED X
o

2. X8R,
a. M SANtricity R EIREEMEDIP, EHF * TERETEHITHIRIE
b. HIAFREIRIEIE TR,
C. XAi&&E LM EIRET X,
d. F4¥FE LED 18K,
3. WIRIEIEFITHI2EM StorageGRID M4 fEF DHCP fR5388:
a. iID FTEAEHISR O MAC itk (I Fis4I88 FRRE ) o
b. IEMLEEIERAFHMFIBITHIZA IP HIHEE, LURBERITHIZSH MAC ik,
TERBERITHIREEERZA, BN NRRSEMFRIGIEEIZR 1P ik, BN, =428
@ B BT IREUHTRY DHCP IP tthit, H HrIRe /A& #iEHE| StorageGRID o LthF &
HEE T HIZRAIFRA StorageGRID MZHITERTS -
4. MIEMIBRIEHISE:
a. #_t ESD Bt ok RENE thFh 5k BB FRFH A,
b. RGN FARE, SARMIFFSLM SFP HIER:

@ To prevent degraded performance, do not twist, fold, pinch, or step on the cables.

c. B HEMACIEF EFS, BERIERN, ARTAAMNNORETF, BERBEMEPRER.
d. ARMARFMNIBFRITH B LIRS,

(D) weemnFsmERnEs.

o BEAEHISRRERINRET.
a. Fizhl2eanst, (ErFEESH T
b. FLREFRFITAMUENERT, izt 2BNEETR,
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C. BMIBFRELEM, BiThsBiE DL,
d. B4 SFP,
6. FTFSEHIR, HIEEEHI2S LED It E R85

RIhEmiEHgRE, tRETRNETUTAR:
° E2800 =Hl23:
REREH 99
° E5700SG =HlI2s:
BAREN HA.
7. BINS BT R EREME SRS Bk B R ER,

HXER
"NetApp E RFIARF i uLER"

FIREMBE AN
Eo]eEEEF M StorageGRID 1K &FHETHI23EB M, Knhzs, XEBEIEIR,
ERBINS

* BEREE RYEGHERIRESE .
* IREHAGRIRZES R BREXARE. WIREEETHEPED.

"RigEE T AR

KXTFULES

EF £2800 f=HIEHRVEM, FSNXEHBARAXER £2800 1THI2885HE. XERANTA T IRMIRE
FRENTEHIZE, MIEHIBSFRERL AR, RN BT R,

EERISETIRENEE, BRIEXEE, XBE, BRENIREEmE, 1518 E RY4EP E2800 EHRITE.

SG5712 A E iR AR

FRU 520 E &5%EA

IXThes B E2800 12 IRXnhas Y 24 IRnheshd B IR P RYIREhES
BIEX B Bt E2800 ML ZEHRI BB X RFE
SG5760 AR
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FRU BEEI E &5

IXnhaEs SEikt E2860 HARZRPAVIRTHER
Ipak:: itk E2860 MAE PR EBIRFE
XS 3E EEit E2860 MR ZRPRIX R
Drive drawer it E2860 MR HIRThERhE
HXER

"B HEE2800% 25"

"NetApp E RFIRFAEIER"

EXE5700SGITH 2V pERREC E

ST U E X E5700SG £Hl2s Y A KW AL R, Er] AE RO ERTL, MEHER
AN FE IR E

BEBHNARAR

IBAFIEEST00SGIE 2R B FLEPIRT, I1§StorageGRID 8 & B FHIFIER Al RS F1ZI8 B L5 H TEIZA
iAo

"B EE T HIPE"

XFIES

B IR E5700SG =HI2889 AR MR AL B AR E4E

R ROPERE M BE " BN "RE "IN "RE " EHN"EE "
* B MEBER * MEEDELLT LACP M LACP B Emh& R
* BRASZA VLAN 4RI, & EEX VLAN fRicifE

* JEHERRERE M 10-GbE BE{A 25-GbE , BiM 25-GbE B 10-GbE

p
1. MRgrhiesE * BEEWSRERE * > * SEIRACE *
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NetApp® StorageGRID® Appliance Installer

Home Configure Networking « Configure Hardware - Monitor Installation Advanced ~

Link Configuration
Home IP Configuration
Remap Ports
Fing Test

B Review the settings below, and then click Start Installation.
Port Connectivity Test (nmap)

i) Th{

- M ERECEHITFARRIEN.

BXRXEETRIFAES, 520 "IEMEHER " -
MFTENERRERRE, BE CRE
SNRE LT FRERBIMAEEERR, WRTRERBRFER, RN ARRENERE. BEANE

(i)  “StorageGRID BEMEMIPHIEZ —BHWALBERERFHIURL: +
https://E5700SG_Controller IP:8443

WIREHNT VLAN IRE, MIRENFMAIEEER. NREEEHLEHIPHIIL, EIRIRIRAFEL &P,
"G EIPECE"

M StorageGRID & LERZFH, 7£F * EEEMLKERE * > * Ping Wik *

fEF Ping Mt T A E oI AE R MEEES Al B B MBvE R MLE_ LY P iibiEi SRl E 2%,

BT SRR RITREMEMNAZ I, BEIAEA LN EEET /IR IP sl UKk ZE D — DM EMFAET
RHEIRIAE IP HIUEATT ping 1&1F. MMBXE, BEIEEAHEREERH.

EEHREEREEENEREITE, FEMBHT R, 7E StorageGRID RERERZFF, EE SR *>*
EEmERIERE * , ARERU TRz —!

° &% * EFBENE] StorageGRID * LIETI REMIMAMBBER TEMBhEH R, MREC M4
BRATH I ESFRTRREERIET, BERIIED,

° R ENRMELIFRT © UEMBoHEHEE, RNETR/RIMATEPER. MREEHRMARIRZ

ﬁg%gﬁqﬁ)ﬁmﬁﬁﬁéﬁ?ﬂifﬁ j=prinedlifvs
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NetApp" StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advanced -

RAID Mode

Reboot Controller Upgrade Firmware

Fequest a controller reboot. [ Reboot Controller I

Rebool inlo SlorageRID Reboot inlo Maintenance Mode |

IREEMEEIHERIMANMRAIEER B KX 20 Sih89tal, BIAEHRBHETKET REEMRMAN
%, FREIMEEERR. "TRENFNETRERRS « WTFRETR. RNEELTENIRSHE
. HAETREEREIME.

NetApp® StorageGRID® Help ~ | Root~ | Sign Out
Dashboard W Alerts - m Tenanis ILM ~ Configuration ~ Maintenance ~ Support ~
A StorageGRID Deployment StorageGRID Deployment

# Data Center 1
' |DC1-ADM1
«'|DC1-ARC1
«|DC1-G1
»|DC1-51
w|DC1-52
»|DC1-53

Network Storage Objects ILM Load Balancer

1 hour 1 day 1 week 1 month Custom

Network Traffic @

6.0 Mbps

L h A

HEXES
"BoE M4 HEE(SG5700)"

EMTUIRE
ERIAERIENIZE T RECE IP titb D ECR MTU 1IRE,

EREHNE
BEBBEFEPER,

"RigE B TP EL

Pz
1. M StorageGRID & REREFH, EF *ENKEZ > IPEE*,
2. JHAEMLE, EIEMENT ML MTU IRE#HITFRENEX.
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Grid Network

The Grid Metwork is used for all internal StorageGRID traffic. The Grid Metwark provides connectivity
between all nodes in the grid, across all sites and subnets. All hosts on the Grid Network must be able to
talk to all ather hosts. The Gnd Metwork can consist of multiple subnets. Metworks containing critical grid
senices, such as NTP, can also be added as Gnd subnets

P ® Static (O BHCP
Assignment
|Pvd Address 17216.3.72/21
(CIDR)
Gateway 1721601

A All required Grid Network subnets must also be defined in the Grid Metwork Subnet List on the
Primary Admin Node before starting installation

Subnets 172.18.0.0/21 ®
(CIDR)
172.18.0.0/21 x
192 168 .0.0/21 + X
MTU 1500 kB

@ MR MTU [BEX05 T3 RSBmO LB EMNELE. BN, ARk EMSEitae
IR ER R B A ko

N T HRERAEMLGIRE, NEFTE T SRS ML ERBRM MTU &, MRS

() &SI BALNMIURBEHRER, NAME * MBS MTU FILE * 98, 33
RIZE LB MTU EZBHERE
3. MBSTHRBREIHE, W - RF

4. EFBEGITI M. TE StorageGRID IRERERRFH, FEF * 5 * > * EFE6NTHIES *, AEEFEUTIED
z—:

° EfE * EFBENE] StorageGRID * LIETI R EFMIARBBER TEFHBohEHE. MREE M4
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R T IEHESIFRTRIREIERIZTT, BERIIET,

° R ENRMELIFRT © UEMBoHEHEE, RNETRIMATEPER. MREEHMANRZ
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NetApp® StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advancad -

RAID Mode
Reboot Controller Upgrade Firmware
Request a controller reboot. [ Rehoot Controlier j

[ Rebool into StorageGRID ] Reboot into Maintenance Mode: I

REEMBHHERMMANRETRERERKA 20 D9898E. BFHIAERBHETHAET REEHMMARN
%, FREIMEEERSR. "NTRENFNETREERRES « WFRETR. KNLKELTEDIRSHE
& HAET REEEEIMRE.

NetApp® StorageGRID® Help ~ | Root - | Sign Out

Dashboard o Alerts - Tenants ILM ~ Configuration ~ Maintenance Support ~

~ StorageGRID Deployment StorageGRID Deployment

~ Data Center 1
' |DC1-ADM1
+'|DC1-ARC1
«|DC1-G1
»|DC1-51
«|DC1-52
«|DC1-53

Network Storage Objects ILM Load Balancer

1 hour 1 day 1 week 1 month Custom

Network Traffic @

6.0 Mbps

HXER
"&1E StorageGRID"

EFEIEDNSHRS SR E
BRI EH IR ELIRE T AHREEERIEZ RS (DNS) RS,

ERBHNE
BEB BT

"RigEE TR

KXFUILES

MBEMBNEE T HEEDZRAEIERSSE (Key Management Server , KMS ) B KMS &2, NaJREEEEX
DNS fRS5231&E, FA KMS WENBIBEEAEE, AR IP ik, H&EH DNS & EF AT ELER =
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IEBTHY, ERHAEFIEIIEEL, EFEXLETBUKAER. BEMEEIEEPIEEDNSARS 25 (L >* L >
DNSHRSS28*)o

* AEETRMENRED, FRATEMRESR (MR P i) AENBEX KMS RS2, FHEinN
EEEZ DNS F2E&,

* AN RIS EEREEEREET KMS B, BRIUEREINMEEXB— DNS fRsSEE. AF, EP—1
DNS ArS5Ea 2R 4%i0 /g IP itk

* WIRTRTEARIMAEET DNS fRS588, HERET RMEIRE T KRBT E T WAESEER DNS 128, N
TRRBTEERE KMS o 7Ef#47 DNS RIEHER 2/, TEMREIRE ERNESE,

Efi# R DNS [AREFER PELE KMS EZRVIARE, J51E StorageGRID & & REREFPIEE — 1 Z 1 DNS fRS28
B9 1P itk X LEIRES DNS IRE, && A LUEREE] KMS H3T R EREBUEHITRE,

40, SNRAENET RAEAIEIRIARAY DNS ARSZER R EER, WIZT BT EEEMRBEVAR KMS , EAE
HTEfERASTHIR DNS {8, E StorageGRID &R EZF ALY DNS ARS528 P #tuitfs, AILUES GRS
KMS JEE3 T m BUBHI TR

S
1. M StorageGRID & LZEREZFT, 7£F * BiLEMLKEE * > * DNS i2& *,
2. ISSFEER DNS REREHRIEH,

DNS Servers

A\ Configuration changes made on this page will not be passed to the StorageGRID software after appliance installation.

Servers
Server 1 10.224 223135 x

Server 2 10.224 223 136 +x

3. MIRBE, EJH ONS BSS.
() I DNS REFEMNERRIENN, SERHEPEIN, XEFLBER,
4. PIEES DNS REBREHES, HEE ~ 77

TREMAIETIE LHEER DNS RS F[IREEMEZET KMS , MMB]LURET = _ERYEEE,

S. IRETREER, EMBHMT A, 1E StorageGRID IRELXEREFT, &1F * &R * > * EMEITHIE *,
ARIEFEUTERZ —:

° EfE * EFBENE StorageGRID * LIET R EFMIIAMEBER TEMBhEHE. MREE TR
BRATH LA EEF R T RMEESET, HERIET,

° R ENRMELIFRRN * UEMBIEHEE, FNETRMATEFER. NREEHMANEZ
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AR EN T R RITEAEIPRIE, IEEFRIED,
NetApp" StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advancad -

RAID Mode
Reboot Controller Uparade Firmware
Fequest a controller reboot. l Reboot Controfler ]

[ Rebool inlo SlorageGRID ] | Reboot nlo Mainienance Mode: |

2 SEHEAHEF NG, THEAREEERETIL N REEN DNS B
(D) % BFNAREE, mEERTFAFERE, BEERHEER StorageGRID BEZE
TR RIS ERIGES DNS B35,

REBMBIMHEMIMAMEEREERRE 20 D086 E, ZRIAEMBEMETAET REEMMAKN
%, FREIMEEERSR, "NTRENFNERERRES « MFRETR. KNLKELTEDIRSHE
& HET REBEEEIMRE.

NetApp® StorageGRID® Help ~ | Root ~ | Sign Out

Dashboard o Alerts Tenants ILM ~ Configuration = Maintenance Support =

A StorageGRID Deployment StorageGRID Deployment

~ Data Center 1
+ |DC1-ADM1
+'|DC1-ARC1
»|DC1-G1

Network Storage Objects ILM Load Balancer

1 hour 1day 1 week 1 month Custom

«|DC1-51 Network Traffic @
«|DC1-52

w|DC1-53

6.0 Mbps

i
TR A A

PR T EET R NE

MREERERENSEBA T HRINE, WIlsEeSMRETRANTRMERS, &
EDRNBRSNEAEERSSE (KMS) FHAER.

ERBONE
 BTEREBANRERAT NG, REQEE, CLARES NS,
© REEETFHPER,

"RigE E T HEPEL

p
1. M StorageGRID & &RERFH, WF * REREM * > TRME
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MNode Encryption

MNode encryption allows you to use an external key management server (KMS) to encrypt all StorageGRID data on this appliance. If node encryption is enabled for
the appliance and a KMS is configured for the site, you cannot access any data on the appliance unless the appliance can communicate with the KMS.

Encryption Status

A\ You can only enable node encryption for an appliance during installation. You cannot enable or disable the node encryption setting after the appliance is installed

Enable node encryption 4]

Key Management Server Details

View the status and configuration details for the KMS that manages the encryption key for this appliance. You must use the Grid Manager to make configuration

changes.
KMS display name thales
External key UID 41b0306abcceds1facfcelilb1b4870ae1c1ectbd5e3849d790223766baf3bch7?
Hostnames 10.96.99 164
10.96.99.165
Part 5696

Server certificate >
Client certificate >

Clear KMS Key
A Do not clear the KMS key if you need to access or preserve any data on this appliance

If you want to reinstall this appliance node {for example, in another grid), you must clear the KMS key. When the KMS key is cleared, all data on this appliance is
deleted.

Clear KMS Key and Delete Data

TRIMEREEEUT =185

c "MERS " ERREERAEEEAT TRME,

© BIEIERSHFAEEET THEXATIZEHITNEN KMS NER. ErIUEFARSSENEF ik
'lIE:F-I'ﬁBﬁL/(QElIE:BﬁéE'fD:%\*D)IkIu\O

" BREREBASHEE, FINSITESERIES, S INEE StorageGRID BYEAFRAE X KMS B

=E.

* YNSRERER) KMS AR HILESMAE, BIIEHB RS (DNS) RSBESEWMURISEMKE
RESEEER,

"IFEHZEDNSARSZ 20 E"

* IRTEBAEBRE, BERRKRAZS .

BbR KMS RS2 AIRENT RNE, Mikk x%’ijj StorageGRID I m BN EIRARS R ZIEM
XKEX, HBIFRIKEPHFAEEHIRE, ERIigERESS—1 StorageGRID %% LZHU) WILERR KMS 2
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NetApp® SterageGRID® Appliance Installer

Home Configure Networking - Configure Hardwars - Monitor Instaliation Advancad -

RAID Mode
Reboot Controller Upagrade Firmware
Fequest a controller reboot. [ Reboot Controller ]

Rebool inlo SlorageRID ] Reboot inlo Maintenance Mode: |

IREEMEIHERIMANMRAIEER B KX 20 Di089tE, BIAEHRBHETKET REEMMAN
%, FREIMEEERR. "TRENFNETRERRS « BTFRETR. KRLELTENIRSHE
& HAETREEZEIME.

NetApp® StorageGRID® Help ~ | Root ~ | Sign Out

Dashboard " Alerts ~ m Tenants ILM ~ Configuration « Maintenance ~ Support ~

A StorageGRID Deployment StorageGRID Deployment

~ Data Center 1
' |DC1-ADM1
+'|DC1-ARC1
+|DC1-G1

Network Storage Objects ILM Load Balancer
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KTFUAESS

ARFILE KMS EEBERZERT RME, MMBERL&ETI A5 StorageGRID 4= KMS ECEZ BIFIKEL, AT,
RE ENEIERRMBER, HRKEFRIEMZERS, HEEFEETZ,

WIERR KMS Fo&

* ERIRBEREINER KMS SifEAEM KMS BYEM StorageGRID &4t 2H], BlhLEIILE,

@ WNREITRITEFEAER KMS %A1 StorageGRID RAHFEMLEILETI A, BB KMS
foE,

* EMEMEIRE KMS EEEEKXH KMS ZRAFAIMERT R Z /i,
* EREEN IR LRI R ERIREZE.
* FHREERATRNENILER.

@ 7Bk KMS LU EH #3E 553 StorageGRID R4TFMEMT R ZF, BEALRE. EERK
BZABMR KMS BRBHUEERRL, HARESEIRETAIETT.

p
1 TN, ARRNGEITEIZGI2EH IP #ilt2—, + https://Controller IP:8443

Controller IPj="StorageGRID RLEHER— WL _LItEEF2Z(MAEFHETHIS)8IPHL,
IEEHE B/ StorageGRID & & REEFE A TTE,

2. pEiR - BB > TRMNE .
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MNode Encryption

MNode encryption allows you to use an external key management server (KMS) to encrypt all StorageGRID data on this appliance. If node encryption is enabled for
the appliance and a KMS is configured for the site, you cannot access any data on the appliance unless the appliance can communicate with the KMS.

Encryption Status

A\ You can only enable node encryption for an appliance during installation. You cannot enable or disable the node encryption setting after the appliance is installed

Enable node encryption [+

Key Management Server Details

View the status and configuration details for the KMS that manages the encryption key for this appliance. You must use the Grid Manager to make configuration

changes.
KMS display name thales
External key UID 41b0306abcceds1facfcelilb1b4870ae1c1ectbd5e3849d790223766baf3bch7?
Hostnames 10.96.99 164
10.96.99.165
Part 5696
Server certificate >
Client certificate ?

Clear KMS Key
A\ Do not clear the KMS key if you need to access or preserve any data on this appliance.

If you want to reinstall this appliance node {for example, in another grid), you must clear the KMS key. When the KMS key is cleared, all data on this appliance is
deleted.

Clear KMS Key and Delete Data

L g

(D) mmERT KVS BE, WigE LOMERRAANR. LRETTRE,

3. FEEARER, W * JEkR KMS ZEAMMIBRELE * -
4. NRHLEBFRKMSERE. BEREN+ clear +FHEFEEIRKMSZEAMIPRELIES

279



A Warning

Confirm Clear KMS Key and Delete All Node Diata
Clearing the KMS key:

= Deletes KMS encryption key from the node
= Deletes all data on the node
= Heboots the appliance

If you are sure you want to clear the KMS key and delete all node data, type 'clear’ in the text
box. Then, select Clear KMS Key and Delete Data.

clear| |

KMS MZZRAMFAEHIERMT 2R, REFENR. XAEEFEEKE 20 2.

S. ¥ TFFNIGER, ARMNISEITREITHSEA IP #ilt —, + https://Controller IP:8443
Controller IPjE=""StorageGRID WP ER— ML LIt EiTHlR (MRS FEEHIES)BIIPHIL,
BT IE £ 7R StorageGRID & & LEFEF F T HE.

6. &4F * EEE MG * > * TRMNE * o
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StorageGRID SG5600 & & EIE LT A M :

At
E5600SG =28

E2700 15H28

SG5600 IREFXEEIELUTAYSF, BEREBURTES:

Azl 1S SG5612

Description

1+ EBRS528 E5600SG 1THIZRIE1T Linux IRIER S
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pregrid iBE5K K,

MigEEERRE, TUMECE SANtricity FHEEEES, 2R TREEG. TiEy

MERE StorageGRID EERMIMLZIEE,

g
* "BZ& StorageGRID %"

* "I[F7EECE SANtricity 1FfEE 228"
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BiE: BATAMmE"
A% BRARAIDGIET (X PRSG5660)"
. EMRSHEEBIM KR O"

fid & StorageGRID &%

7E)% StorageGRID &% & E ;) StorageGRID MEFHFET S 281, DA ERES
THRIERRIMLE Z [BIRNER, 0] LUEE R %K E StorageGRID 18 REIZFRECE WLKIE
1%, ZREEFE ST E5600SG iTHI2s (§FPRITERSIZR) L.
1
* "{}8)StorageGRID & & L EIZFE"
* "ISIFFF4L StorageGRID & & L2 F AR A"
* "ECE MR EERR(SG5600)"
* "GEIPECE"
"IOIE AR IE TR
"IEIEIR 4R 51 B 4 15 1

j5i5)StorageGRID & & LR

,.'iv WZif IR StorageGRID & & RERZFRICEIRE S =1 StorageGRID ML 7 [BIREE
D IR, BIEML (F1ik) MEFIRML (BIE)

ERENHNE
* EIEAEE RS IWebiTI 4

G EBEEREDEITRIERIFRE StorageGRID 4K,
* BB X EELE _EIGEAY 1P ik, PRFIFM,
* REREITXIERN ML IEN.

ETFIAES
B/RI51A] StorageGRID & & LEEFN, Bl UFEREEMSH DHCP KR IP it (RiGIKEEEZIE
IEMILR) SHIAEMILEHEY DHCP 23 BCRY IP ithiit, ENEFEREEMLERY IP ik, TN, NRERMEMLSH
DHCP #3itif5ir] StorageGRID & & LERERF, NEFSEHZIKENBAGES IP I, fJgEx5 StorageGRID &
BREREFMTIER.
T

1. EEEWMSE (NREEE) HMEME NRFEZREEWS) HIREULEH DHCP ik,

TR AR AT AU RE— 12 4E:

o BEIRiEO 1 B MAC HiHBHARMKEIER, LX@PMITJLM‘ ERILR_E 2t A DHCP iy
ik, MAC #bHEENTE E5600SG #5428 Fim =A%

° &BE E5600SG 1THI28 LI CERERES. WIR E5600SG 1=HI23 ERERIRO 1 #1 10-GbE ixMA 2 # 4
EEIZEfEF DHCP fRSS32RMIMAE, MIEHISRSTEHTANFERIRI S X RIS HECR) IP thik, =28
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TR EEREE, HEtRERFRER *HO* , ARRRITMHFNEEFT,

HO -- IP address for Admin Network —-- IP address for Grid Network HO

I -

* FANFREEMK LISEFMETI R DHCP it (MIREER) . It 1P I HEA
E5600SG #Zlgs EREERRA 1.

* BARF MRS LIRS FET SRV DHCP #itlt, BURViISEIEERT, It IP b S ESLe 10-
GbE iz 2%14,

()  WRmE£EE DHCP S IP i, MAER 0.0.0.0.

2. YNRITEHZIREVE— DHCP it

a. TERRSEITAEM LITHF Web RI458,
O #i\StorageGRID & REFRFHIURL: + https: //E5600SG _Controller IP:8443

BT E5600SG Controller IP. {ERRITHIZZHIDHCPHIIL(GNRE. AFERAEEMLSHIVIPHILL),
C. MRAFIRTEETRZLER, BEANSHNLERSEEHLEIR,
TRIAIEILE URL BY, AeERIEER,

B £ StorageGRID gL EIZFENNE. B/AFEILIENERESHEBIUATIRE A
5 StorageGRID WENEE AN, AJRESETREIRES, XEHBRBEESIBERER,
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NetApp® StorageGRID® Appliance Installer

Home Configure Networking = Configure Hardware - Monitor Installation Advanced -
Home

€ The installation is ready to be started. Review the settings below, and then click Start Installation.

This Node

MNode type Storage E|

Mode name MM-2-108-SGA-lab25

Primary Admin Node connection

Enable Admin Node discovery [
Primary Admin MNode [P 172.16.1.178

Connection state Connection to 172.16.1.178 ready

Installation

Current state Ready to start installation of MM-2-108-5GA-1ab25 into grid with
Admin Mede 172.16.1.178 running StorageGRID 11.2.0, using
StorageGRID software downloaded from the Admin Mode.

Start Installation

3. YN5R E5600SG 1THI28 T %A DHCP $REX IP 3hiit:
a. FEALUKMS LGRS EIRASBNIEEE] E5600SG =428 EMEIRIFO 2,

|Il- L. BNIIE ENITW

[ el ==

(15 L = o iy
T EH Ciag : =
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b. TEARSEICAEBR_EFTFF Web X5
C. % \StorageGRID & & ZEIEFHURL: + https://169.254.0.1:8443

HEBSRE 2R StorageGRID I8 ERERZFETNE. BAGRILLIENERIESHEERIUATIRE SR
AR T

@ MR T LB R A MEIZ A D) E A, 155 IRSEICASEIPHIECE 7
169.254.0.2. RFER,

4. EEINNELETHNAERR, HREFERERREEN P RE,

BXES
"Web %S 2EE K"

IO F+ZKk StorageGRID & & R EEFhRAS

¥ B9 StorageGRID KB R EEZEFIRANINS StorageGRID R4 _E LIRS IT
B, LUMaIRFRAE StorageGRID LhREIZ 5,

BERENHNE
1ZBi/i8) StorageGRID &&LERF.

StorageGRID & & H [ BIFIRE T StorageGRID IRBLEEF, NREBFREMIZEEALD
StorageGRID #4%, NIngEFEEAF a4k StorageGRID & ERERER, REHE 1§%}‘t ST R

F4RENFAY StorageGRID hRZSBEY, StorageGRID & &R EEZFRBoIAR. BEFARB L ILET R LR
StorageGRID IE&REEF. RETRECSRHMAD StorageGRID REFLEEFIIKENY, AEEIIRE
$&,

TE
1. M StorageGRID 8&LERZFT, EFE * &% * > * AREH *
2. B YriEHhRZ< 5 StorageGRID %,;LJ:E%E’JE’*T'-“FH&ZIKLHttix(iklﬂﬂ%”“fiégqﬂlﬁ%*ﬁgﬂﬂ* *ZF*)o

ARV E (U F LA, 0. SNRERIStorageGRID RAFEBITHIZ11.* 5% X ).
NStorageGRID & & L &F2Fh A /93.* 5% 2,

3. MRIGRLRE T StorageGRID B LEREFIERARAS, 154 E StorageGRID BY "NetApp T & " T,
"NetApp F&: StorageGRID"
fEFER NetApp kPRI R B ERE R,

4. FEIELRRAH * StorageGRID Appliances * 453 LUK ARR SIS0 F S o

StorageGRID &K&ERIZIFXHN . zip 1A, HPBEEFH StorageGRID 1& &3 S HI S FIM STHIE HHR
. IFESMizHlEEENFERP.

T#StorageGRID &&FNZFHXHE. BESE . zip TEHEEBREADMEX . THREXYE
#StorageGRID IRFLZEEFMNEEEE,
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5. $ZBR StorageGRID & & REEFH " ARE M " UE LAHBBHRITUTHRE:
a. HEEATEITHI I RN TR (BHFMER) RIS M,
b. ARIAETFERN X
c. BRI X,
d ALK,

HXER

"Jfj|a]StorageGRID & &R EIRF"

Bt B W48 FEER (SG5600)
ERI LU AT RS SR ISR, &P hmAT IR MRS O R B AR, &8
PLI% B B RRIR E LA R im O FI B4R E R o
TEBNAR
MRS LEARAHROHPEERR, LACP MESEEILE VLAN FRig:
* IBB¥%1E8% EM 10-GbE iR OEZERIRI 245 VLAN 1 LACP BYZZ#EHo
* MNRZNZHHB S LACP HE, MIXLEMMHZIFLZVAETERBEE (MLAG) FEMI,
s BT RINEE IR ECE AER VLAN ,  LACP 1 MLAG B{E:5400M,

* BANEZERTEITMENME— VLAN FRig. It VLAN fRSRAINEIETMEHIEE S, UHERNSREREH
B EMRIMNLS,

KXFIAES
LEE SR T 94 10-GbE iR ERASERN FTHHERX FUAKRE) -

1308 Mot

RLL i 1 E48E
C SNRFEALEML, Wik 1 F 3 BHERE P iHMSE,
g MI&RILERIERO 2 # 4 48ETE—HC,

HEE 2R T 4 10-GbE I AER G in D48E R THIFEE 75 7o
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LAk Lk @ Loz @ Lok @

TR -+ S

=

Clag

FC Hast

[ T-E T

PRLE i 1 E48E
1. FrE IR OERI4BIE— 1 LACP SREH, Mt vFFTA s L AT IS M= P ImMEE
=18

TRELTRTEEND 10-GbE IARET,. JEERHEAFMIAKEN, 7FEERREENE LRER

B,
*EE (BUA) mOSERN -

MEBEEN FRIHMKZERA A

FoNEH (R * Um0 2 F 4 3L E R E sh&E {545
IA) Eo

s AMEBIKO 1# 3,

* VLAN #rid & 7] i,
LACP ( * Um0 2 F 4 AR LEFER LACP 45
802.3ad ) Eo

s MEAWwWO 143,
* VLAN #rid A%,

*  BAROHPER

MEHERN FRENEEER FN)

¥ LACP ( * KO 1-4 IR MLEER—1 LACP 48
802.3ad ) Eo
. é/l\ VLAN #ric BB FHRiE A& L& 3R

ERAEF IR
. fiffiﬁu 2 70 4 XA RILRERR EThE 1048
TEo
* R0 1 # 3 WEFIRMEEREED
HBTE

* AT HEMBEER, ATUARNNEE
7 VLAN FRig,

* IwE 2 # 4 SRR FER LACP 45
Eo

s w1 3 WEFIRMLEER LACP 45
Eo

c ATHENEERR, AJUARINMERE
E VLAN #Fig.

EERAEF iR

* IwE 1-4 IR EZFNE P im M ER—
“ LACP 485,

* BEF VLAN 178, BILORERIARRILS
SRS E P IRNE SRR,

BXFEONBENMEHBERIAFMEE, B2 M " 10-GbE port connections for the E5600SG controller' " o
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HEIRRT E5600SG 1£H28 LAY 1-GbE EIRin AT EIEMEN EhE D NEHERI THE,

1. M StorageGRID & &R ERFMFR PR, BE * IEEMLKERE * > * #HERE * .
" MLHEREE " THETREREE, HFEaRKS IBINESMERRKRO.

Network Link Configuration

are not reconnacted within 1 minute, re-anter the URL using one of the other IP addresses assigned to the

appliance

PERRERIIE T ERSIHONERIRES (Boh/ xH) FHRE (1/25/40/100 Gbps ) -

Link Status
Link State Speed (Gbps)
1 Down N/A
2 Up 10
3 Up 10
4 Down N/A
5 Up 1
b Up 1
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EURVIIE)IE DT R :

° * SERIRFE * IRE N * 10GbE . XE E5600SG 1= HlI28ME— Bl FARVEERE
° *IROPERI * KERN * BIE *

° PIRBMILEEY * MEHER < IREN * EohED *o

° WWEHEEA ¢ EEME * , HINEHERINIREN * I~

© BERBRRMS
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Link Settings

Link speed | 10GbE

Port bond mode (®) Fixeﬁ.:} () Aggregate
Choose Fixed port bond mode if vou want to use ports-2-and 4 for the Grid Network and ports 1

and 3 for the Client Network (if enabled), Choose Aggregate port bond mode if vou want all
cennected ports to share a single LACP bond for both the Grid and Client Networks.

Grid Network
Enable network ]
Metwork bond mode ;@} Active-Backup D LACP (802, 3ad)
Enable VLAN (802.1q) [ ]

tagging

MAC Addresses ol6b 4b42.d700 S506b4b42:d7.01 S06bc4bdaZ.di 24 S0.6b4b42.d7 25

If you are using DHCP, it is recommended that you configure a permanent DHCP reservation. Use
all of these MAC addrezses in the reservation to assign one IP address to this network
interface.

Admin Network

Enable netwaork E|

Metwork bond mode ' (@) Independent y {T) Active-Backup

Connect the Admin Network to port 5. Leave port 6 unconnected. If necessary, you can make a
temporary direct Ethernet connection to port § and use link-local IP address 165.254.0.1 for
ACCESS

MAC Addresses d8:c4:9723:24:05

If wou are using DHCP, itz recommended that you configure a permanent DHCP reservation, Use
all of these MAC addresses in the reservation to assign one IP address to this network
interface.

Client Network

Enable network |:|

hE’ﬁ'é‘inngthE Client Metwork causes the default gateway for this node to move to the Client
Metwork. Before enabling the Client Network, ensure that you've added all necessary subnets
to the Grid Network Subnet List. Otherwise, the connection to the node might be lost,

2. BRREZAITRIFERR StorageGRID M4,
PR LR MBI, (&R EER A It 4R
a. NRIGFFREZINEENS, BECEHEPEEMEN * BAMNE * Si%iE,
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Admin Network

Enable network

b. NRIGFEEEIFFIHML, HEPEF RSN * BRAME * EI%IE,
BT £/ 10-GbE ImOAME P inM&ILE,
3. EBNER, HEERAMSERAFMELHERT.
TR

© RFETIEFEREEET * BE Al " LACP * o BAFNE MRERER—H VLAN 152, Bablis
2 0 51 4005 2 FBYME

© BNEEMSERE * EEHEM
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Link Settings
Link spesd 10GLE j

Part bond meosde { Fioed .:"‘A;;ra;ata

Grid Network

Ensble network p

Metwork bond mode {~ Active-Backup (o LACF (202 2ad)
If the port bond mode is Aggregate, all bonds must be in LACP (B2, 3ad) mode.
Enable VLAN {B02.1g) p
tagging
VLAM (B02.1q) tag 328 =]

Admin Metwork

Enable netwark p

Network bond mode {~ Independent f:'Acti'.'ahaa:kLp
Connect the Admin Metwork to ports 5 an
direct Ethernst connectio

and using link-local |IP address 169.254.0.1 §

Client Metwork

Enable network F

Network bond mode {— Active-Backup (o LACP (202 . 2ad)

If the port bond mode is Aggregate, all bonds must be in LACGP (B2, 3ad) mode.

e IS Ag D

Enable VLAN {B02.1g) p
tagging

VLAN (80213 tag 332 -]

4. WERMAEFREIFRGE, RE*RE "

MREATAEEOFAAS, WARERUTIEE. MR AWK ERIEE. AERIE
()  tStorageGRID REMEHIPHIALZ —BHM IS EREIRFHIURL: +
https://E5600SG Controller IP:8443

HXER
"E5600SG & Hl28im /iR 48 EE "

REIPEREE

&R LUEF StorageGRID & &R EFEFTE StorageGRID Mg, BIEME P IHME LELE
REEFETAFTERL IP #UtERAER,
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KFUIES
T BEEME RIS EDE— 155 IP, 5(F 9 DHCP ARS8 LRI EC— R ATELY,

NREBEERACE, 5SS NAXELR E5600SG 25155 AC & Rt FR.

I
1. £ StorageGRID iEEREREFH, EF *EMNKEZ > IPEE *,

AT 2R "IP Configuration” TIE,

2. ZECEMRMLE, BEERY * RMLE * Bk * #8 * 8 * DHCP *,

Grid Network

The Grid Metwork is used for all internal StorageGRID traffic. The Grid Metwork provides connectivity
between all nodes in the grid, across all sites and subnets. All hosts on the Grid Metwork must be able to
talk to all other hosts. The Grid Metwork can consist of multiple subnets. Networks containing critical grid
senvices. such as MTF, can also be added as Grid subnets

P ® Static (C DHCP
Assignment
IPvd Address 172.16.3.72/21
(CIDR)
Gateway i7216.01

A All required Grid Network subnets must also be defined in the Grid Metwork Subnet List on the
Prmary Admin Mode before starting installation

Subnets 172.18.0.0/21 x
(CIDR)
172.18.0.0/21 b4
182 168.0.0/21 + X
MTU 1500 3l
Cancel
Save

3. MNRIEEF * FE , BREBUTSREEMENE:
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a. £ CIDR RINERNGES IPv4 il
b. AR,

NRIEHMEZERX, FEHANERNEEZS IPv4 Hitlk,
c. MMREBFEAERMN, 1HF MTU FERENNERTERMBIE, B0 9000, EM, BHEREBMIAE 1500

o

C) LEHY MTU B4 015 T m PSR A iR O EECERVEDLES, BN, FIERREMLE
tEReRASHIEE ER.

N T RERAETLEIEE, WFEFTE T RASMAEEC ERERMM0 MTU &, RS
(D) mEESIBALNMIURBEREER, MR - MHRE MTU LR - S,
SR MATIN MTU (B25ER,

d 8FF®E"
By IP #uikRY, BRI FMFIRAEESZEEN,

NSRS StorageGRID & ELXEIZFIEIZMTF, BERENIRNISECHHFERS IP it EMHHA URL.
U, +https://services appliance IP:8443

e. TN LR F W 5IR EFTIR.

NREEREFH, WFEEZMEMEMK, 1EEBIFIE NS FRELF B MK B
StorageGRID 38, EAFEEEIR T = LRI L FRF R A E SOX LRI L F Mo

() FoIEBiAsG. MBEREREFHME, VARG ERNERERL,

* BAINFR, BRGENET 4 &E—TFEEN.
* BEMBRAREABFM, R EMFRET %o
fBERE
4. NRFEFET * DHCP * , BRIBUT S RECE MEMLE .

a. & * DHCP * BitiRillfm, B&* &’EF "o

AAE=BEER * IPv4 3L *, * Wk M FM * FER. MR DHCP IREF[/KE NS MTU E, T
*MTU * FERBIERIZE, HEZFEETHRIE,

289 Web 5528 = BNEE M Z StorageGRID & & RIIZFHIHT IP ik,
b. BIARIAE LR F M FIREHTIR.

INREERRFR, WFEZMBMERK, 15TEBIFTAE M FMERBI AR MK BE)
StorageGRID R¥&RY, EHTTEE EET = _ERIRIAR RIS F 517 R TE SXOX LRI PILE T W,

(D) FoLBisG. IRREREFENE, NBABEEERRERERNZ,
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* BARIFN, BREEEANER 4 RE—MFEEM.
* ERIBRARERBIFM, IFRERFRET %o
c. MNREBMEAERMN, B MTU FERENRNERTERMANE, FI409000, BN, FHRERIAE 1500

[e}

@ MEE MTU BX5S T3 ARSI RIG O EECENELE. BN, AJieskENE
PRER R IR B B R

N T RGREMANERE, WS T RBMIEMLAE0 ERERM MTU &, MRS
() #EE ERLMMIURBEASER, NAME * MERE MTU FLE * Bk, H3EFHE
RIZE KB MTU {EEBHER

a BEREFES
5. ERCBEBIEME, BENENEEMEI D HikF * 53 * 5 * DHCP *,

() =mEwERS, PAEERRENE LEREERS

Admin Network

The Admin Metwork is a closed network used for system administration and maintenance. The Admin
Metwork is typically a private network and does not need to be routable between sites.

P ® Static () DHCP
Assignment
IPvd Address 10.224 3 T2/21

(CIDR)

Gateway 10.224.01

Subnets 0.0.0.0/32 +
(CIDR}
MTU 1500 &
Cancel
Save

6. WNFRERF B, BREUTSBEEEENS:
a. f£f CIDR R ENIRE LHNERIRO 1 MAFHS IPv4 tthllt,

BBiwO 1 L TFISEAWNTED 1-GbE RJI45 tHORIAEM,
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b. T NMIX,
NREHNMELENX, BEMWNAEERFHS IPv4 itk
c. MNREBMEAERMN, B MTU FERERNERTERMAIE, FI409000, B, FHRERIAE 1500

[e}

@ MEE MTU BX5S T3 ARSI RIG O EECENELE. BN, AJieskENE
PRER R IR B B R

d B8F*RE"
By IP #uhkRY, R FMFIRATEESREEN,

YNR5 StorageGRID i &R EIZFHIERETF, EEAERINISECRIFERS IP HULEHBAN URL . I
U, +https://services appliance:8443

e. INEEME FWFIRERBLIR.
1 BIE R 7S AT LU R B X I TR PR A F Mo

() EremmABEREREEREMR,

* BARIFN, BRESEANET 4 &E—MFEEM.
* EERARERBFR, BFRERFRET %o
fBERE
7. WNREFET *DHCP * , BIRRIUATH BRI EEENL.
a. & * DHCP * Bitigsllfs, S *RE "o

RS BDET * IPv4 ik, X % F0C FW * FE. 1R DHCP ARSS[IKENIE MTU B, T
*MTU * FERHATRIZ(E, HFERFERBITEANREL

&/ Web N 5282 BhEE A ZF StorageGRID & & RERFHIET IP Hilit,
b. HINEIEMLE FMFIRIERBTIR,
EANEITE R 7 P LA IR B X 15 1 PR B F Mo

() FEremmABEREREERERMR,

* BARINFM, BRESEAET 4 &RE—TFEEM.
* EMBRAREABFR, R EMFRET %o
c. MMREBFERERMN, 1HF MTU FERENRNERTERMBIE, B0 9000, SN, BERERIAE 1500

o

@ MR MTU [BX05 T3 RS i O EECENELE. BN, ARk EMLE
tERERASHIEEER.
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d BF*RE"
8. BRERFIHMLE, BTEREN * BFIHMLE * Bk * #5 * 50 * DHCP *,

() =mEzFERE, SAEERRERE LEREFBNE.

Client Network

The Client Metwaork 15 an open network used to provide access to client applications, including 53 and Swift.
The Client MNetwork enables grid nodes to communicate with any subnet reachable through the Client MNetwork
gateway. The Client Network does not become operational until you complete the StorageGRID configuration

steps
IF (® Static ) DHCP
Assignment
IPvd Address AT 47 T 183721
(CIDR)
Gateway 47.47.0.1
MTU 1500 =

0. NRER * #E *, BRBUTHIERER P IHMNLSE:
a. £/ CIDR RTEMNBES IPv4 ik,
b. BF * RTF *
C. HIAZ P IRILRMKRY IP It IFFETIR,

CD MRBATEFHENSE, NWEERMRIABR, RANBRBERTFENENX, HETERA
B IRMENTESEEMED,

d. MNREBFEAERM, HE MTU FERENNERTFERMAIE, 1409000, BN, HREHIAE 1500

o

(D MR MTU [BX05 T3 R SRR RGO EEEENELE. BN, fTaexkEMNS
MERER B IR Bl B Ko

e B RE",
10. INBHEIET * DHCP * , ERBL TS BEEE P IBME:

a. j%&#E * DHCP * BitiRsllf5, S *RE *o
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ARGz BRNET * IPv4 ik * H * X * FEo Y1R DHCP Ar55281KE NI E MTU {E, M *MTU *
FERBERZE, FEZFERBETENRE,

&/ Web R 5282 BhEEAZF StorageGRID & &R EFZFHIET IP Hitit,

a. AKX EE Efo

@ MRBATEFPHEME, NEERMIABE, ABBERTFPENENX, HEERA
& P IRRLEEY TTEB EE IE O,

b. yIREFAERM, B MTU FEREVERTERMAIE, £I%09000., BN, FREMIAE 1500

o

@ MLEE MTU BXS T3 R FTEER RGO EECENELE. BN, ARk ENE
tRER RS IR B AR,

BXES
"B IE5600S G HlZE I HERRECE "

JOIEPLR

SN HIART LUMIE IR RIFRERAR StorageGRID W48, BIIF@EIIMEZMXIRE, N
iz StorageGRID IR/ LZERF SRR FM LR IP ik 2 8 89ERE, &IE0]EIE MTU
K®E,

g
1. M StorageGRID & ZERFHREH, B * BEEMLZIERE * > * Ping #1 MTU i *,

B R 7R Ping #1 MTU X TIE,

Ping and MTU Test

Use a ping request to check the appliance’s connectivity to a remote host. Select the network you want to check connectivity
through, and enter the IP address of the host you want to reach. To verify the MTU setting for the entire path through the network to
the destination. select Test MTU

Ping and MTU Test

Metwiork Grid et

Destination [Py
Address or FQON

Test MTU [

2. A * LR+ THIAETR, EEENIXAINE . W, EERHEF K.
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3. WNZME EEADENM IPv4 it 2R EHZ (FQDN) ,
B0, ERIREEE XML EEIET = LM XHIT ping 121k,

4. 5F, EH NS MTU* EREIERS W& T BirNENBREN MTU 1RE,
50, EEILOMIRIR&E T RS HMIL AT R Z B RERER.

5 g MiAEE

MBEMRIEEE, MEER "Ping test passed" SHE, FH5H ping s5< it

Ping and MTU Test

Use a ping request to check the appliance’s connectivity to a remote host. Select the network you want to check connectivity
through, and enter the IP address of the host you want to reach. To verify the MTU setting for the entire path through the netwaork to
the destination, select Test MTL

Ping and MTU Test

Metwork Grid [

Destination |Pvd 10.96.104 223
Address or FQDON

Test MTU

Test Connectivity

Ping test passed

Fing command output

PING 10.96.164.223 (10.96.184,223% 1472(1508) bytes of data.
1438 bytes from 19.96.164.223: icmp seqg=1 ttl=64 time=8.318 ms

--- 18.96.184.223 ping statistics ---

1 packets transmitted, 1 received, 8% packet loss, time ems
rtt min/avg/max/mdev = 8.318/0.318/8.313/6.008 ms

Found MTU 1568 for 18.96.1604.223 via bre

HEXER
"ERE LK 55 B8 (SG5600)"

"EIMTUIRE"

BT i IR B R
E1ffR StorageGRID g &L EIZFSHMTI R ZERIIAEASZ R AERIER, HHIA
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StorageGRID & & & &2 A LUEEZEIHEE IP it siiitii SRR E TCP ik
M

RFUIES
fiEF StorageGRID iR ERERREFPRMNIFEOFIR, ERTLUNIRIRESMRMERE T R ZERIERE,

tesh, SRR LR EIEME P IR AR UDP iR B, FIs0MAF 9B NFS 8¢ DNS fRSS2809IK0. &
KXLEIEOMTIR, 1550 StorageGRID MEIEZENFNHEOSE,

@ IR OEER D H AR MR iE O {ER T StorageGRID 11.5.0hk. BIIFSMHT mXRMEHO
BEIEH, ENIAERSEERTEM StorageGRID ArasHIRILZEZ AN

SIE
1. 7 StorageGRID & ZEEFF, B * EMKZEE * > * mHEENX (nmap) *o

IR B i O N 15t DT

I ERRR M T AR RS TCP EEMN T REE, WTFEMhREER, RIIETIREN AR/
PO £ 1% .o

The following node types require TCP connectivity on the Grid Network

Node Type Grid Network Ports

Admin Node 22,80,443,1504,1505,1506,1508,7443,9999

Storage Node without ADC  22,1139,1502,1506,1511,7001,9042,9999,18002,18017,18019,18082,18083,18200

Storage Node with ADC 22,1139,1501,1502,1506,1511,7001,9042,9999,18000,18001,18002,18003,18017,18019,18082,18083,18200,19000
API Gateway 22,1506,1507,9999

Archive Node 22,1506,1509,9999,11139

TR LU R AR AYig & iR O 5 PR A RV E M T R Z B8V

2. A * RER - THIFIRD, ERENROWE: g, *EE HBFH
3. NEMLE LR ENIEE— IPv4 ST,

5N, ErIRERERNMEH T EET = LMK,
EREFEE—1EE, WRFIFR.

4. A TCP KOS, WESHRNHOFIRSHOTERE,
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The following node types require TCP connectivity on the Grid Network.

Node Type

Admin Node

Storage Node without ADC
Storage Node with ADC
API| Gateway

Archive Node

Grid Network Ports

22,1506,1507,9999
22,1506,1509,9999,11139

Port Connectivity Test

Network Grid ¥
IPv4 Address 10.224.6.160-161
Ranges
Port Ranges 22,2022
Protocol ® TCP uDP

Test Connectivity

o B * MIAERE * o

° NIRRT IHROALANMLEZER, WEaEE

an LA FITEREIE T 75,

Port connectivity test passed

Nmap command output. Note: Unreachable hosts will not appear in the output

# Nmap 7.7@ scan initiated Fri Nov 13 18:32:@3 2820 as: /usr/bin/nmap -n -oN -

Nmap scan report for 10.224.6.160
Host is up (0.80872s latency).

PORT STATE SERVICE
22/tcp open ssh
2022/tcp open down

Nmap scan report for 10.224.6.161
Host is up (0.20060s latency).

PORT STATE SERVICE
22/tcp open ssh
2022/tcp open down

# Nmap done at Fri Nov 13 18:32:84 2020 --

* NMREZEFHNEILT Ik D*&Iﬂéﬁl_?ﬁ, BENROIF—PE S MIEE IR

22,80,443,1504,1505,1506,1508,7443,9999
22,1139,1502,1506,1511,7001,9042,9999,18002,18017,18019,18082,18083,18200
22,1139,1501,1502,1506,1511,7001,9042,9999,18000,18001,18002,18003,18017,18019,18082,18083,18200,19000

= 7R "Port connectivity test passed’ " JHEo. nmap

-e br@ -p 22,2022 10.224.6.160-161

2 IP addresses (2 hosts up) scanned in 9.55 seconds

NEEFEEPRER

"Port connectivity test failed” " JH2., nmap S HIHTITERERE T 5,

FENRMITHELIERRORIRES A "closed" .
StorageGRID NMS RSB HAREZ TR LE

ap.A
&algEs

TE-J:

17]-]&”’ élu\ﬁﬁt ?ﬁm%,.\\y\?%ﬁ?%ﬁm\
Bk R,
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© Port connectivity test failed
Connection not established. Services might not be listening on target ports

Nmap command output. Note: Unreachable hosts will not appear in the output.

# Nmap 7.70 scan initiated Sat May 16 17:07:02 2020 as: fusr/bin/nmap -n -oN - -e br@ -p 22,80,443,1524,1505,1506,1508,7443,9999
Nmap scan report for 172.16.4.71
Host is up (@.00020s latency).

PORT STATE SERVICE

22/tcp open ssh

80/tcp open http

443/tcp open  https

1504/tcp closed evb-elm
1505/tcp open  funkproxy
1506/tcp open  utcd

1508/tcp open  diagmond
7443/tcp open oracleas-https
9999/tcp open  abyss

MAC Address: 00:50:56:87:39:AE (VMware)

# Nmap done at Sat May 16 17:07:03 202Q -- 1 IP address (1 host up) scanned in @.59 seconds

° MREEN—DHZMEE IR DR ILHOARKSIMEERE, NABEIERSER "Port connectivity test
failed” " JBHS. nmap i YITEREIE T 5,

TEEER R ESHET TCP EEAImEEN LHENRD, BEXRAXKZXGEEEFAAT. NRAFEE
ErERz, MitbwmOsRESR " Bk ", HERIEESWIAIGHELE,

() iesh, FRFILHE "closed " BIH

© Port connectivity test failed
Connection failed to one or more ports.

Nmap command output. Note: Unreachable hosts will not appear in the output.

# Nmap 7.7@ scan initiated Sat May 16 17:11:01 2020 as: fusr/bin/nmap -n -oN - -e br@ -p 22,79,80,443,1504,1505,1506,1508,7443,9999 172.16.4.71
Nmap scan report for 172.16.4.71
Host is up (@.00029s latency).

PORT STATE SERVICE
22/tcp open ssh
79/tcp  filtered finger
80/tcp  open http
443/tcp open https
15@4/tcp closed evb-elm
1505/tcp open funkproxy
15@6/tcp open uted
1508/tcp open diagmond
7443/tcp open oracleas-https
9999/tcp open abyss

MAC Address: @@:50:56:87:39:AE (VMware)

# Nmap done at Sat May 16 17:11:02 2@2@ -- 1 IP address (1 host up) scanned in 1.6@ seconds

BXER
"L "

IE7EEZE SANtricity ZiEE IS8

& AT LAfEEA SANTtricity T7iEE 1225 1517 StorageGRID 1&& P E BB A IR S
EiFateaR Y, SAEE E2700 =128 (IKFHIEMEIEHIZS) EEIERO 189 IP
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R EE27008T 232 AVIPHth it

E2700 £Hl2s EMNERIRO 1 AT RIKEEZE SANtricity FEEIESINEIEMNLE, B
N E2700 THIZE ERRS P sk, DIRFASESKRS StorageGRID 1€ &R FEHFIITH
BEHMNEIREE,

BEENAR
EIETE RS ZRFRIWebil %

XFIAES
DHCP S ECHytiut FTRERERY B LR, JiEHISR N EC— a8 IP ik, LUFAIRAIARIME—E.

ps
1. EEFIHH. JiA\StorageGRID & & REERRFMURL: + https://E5600SG_Controller IP:8443

SEFT "E5600SG_Controller IP" . {EF{LfilStorageGRID M43 L& &HIIPHtLE,
IEAHE 2R StorageGRID 1§ & RERF ETI T,

2. %4% * BRUFECE * > * FIEIEHISRMEEE o
B B BT 83 AR EC B DU

3. IRIEEHNMEREE, T IPv4, IPv6 HXFE, BEER " EBA*
4. i FEIETRM IPv4 Hitit,

DHCP B Ai%im 53 EC IP HEBIERINTS 7o

() 27 DHCP BAIREBE/NH ML

IPv4 Address Assignment I Static @ DHCP
IPv4 Address (CIDR) 10:224 516681
Cefault Gateway 10.224 01

5' (E_I-ii) yg E2700 }?%U%ﬁ EEI#ED‘LR%H%IL:\ IP i‘miﬂ:o
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() mEznEEBOSEES P, 5E% DHCP RE5S LM STRAAEL,

b. 5 CIDR RJEHN IPv4 ik,
C. HNERIAMI X,

IPvd Address Assignment ® Static DHCP
IPv4 Address (CIDR) 10.224.2.200/21
Default Gateway 10.224.0.1
d g~ 717 "o

N PR EY B e R RE R B 173 #hRY AT alo

EREEISANtricity FIEEIERM. IS ERMVESIPHILL/EAURL: +
https://E2700 _Controller IP

HEXES
"NetApp X#4: SANtricity 7Z&E 228"

HIRERIISISANricity FZHE RS
Rig &R E2700 154231515 SANtricity FIEEIESE, ARG ERNMAEFERES,

ERBHNE
(B IEFERE IS ST A WebiH 4155,

KFUiES
BXIFEMEA, i5S 0 SANtricity FFiEEIEE 1,

p

1. FTHWebi| 528, ARG NIPHINEESISANtricity 7ZiEEIEESRIURL: +
https://E2700 Controller IP

BRI 7R SANtricity 7 EIEEERIE RIIH.

2. £ EEANINAE AL, EFF >, ARRE CHRE .
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t are in-b d gut-of- 3 m i 7

A ollers with more than met

What if my system only has one controller?

Select a management method:

® Qut-of-band management
Manage the storage array using the controller Ethemet connections

Controller (DMNSMNetwork name, IPv4 address, or IPvE address)

Controller (ONSMetwork name, IPv4 address, or IPvE address)

) In-band management:
Manage the storage array through an attached host

Host (DNSMNetwork name, |IPvd address, or IPvD address

[“ads | [ Gance | [ i |

4. 17F * HHNER * 1ER, MAUTEZ—:
° * {5 DHCP . * DHCP fRs328 0 Hc4h E2700 £HI28 EE1RiK O 1 BY IP bk
° R{EFADHCP: 192.168.128.101

() RE—EEmRHEEEE SANridty SRS, FILERBEHA— P ik,

S B * A,
HXEER
"NetApp X#4: SANTtricity ZfiE 125"

R B SANtricity 7=

1518] SANtricity fFEE1EesfG, EaILUEMA b@ﬂ%ﬁ%ﬁi gsE, BE, THSEBEN
StorageGRID AGHNEMETRZE], BEEREXEILE,

$IE
* "IF7E B2 E AutoSupport"
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* "ISIEYLE|AutoSupport”
* "ECE B F R FISNMPRE ZHRE 0"
* "I E SANtricity FiEEIE2SHI D"

IETEECE AutoSupport

AutoSupport TEZMIREINEZ P RREE, HEMREIERESRAXZR. &
& AutoSupport BB FRAFHEITIZIAZHEHRHM I Do

TEBHNARAR
* WMITEIRE EBAFHBUE AutoSupport ZhaE,

AutoSupport IREREFREEIE TRk £ BECENEA.

* Storage Manager E4 BTN E/ VE—REBIHINNIRFNITEN LIETT, HEARFEREBI—/ITEN
+iE17,

KFIES
FrESIESSERRENEEEN— M ES IR (72) -

AutoSupport 2t LA FREHPE S

HEXR Description
EMHHER * BERE L RELFEGNAX
* BIERFRERENIZEER

BHHER * HIREHAMEER, BFAEERNREERA,
BREE—R
© BESIARKSFESMERELE
BRAHER * EAFAEEREIERA, EIRENAMEIER
BRARIZE—R
* BRERENASRSER

T
1. £ SANtricity fFEE RSN EIBEOA, 5% * 18§ * B, REEEFE * BERIEFEHERES *
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"NetApp X#4: SANTtricity ZfiE 125"
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1. 58] NetApp Z#Futim, RIHEA "mysupport.netapp.com”, FAIRERE Active 1Q [ ,
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BMEET KMS AR StorageGRID R MIFRIGE, MTEFRILEERR,
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NetApp® StorageGRID® Appliance Installer Help ~

Home Configure Networking - Configure Hardware ~ IMonitor Installation Advanced -

Node Encryption

Mode encryption allows you to use an external key management server (KMS) to encrypt all StorageGRID data on this appliance. If node encryption is enabled for the
appliance and a KMS is configured for the site, you cannot access any data on the appliance unless the appliance can communicate with the KMS.

Encryption Status

A\ You can only enable node encryption for an appliance during installation. You cannot enable or disable the node encryption setting after the appliance is installed.

Enable node encryption |

Kev Manaaement Sarver Details
3. ‘FE* BATRME *,

ERILEUHER BAT RME MASEREE. BEEERE. #Eix%ﬁ'ﬂ“ﬁiiﬁl‘ﬂStorageGRlD Rz
HKMSINZZAHFRHEME L, REREE, B EREATAME

@ BBEAT TRMBNEERINEAS KMS i StorageGRID fE, BT EE LT mfE
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StorageGRID = ECERY KMS 2301k,
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4. M BRETAE * THAES, EREANGEOSHRSIRESR: AL, HIESWRE,
5 3F * RigmO * , WMAZEMRFNGEONES,.

6. X F * EEIIHA * , FMAEFEANRORS

7. B AN

LEEY, HrimOBRETIEARINEIRA, EFRRITEILEIER,
Remap Ports

If required, you can remap the internal ports on the appliance Storage Mode to different external ports. For example, you
might need to remap ports because of a firewall issue.

Metwork | Grid j Protocol | TCF j

Remap Direction Inbound j Original Port | 1 =
Mapped-To Part | 1 =]
Network Protocol Remap Direction Original Port Mapped-To Port
© Grid TCP Bi-directional 1800 1501

8. EMPRImOAMREY, HEFREMIRIMNII AR GEIZE, ARRE * BEREEMRM * o

BXER
"REFFHIRE ()"

BEIRFFHED R

EMECEREMEIREE, ERILUGHEREN StorageGRID AN FHET R, KigE3E
7775"—11%23,.“51, SR LUEA RS LHEMIRY StorageGRID I8 & R &IZF.

BRENAR
* MIRBERERETR, BRERTREN 4TI,

"RIFHIRE()"

* ISBEELREINEIANIER, HEEEIIENNEHEBD,

* BEfFH StorageGRID & ERERFNIIGEICEMNKHER, P tUtMNHEOSHRS WRFE) .

* BB D ERGIgEITEIERIZRAN— IP #tulit, SR LIIHERIE &R StorageGRID MR EALL 1P #itik,
* BEFE StorageGRID 2N EEET =,

* StorageGRID K& REIZFHY IP ECE TTH L5 HRIFE MR MNEF R EEEEET = LRI FK
FIRAE Xo

* BHARSEICABMAE R 3HFHT Web S

KFILES
BMAEREMBE— I EFRET R, EMREH T LOEEDINEWNLE, BIEMEZNE RN
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E7E StorageGRID R I EIGEFET =, 151418 StorageGRID IEELRERFHRITUTTE:
s AT LIS ESRFIAEEET S/ IP ik IR EZ6ET mB92 FF.
* WO IR ERE, HEFEREREHTENMY.
s ULREFEERIEERETSE, BB IEFRIIMKREIRE, HEFREMKRT SH5EA StorageGRID
ZEMBELIERMERE,

@ MRERE—RBEZMLET R WAILUERABMITREIRE configure-sga.py IRER
RIS,

* MRBHITH BEREIRIE, BIRIRAEN R 1TIR(E:
© BRREEMET RANEIILA StorageGRID &%, EZ WA XY & StorageGRID Z4tHVit R,
© BEMERFHHNEREFMET R, BSNEXMENLEIFBIREA.

p
1 F TN 2R, ARRNGEITEIZGEI2RH IP #ilt2—, + https://Controller IP:8443

IEAHE 2R StorageGRID 1§ & RERFETIHE,
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NetApp® StorageGRID" Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advanced «

Home
© The installation is ready o be started. Review the seftings below, and then click Start Instaliation.

Primary Admin Node connection

Enable Admin Node =
discovery

Primary Admin Node [P 172.16.4.210

Connection state Connection to 172.16.4.210 ready

Mode name

MNode name MetApp-SGA

Installation

Current state Ready to start installation of NetApp-3GA into grid with Admin Node
172.16.4 210

Start Instaliation

2. 75 TEEN R  EEROD, BERTTERETEET R IP i,

NRFTRIEELBIBP OPRET HMTI =, N StorageGRID I&&RERF BRI 1P #ilk, Bt
EXBEETAHEDL—NEET admin_IP FEMMET S FE—FM L.

3. NRKERIL 1P SR EE LU 1P sk, EHEEM L
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1IN Description

FohiA IP a. BUEES - BREETRRI * Ei%E,
b. FEpEN IP Hidlk,
C. BEREFS
d. FRNERORES, 88 IP HubE&EmMLE,

B AMFrEBEENETEET R a. ¥ - BREETN AR * Ei%1E,
b. FFE A IP #utFIR,
C. EE%‘B%ﬁtiﬁé?’?ﬁ%*ﬁuﬁ“E’\JIW%&?E?%E%EE%

/TN O0

d BF*RE"
e FRERRS, &8 IP MUbESEME,

4 1 TREBEN - FRA, BAERTHRETRNER, ARELE*RE".

TRBAMRDEL StorageGRID RAFMIIRET R. ERREMBEESNTRIIE BIRETR)
Eo MMRFE, ERILEMET RBSERZ.

S. EREHAHP. WIAHFIREN"EEFIBRRE" node name FRAEEETRHNNIE adnin ip "HEA
TR RE R,

NRRBRA * FHARE * 17, WAlFEREENMERENIRAIKE. BXRHA, BHERIRENREML4R
B,

@ MRBHFMETRISEMBBATRREBT, HEMELENEIR, ARASRTHRRE
BRIET R BIRE ML,

"RIFFHIRE ()"
6. 1 StorageGRID & &HLEREFEF, B * FRRE ",

UBAPRZAIEERCA "Installation is in progress , " ", AN ERISIERETET®E,
() ORBEFHHIMRRRETE, BeE  RERE
7 IRREEE S MEEEETS, ENEMEEEEXLSE,

@ MREFE-RBEZMLBFEDT R, WA UERBMITRETIE configure-sga.py
REREMA, HAERTEET R

xEe
ER=L

"R IRE ()"
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BITFEIRE R

EREFTTMLZA], StorageGRID IKERERFZEMINS. RHERETHE, KEKEN
=hp

p

1. BRITREHE, FRE * BIERE
"Monitor Installation" TIEIE B RLEHE,

Monitor Installation

1. Configure storage Running

Step Progress Status

Comest o strage centoer N o

Clear exsing confgration —

Configure volumes Li E = Creating volume StorageGRID-obj-00

Configure host seftings Fending

2. Install OS Fending

3. Install StorageGRID Pending
Pending

4 Finalize installation

BEERSIERETYRIEEHITHNES, FBERSFRTEMIITTRIIES.

—_ - —_ -

(D LEREFARRELANTERTRNESFIEMET. MREEZEHETEE, NUFAE
BN THEAESHSETERERSFNIRZ skipped o

2. EEARNTEMBRI#HE,
° o ECERfE

TEULRNER, RERFRERDEFMHEITFIE, BREMNERE, 5 SANtricity Z{H&(EUEES UKL
BEFMiRE.

° o Wi OS*
TELME:, RREFSRE StorageGRID HNERIRERFMEEFIFILE.

3. spRUsIEREAE, EE) * R StorageGRID FMEIRE * MERHE, HEAMAREHA LEF—FHE
, RREEARNEEEREEET R LIEIT S, MRRNT T,
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Home Configure Networking - Configure Hardware - IMonitor Installation Advanced -

Monitor Installation

1. Configure storage Complete
2. Install O3 Complete
3. Install StorageGRID Running
4. Finalize installation Pending

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy

[2017-07-31T2Z2:09:12.3625661 INFO -- [INSG] NOTICE: seeding ~var~local with c
ontainer data

[Z2O17-07-31T2Z2:09:12.3662051 INFO [INSG] Fixing permissions
[2017-07-31T22:09:12.3696331 INFO [INSG] Enabling syslog
[ZO17-07-31T22:09:12.5115331 INFO [INSG] Stopping system logging: syslog-n

1201?—9?—31T22:09:12.5?009&] INFO [INSG] Starting system logging: syslog-n

[Z2017-07-31T22:09:12 .5763601 INFO [INSG] Beginning negotiation for downloa
of node configuration
[Z2017-07-31T2Z2:09:12.5813631 INFO [IN3G]
[2017-07-31T22:09:12.5850661 INFO [INSG]
[Z2017-07-31T2Z2:09:12 .5883141 INFO [INSG]
[Z2017-07-31T22Z2:09:12.5918511 INFO [INSG]
-07-31T22:09:12.5948861 INFO [INSG]
-07-31TZ2:09:12.5983601 INFO [IN3G]
-07-31TZZ2:09:12.6013241 INFO [INSG]
-07-31T22:09:12 .6047591] INFO [INSG]
-07-31T22:09:12 .6078001] INFO [INSG]
-A7-31TZ22:09:12.6109851 INFO [INSG]
-B7-31T22:99:12.6145971 INFO [IN3G]
-07-31T22:09:12.6182821 INFO [INSG] Please approve this node on the A
min Mode GMI to proceed...

4 HEMKEER. HEFEFETR. AR7THStorageGRID REFE,

EMREESZPREEL *RE 5, %5 3MRTH, F 4 MR TREE * Fih. M4 ThfE, EHSKE
Cii) =1

BofftigEREMNEE
BRI BohR=MEC B IKE UNMECEE N StorageGRID &4,

FXTFIES
Bt REMEEN FEZE L1 StorageGRID SLFg— AR E Z+HY StorageGRID SLFIFE B .
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BEHBPITREMEE, BERUT—IHEZNEDL:
* BIE—1 JSON Xt#, BTIEEIRENEEIRE, £ StorageGRID i8& % E2F L% JSON X1+,

() eanERR-—x#REES M.

* A StorageGRIDconfigure-sga.py FiF B B 1&EBIPythonflZs,
* EAHEM Python BIZAEIE T StorageGRID RZRVE AL ("WE ") »
En L B E B StorageGRID Bnfift Python fiizds, WAILAEREEIEARSI, HEBIAEES

(D)  CALNRKRBEMEETAHRER StorageGRID %3 RESTAPI . HSIERL4HIET
A X T EMIZEStorageGRID ZEXHHIEE,

fEFEStorageGRID 1§ &L EREF LB IRE

TR UERESEEE SR JSON X EMECEIRE. TR LR StorageGRID I8& %R

RiEF LB,
BEENAR
s RIS E N TERS StorageGRID 11.5 L E SRAFBANEFE 1

A E A S F RN S SR IR B BB VIR & L BYStorageGRID 1R & REZF.

ANy

%FUES
BRI EHITRERERS, HNREUTHNE:
© PR, EIEMATIES RS 1P it
* BMC #0
" e
- HOSERS
- PRI
- BERERE
868 LA JSON XA REIRSBHLLE StorageGRID B ERERFHERS M NEFHATRELEES,
RHRERBRES M BAN. EUF—REE— T RNEEX

@ NMRELUNARPAEELREMEEEIRSE. WALUFERA configure-sga.py fllds, +"'{#
Fconfigure-sga.pyilA& B oh L EME B IRE T ="

T
1. ERUTAZEZ—%ER JSON X1&:

° ConfigBuilder I A2

"ConfigBuilder.netapp.com”

o configure-sga.py IRRICEMA, EFJLIM StorageGRID &&ELERERF (* 88 * > * 1ERICE
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automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
https://configbuilder.netapp.com/

iz ) TEULEIA, 155 REXERA configure-sga.py il B ohfc & AV A,
"fEFconfigure-sga.pyfii&s Boh REMAEL B IKE T A"
JSON XA H RBIRRMTE L TEK:

* MR TNERBNENR, ELEE 1 NFER, FEREE 32 MNFR

* JUERFE. HFNEFH

* FEEUEFHHLAHER. BRENEEHF

@ BHR JSON XTI KRB (TRERIR) SME—RY, SNERKTEER JSON X
HEEZ T TR

2. & =k > BINREKE .
LB BB & ECE DU,

Update Appliance Configuration
Use a JSON file to update this appliance's configuration. You can generate the JSON file from the ConfigBuilder (§ application or
from the appliance configuration script.

A\ You might lose your connection if the applied configuration from the JSON file includes "link_config"
and/or "networks" sections. If you are not reconnected within 1 minute, re-enter the URL using one of the

other IP addresses assigned to the appliance

Upload JSON
JSON ’ Browse
configuration
Node name - Upload afile v

3. EEEE HENEER JSON Xff.

a. FEFF N,
b. . EIFHEFE
C.IEEFE I TH*,
B EEHIIE X H. WIEdETRGE, XHEBEBERERBEIETIEEIN.
R JSON XHHBEE RS "link_config" , "networks" ZiXFREBIEZRS, NIATRER MR

() FAopemEs R 1 SRNREREE, BERSRARENEM P it > — B
MINIRE URL o
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Upload JSON

JSON Browse appliances.orig.json
configuration ; )

Node name --Selectanode v

LRI ER JSON XHFHRE X WIRE T R B IFEAT * TRBNR © ThibR.

@ MEXHT, WXHBEETHLE, FEEEEERER—FBIRES, ETRXHR
SNATFIIEE. EALUER ConfigBuilder RHHREGH KA JSON X5

4. K * HRER* FHYRPEE—IT R
LB E A * A8 JSON FRE * #25.
Upload JSON

JSON Browse appliances.orig.json
configuration ) )

Node name Lab-80-1000 v

Apply JSON configuration

S. 1%&$E * W JSON ERE& * o
IECE RN ATk E T

£ configure-sga.pyfild B oh LEMEEIKE T =

& LAER configure-sga.py BT EHEh1TStorageGRID & & T REVIFZ L EMACE
EEZHHA, SELENREEFEET . IRERBEAREIRE, WHATESEER,
el IR A ER B S IREEEEE ER JSON X1,

BEENRA
* g FREREENZEF, HEEZIEHNNEHERBS.

* Bfff StorageGRID &/ REREF N FEET mECEMEFEIR IP ik,

*MRERETIEETS, WEFER P it

* MRERENEEHMT R, WEHEXEETS, FEEMEH IP it

c HFEEETRLIMIFIET R, BEZEET S ERIMEMEFMYIRAPEN StorageGRID i&&REE
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®

FFRY 1P BCE DIE L5 tHBYFRE WA IR F o

* BETH configure-sga.py XHEZXHESTEREIEF, EHAILLBTEE StorageGRID IRERE
TERFHRY * FBE) ¢ > * IREREMRA * KRR X Mo

T
EREIBATFIEIT Python BIZSHY Linux i+ &4,
EREEXMAEE LN —RBHUREEURSHIIR, BRAUTHRSA:

1.
2.

configure-sga.py --help

o configure-sga.py FIRERENFHZ:

IHRES R ERTFRECERAGLTREAEEE —ELENERAF. 5E, EhallER
StorageGRID K& REEF B MITACE. +"EfStorageGRID k&L EIZF HiLEIR&E"

° advanced FF&%StorageGRID &% E. BEBMCEREEMNCIEEEIEE SFIALERISONI 4
° configure AFECERAIDIRT. TIRRAFMMESE
° install FF¥4StorageGRID &%

° monitor AT &#EStorageGRID &%

° reboot FAFEMBINEE

MRBAFHL(BER. LB, TR, GEXEHBN)SEH. ABRAN —-help EIEREIZ—MEEMX
&, HRRETEXZFRS+HoBEMNEZFHER configure-sga.py subcommand —--help

3. EMfpNGE T RIVHFIRE. BEEPBAUTAR sca-install-ip RIRE T RBE—IPHIsE: +
configure-sga.py configure SGA-INSTALL-IP

350

ZRBETRENEA IPER, SREIEELTRN P IR EXERE, MEHEFIRNEZHER.

Connecting to +https://10.224.2.30:8443+ (Checking version and

connectivity.)
2021/02/25 16:25:
2021/02/25 16:25:
200

2021/02/25 16:25:
Received 200
2021/02/25 16:25:
200

2021/02/25 16:25:
2021/02/25 16:25:
200

11:
11:

11:

11:

11:
11:

Performing

Performing

Performing

Performing

Performing

Performing

StorageGRID Appliance
LAB-SGA-2-30

Name:

GET
GET

GET

GET

GET
GET

on

on

on

on

on

on

/api/versions... Received 200
/api/v2/system-info... Received

/api/v2/admin-connection...

/api/v2/link-config... Received
/api/v2/networks... Received 200
/api/v2/system-config... Received
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Node type: storage

StorageGRID primary Admin Node

IP: 172.16.1.170
State: unknown
Message: Initializing..
Version: Unknown

Network Link Configuration
Link Status
Link

Down

Link Settings
Port bond mode:
Link speed:

Grid Network:
Bonding mode:
VLAN:

MAC Addresses:

Admin Network:
Bonding mode:
MAC Addresses:

Client Network:
Bonding mode:
VLAN:

MAC Addresses:

Grid Network

Speed (Gbps)

10
10
10
10

N/A

FIXED
10GBE

ENABLED
active-backup
novlan
00:a0:98:59:8e:8a

ENABLED
no-bond
00:80:e5:29:70:f4

ENABLED
active-backup
novlan
00:20:98:59:8e:89

CIDR: 172.16.2.30/21 (Static)

MAC: 00:A0:98:59:8E:8A

Gateway: 172.16.0.1

Subnets: 172.17.0.0/21
172.18.0.0/21
192.168.0.0/21

MTU : 1500

00:20:98:59:8e:82

00:20:98:59:8e:81
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Admin Network

CIDR: 10.224.2.30/21 (Static)

MAC: 00:80:E5:29:70:F4

Gateway: 10.224.0.1

Subnets: 10.0.0.0/8
172.19.0.0/16
172.21.0.0/16

MTU : 1500

Client Network

CIDR: 47.47.2.30/21 (Static)
MAC: 00:A0:98:59:8E:89
Gateway: 47.47.0.1

MTU: 2000

S i i
#HHH4 If you are satisfied with this configuration, FHHH#
##### execute the script with the "install" sub-command. #####
FHS R

4 NRFEFXLFIEEPHEMAE. BER configure BFEMENNFH<S, Hlal. NREEGERTF
EEIEEET AP ER N 172.16.2.99. MALUTHZA: + configure-sga.py configure
-—admin-ip 172.16.2.99 SGA-INSTALL-IP

S MNBERSHIBERDEIJSON . 1BEFEA advanced Ml backup-file Fap<, fFlal. MNREHZHAE
BIPHINEENIGEIECE SGA-TINSTALL-TP BB NI appliance-SG1000.3son. MAUTRE: +
configure-sga.py advanced --backup-file appliance-SG1000.json SGA-INSTALL-IP

BEERERESN JSON XHRFEARITHENR—BR.

@ KMEERE JSON XHEHRHINET RBZFR T SIRERMILE. B/ H#HITERER
, BRIFBRERNFENHAFH2ME 7 ## StorageGRID API ,

6. NREXNGHIEERHE. 1B5FEMH install M monitor AFLEIGEMNFHS: + configure-sga.py
install --monitor SGA-INSTALL-IP

7. NBRBEHEMNES. BEWAUTRHSB: + configure-sga.py reboot SGA-INSTALL-IP

Bzt B & StorageGRID
HEME T RE, ZEoJLABSIECE StorageGRID R4,
BERENHNE

* BRI REIES T U T XA E,

X Description
configure-storagegrid.py BT B8ahEdER Python 7
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X Description

configure-storagegrid.sample.json B F AR BB E X4
configure-storagegrid.blank.json BT =i & X

- EEEE configure-storagegrid.json BB, BRI, EaESURGIEE X4
(configure-storagegrid.sample. j son)ﬁﬁﬁaﬁﬂﬁiﬁ: (configure-storagegrid.blank.json

[e}

KXTFUILES

EOJLAER configure-storagegrid. py PythonflZ&#] configure-storagegrid.json AT BEIED
& StorageGRID ZFMIECE X 5o

() coTuERREERRSRE AP RERS.

TIE
1. BREABTFIETT Python BIZHY Linux iHE 4.
2. FRARERLEIENE R

fB%0: + cd StorageGRID-Webscale-version/platform
HM: platform A debs, rpms B vsphereo

3. 1517 Python RIZAH A ECIEMNECE X M4
fBgn:

./configure-storagegrid.py ./configure-storagegrid.json --start-install

e

—MEREE . zip XIFBERELIZFEN. HTHEGTRENEEIENERR, BOAEDMERGENX
, UBEE—IPRZIWETRREBRPERME StorageGRID R4, i, KEEHFLLMNEHMEMEN
RENTFELE,

() mEaxXHEXFSERER, RACEETATM StorageGRID RAHREMIENNEEAE,

NREIEE N ERFEVIZRE. MFEERE Passwords. txt UIEHEKIARIStorageGRID RFFMEHERIZE,
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FHHH AR AR R
##### The StorageGRID "recovery package" has been downloaded as: #####

#H4#4 ./sgws-recovery-package-994078-revl.zip #h#H#
#HHH4 Safeguard this file as it will be needed in case of a FHHH#
#HH#4 StorageGRID node recovery. #HH4##

R A A A A A A A AR AR AR AR AT RS

AAREETHHINEENREHEE StorageGRID £%i.

StorageGRID has been configured and installed.

24t REST API #fR

StorageGRID 12t TR FHITLEESH REST API :  StorageGRID %% API #
StorageGRID & &R &EER AP .

X AP #B3{E Swagger FFR API & K324 APl 3XAY, Swagger RiFF R ARMIEAFLZARTRFARE
5 AP #1TRE, LA APl gNMeINa Rz SEFNED, AXERE EHAEBIRE Web $2ARF] JSON  ( JavaScript
WERFTE) BIEKRR.

£ AP SRR DTHATRIER APHEE N KIS R(E, B3R, FTEERMEIE, FHMIFRE
BEE IR,

51 RESTAPI sp % #EHE API BY URL , HTTP #2fF, ERMFEEAER URL SEUAKTRHARY API PR,

StorageGRID &% API

REEERECE StorageGRID Z4iHY, UNREFERITEEETRIMER, StorageGRID &4 APl A AJF.
AN ERS@EE HTTPS iFiR%% APl

Eihin] AP XY, FRIIFEET R ERNREMD, ARMEEEZFERERE * 858 * > *API X4 *,
StorageGRID &% APl 83 L &84 :

* config —5 API B9/ muhRASHEX BVIR1E. R LATI Xk A S #5097 sahR A EE API ARZS,

© AR Y - PIAREREC B IR(E. BRI LURENAIEFMWMIZIRE, SEMNKIFMAEE, MERNEFM, MEZELKR
NTP #1 DNS ARS5 23 IP ik,

* "Nodes - TREFINEERE " . EAILKREMBTRYIE, HENETR, EEMETR, EEMETR
UM EEMET R RECE,

* B —EEERE. EaUBHEEIREHEERIERENRS.

*RE r —EEETRMERE. BAIUEERER, LEMERGE, BoimEUREEMERIENRE,
* recovery-package — N & R E I B RIIR(E,

© bR U RARELER(E. EEILIRNE, TE, MIRRAERIL S,
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StorageGRID & &% EEiZF API

B LAMIBIZEHTTPSIA (0] StorageGRID 1& &R &F=IZFAP| Controller IP:8443,
ZEihia] API X1Y, 15 E)ig&E LR StorageGRID IR ERERRR, AFMEEIZFEE ~ 8B * > *API X5 *,
StorageGRID & &R &EEF APl G3ELL TESD :

kg —ATFEENEEIT SRR,

* T INE  —ATEEMENEEMEIRESIRNE,

* CEHEE * —FATEEENEG LRERAISENIRTE

* O ZE AT ARREREN ST RN SR

* * WLRIELE * - 5 StorageGRID & EHIME, BEME P IHEMERE U KILEROIREHEXAIZME,
YIGE C —ATERRISEREGENRE, SEERRNEXAGNEEHEMEEETS P,

* AT ERBHEHISIFIRE B SRR,

* AR —SAHRIGEE R XBIRIE,

* uploadsg —FF 1% StorageGRID L #4AVIE(E,

BB L R T FEHR

NREERE BRI, EFSBEARENEZRFEXNSERFERIRSER
#E.

BXES
"R E TR

"X AR R A T R R
PRI BN TR

ﬂD%E@TﬁFHBE_JZ?‘E%"EaRvﬁ E5600SG &Hhl2s LiAEmash b IE, N StorageGRID 1&&
HEIEF A EE A Ao

pZ

1. EE—155122 LAY "Need Attention LED" , HEREEEENIFHIEIRED,
EEohiRiE], BEHVIALERE, AFRBISENEERSIZE LED S5k, BRI SR LR #FFA
diagnostic LED ) &=, tERAETSETRRMEHSHEN—RIIRE, XEREEN, HARTEN
iR, BUHRINESIE, IRSBIE(E LED ¥xF, MERAREHE LR,

2. % E5600SG #Hl2RHCER ERF LRI,

@ LEMEEFTE—LEHE, REREMRTE/LDHAT =M StorageGRID IRERERFIRSG
Biffo

MREEHER, CRETEBRIRFRANE, F5, "he",
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3 BTMXLENIBMENX, BEIUTHER:

bl ]
E5600SG =28 * “$8iR: 5 SANtricity OS HFRIF BT HEE "

* "E5600SG ZHISE LR ERAE "

E2700 =25 E &YX
* 7D Y E &P E5600 1THI S ERNRERE
FAFi&&+8 E5600SG 1£Hl28,
4. IIRTEMRIETER B, BERERFEAZR .

BXES
"E5600SG =2 R 2 RAE"

"he error : Error synchronating with SANtricity OS Software"
" { E2700 £ X nh2R It 2 MABXR K2R TR LRiEm)

"NetApp X#4: E2700 &7%!"

he error : Error synchronating with SANtricity OS Software

UNER StorageGRID IEBREIRF ;A5 SANtricity IRERSGERIL, NitHEIEHI2E LAY
tEERSER—MEIRAE,

KXFIAES
R TEIRAE, BRITIEIERF

p

1. o EWIR SAS EELLRTEY, HBIAEIEFEEE,
2. IRIEFEEM—RITMIRL L, ARER,

3. WNRTERRIPIIER PR, BRI AR

X E R R R T R HERR

YNIRIETE StorageGRID IR EFREHAEIBEIERAA, NHRITHIHNEERESE,

ToiRiEId P4 iE 1% 2 StorageGRID 1&&

NRTEEEDIRE, NARFEENSRRTHER , BB LR ERAINITTN.
* Im) A

B FEZERE.
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*r RERE
NRFENRETIRIR SEEHRERMINTTR, VAR EXHIET.

© * BIERME
a. JIEEMITPIng#R(E: + ping E5600 controller IP
b. FTFFNIE 28 H 4 N L T en < K i518]StorageGRID & &F L2 + https: //
Management Port IP:8443

;i‘F_F Management_Port_IP , %I\ E5600SG =28 EEIRim O 1 89 IP it (YRR R E

c. BE*EEEEWS*, ABRKEIP,
d. INREULE ping MMLZ, EIERGAIEHRRIIRO 8443 BEEITHo
e. EfTBnhig&E.
f. R LM,
9. WNRUIIRIETEMBAEZRIFHER, JEM NetApp STHLREX R AR, MikA
"mysupport.netapp.com”s
HXER
"E5600SG = HlZE tE B AiE"

7£StorageGRID i3 & LRI FIEITH EH B ohiTHI2s

T‘ T StorageGRID 8 & RERZFIZITHIE, ErRIFEENBohTEIRHISE. fl0, WRE
TR, SRR EEMBIEHIER,

XFIES
REHITEITHIZZIETT StorageGRID K REREFE, WRESRE FiEH, TETRE, LT BRAHEIREER
, A7 StorageGRID & & LZEIEFAHIH.
P$IE
1. 7 StorageGRID IE&ZEREFT, BE 5% * > * EFEITHEE *, AEERUTERZ—:

° &% * EFBENE] StorageGRID * LIETI R EFMIIAMBBER TEMBshiEHE. MREE MR
RATHIEHESREFRTRMEERIET, BHERIIED,

° R ENRMELIFRR © UEMBoHEHEE, RRNETRIMATEFER. MREEHMANEZ

ﬁg%gﬁqﬁ)ﬁmﬁﬁﬂﬂi&?ﬂifﬁ jprinedlisvin
I,
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http://mysupport.netapp.com/

NetApp" StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advancad -

RAID Mode

Reboot Controller Upgrade Firmware

Fequest a controller reboot. l Reboot Controller ]

[ Rebool inlo SlorageRID ] | Reboot inlo Maintenance Mode: |

SG6000-CN =284 EF B 5.

#3SG5600i8 %

EOIREFEE AR E2700 =425 ERY SANtricity 12{ER AN, T E2700 1THI255
E5600SG THlIgs N ERIFEA M. ATHHNSEREIZEZELZE N StorageGRID R4 EH
HYTF T o
S

* "RGEE TR

* ERAMISEIRRARFMEITHIZE EAISANtricity IRIERA"

* ERAEIFRIARE27001E %128 EAISANTtricity IRIER S

* "EFASANtricity FZ B IR AR IR RN 2R E 4"

* "EHRE27003% 28"

* "EBE5600SGIE 28"

* "R EMEE A

* "BINE5600SGIEHI s HEER A E"

* "EHMTUIRE"

* "EEHEDNSIRSHBEE"

© EAPER T IEE T SmE"

BIRE BT AP
ERITRESIPIREZR), BRIRgEE THIPET.
ERENNE

* B ERX N RREREINEEER,.
© B MERHIPHIRIAENR. BXFAER, FENAEXEE StorageGRID HI5 A,
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KXFIAES
R StorageGRID ig& & F4PE AT SR (I IR E T EHITIZZ AR

@ %?é&?P*EEﬁE’\JStorageGRID RENEBNENEZRSZIREBITHNERNENZRRIR

p

1. ERREERP. &R

2. N RUERNRIER, EFREEFED .
3 M ES

Cwerview Hardware Metwork Storage Objects ILIM Events Tasks
Reboot
Shuts down and restarts the node. Reboot

Maintenance Mode

Places the appliance’s compute controller Maintenance Mode
into maintenance mode.

4. EEAEPRT
HEB R BRI IA IS B E

A Enter Maintenance Mode on SGA-106-15

You must place the appliance’s compute controller into maintenance mode to perform certain
maintenance procedures on the appliance.

Attention: All StorageGRID senices on this node will be shut down. Wait a few minutes for the
node to reboot into maintenance mode.

If vou are ready to start, enter the provisioning passphrase and click QK.

Provisioning Passphrase

o W NECEEIEIE, AFERE * HE -

HEZFN—RIEE (B " 2XRIXIFEK", " EFE(FLE StorageGRID " " [EEEMHEDN ") RNIKEIE
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ETTRENAEIF R T B

Owendiew Hardware Metwork Storage Objects LM Events Tasks

Reboot

Shuts down and restaris the node.

Maintenance Mode

Attention: Your request has been sent, but the appliance might take 10-15 minutes to enter
maintenance mode. Do not perform maintenance procedures until this tab indicates
maintenance mode is ready, or data could become comupted.

. Request Sent
RERTFAIFRENRN, SEBR—FHIVER, EFRFIHE TRIATHE StorageGRID & REEFHI URL o
Overview Hardware Metwork Storage Objects ILM Evenits Tasks

Reboot

Shuts down and restarts the node.

Maintenance Mode

This node is currently in maintenance mode. Navigate to one of the URLs listed below and
perform any necessary maintenance proceduras.

= hitps: #1172 16.2. 106:8443
= hitpsAH10.224 2 106:8443
= hitps /47 47 2 106:8443
= hitpsfH169.254 0.1:8443

When you are done with any required maintenance procedures, you must exit maintenance
mode by clicking Reboot Controller from the StorageGRID Appliance Installer

6. Zifjjn] StorageGRID I&&RERF, AN HEIEREIEMR URL,

WMRATEE, BEAERIGHEENSKIRO IP #UtA URL .
(D I8 https://169.254.0.1:8443 BEEZEZRIAMERIR O,

7. 7f StorageGRID R&ERERZFH, HWIARELTHIFER,
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A This nodedis in maintenance mode. Perfarm any reguired maintenance procedures. If you want to exit maintenance mode
manually to resume normal operation, go to Advanced = Reboot Controller to reboot the cantroller,

8. TRV ERLEIRES,

9. EREIPESE, BHAIPEXHMEEE T RIR{E, 7f StorageGRID &R LERREFP, EFE SR *>*
EiEnhiTHIgs * , AEEE * EFBSIE StorageGRID *,

NetApp” StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Menitor Instaliation Advanced -

RAID Mode
Reboot Controller Upagrade Firmware
Reguest a controller reboot. [ Reboot Controller ]

Rebool info SlorageGRID l Reboot inlo Maintenance Mode I

REEMBMNHEMMAMEETREFEERE 20 D8 El, ZHRIAEMBMNETAE T R EEMMNME
, FREMNREERS. "TREARNETESRS v WTFRETNTR. "IRLALTEDRSHER. H
BTN R B BRI,

NetApp® StorageGRID® Help ~ | Root ~ | Sign Out

Dashboard " Alerts ~ m Tenants ILM ~ Configuration « Maintenance ~ Support ~

A StorageGRID Deployment StorageGRID Deployment

# Data Center 1
' |DC1-ADMA1
«'|DC1-ARC1
«|DC1-G1
»|DC1-51
»|DC1-52
«|DC1-53

Network Storage Objects ILM Load Balancer

1 hour 1 day 1 week 1 month Custom

Network Traffic @

6.0 Mbps

e A A

M E RS ARIFEITHIZZ _EAISANtricity IR1ERSA
158 FA P A% B TR 28 W7 FH SANTtricity I2{ER G FH Ko

ERENAE

* E2EH NetApp BIREMRTEA (IMT) LUBIAATHLRB SANtricity BIERFRAS BRI ERS.
* EBATAB IR,

© EAER ISR RS RIS EIEER,

* B M ABRERILEE,
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* BAAE I R]SANTtricity 21ERSEAINetApp FE T,

XFIES

TESER SANtricity IRERAARKIIEZZ AT, EBIRERITHEHMIRGER ( StorageGRID REHARFIEHIER)
MREZINTE SANtricity IRIERFAARIIETR Z BB NEHIZEF T StorageGRID AL, NMRAREER
El] SANtricity IR{FRAH LR TIH,

QBTERSANtricity RERGARMINABTFAREERTRZE. BIESR F25M. AT =L
ESANtricity #F RS A aeRmE307 9 LA LRYBYIE). H B E#MB5)E 1 StorageGRID ZFi#i% & A RER B KIA90
S EPRETE],

(D  ReccRRRERRREAEs, UTSEAEH.

@ IHR2EL B 2 B8 NVSRAM F4RZEIS SANtricity I2ERAHARIEXMNRIThRA. ETLENA
YAy NVSRAM FL& S,

P$IE
1. MBRSZZEiCAER L. MNetApp XiFihm FEHFTAISANtricity OS5,

1B W NE27007F B 25X SANtricity ##{F R GRS,

2. fERARFFION R BT REIMEEIER,
3. P, AR, ERBNASKIO P, EEREER"

LB B R ER {4 B DU

Software Update

You can upgrade StorageGRID software. apply a hotfix; or upgrade the SANtricity OS software on StorageGRID storage appliances.

« To perform a major version upgrade of StorageGRID, see the instructions for upgrading StorageGRID, and then select StorageGRID Upgrade.

« To apply a hoffix to all nedes in your system, see "Hoffix procedure” in the recovery and maintenance instructions, and then select StorageGRID Hotfix.

» To upgrade SANtricity OS software on a storage controller, see "Upgrading SANtricity OS Software on the storage controllers” in the installation and maintenance
instructions for your storage appliance, and then select SANtricity OS:

SGE000 appliance installation and maintenance
SG5700 appliance installation and maintenance

SG5600 appliance installation and maintenance

StorageGRID Upgrade StorageGRID Hotfix SANfricity O3S

4. g+ SANtricity OS*,

I B$IE B 7R SANTtricity OSTUE,
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SANricity O35

You can use this page to upgrade the SAMtricity 0 software on storage controllers in a storage appliance. Before installing the
new software, confirrn the storage controllers are Mominal (Nodes > appliance node » Hardware) and ready for an upgrade. A
health check is automatically performed as part of the upgrade process and valid MYERAM is automatically installed based on the
appliance type and new software version. The software upgrade can take up to 30 minutes per appliance. YWhen the upgrade is
complete, the node will be automatically rebooted to activate the SAMtricity 05 on the storage contrallers. If you have multiple
types of appliances, repeat this procedure to install the appropriate OF software for each type.

SANtricity 05 Upgrade File

SAMtricity O3 Upgrade File Browse
12

Passphrase

Frovisioning Passphrase

12

O. WEHEM NetApp Sz#Hik = FERY SANtricity OS AR 5.

a. B s
b. $EIHERFE M
C. Bl 4T ",

B EEHIIELX . BWIESRETME. XHZREREFAEEFERT.

()  woEmxss, ErERREIRI—HS.
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SANIrcity O35

You can use this page to upgrade the SAMtricity 0 software on storage controllers in a storage appliance. Before installing the
new software, confirrn the storage controllers are Mominal (Nodes > appliance node » Hardware) and ready for an upgrade. A
health check is automatically performed as part of the upgrade process and valid MYERAR s autormatically installed based on the
appliance type and new software version. The software upgrade can take up to 30 minutes per appliance. YWhen the upgrade is
complete, the node will be automatically rebooted to activate the SANtricity 05 on the storage contrallers. If you have multiple
types of appliances, repeat this procedure to install the appropriate OF software for each type.

SANtricity 05 Upgrade File
SAMtricity O3 Upgrade File ‘ Browwse RC_ dlip
o N |

Details € RC dlp

Passphrase

Frovisioning Passphrase

L2

6. N E IR,
BEA * e * &l

SANMtricity OS5

You can use this page to upgrade the SAMtricity OS5 software on starage controllers in a storage appliance. Before installing the
new software, confirm the storage controllers are Nominal (Nodes = appliance node » Hardware) and ready for an upgrade. A
health check is automatically performed as part of the upgrade process and valid MYSRAM = automatically installed based on the
appliance type and new software version, The software upgrade can take up to 30 minutes per appliance. YWhen the upgrade is
complete, the node will be automatically rebooted to activate the SAMtricity OF on the storage contrallers, If you hawe multiple
types of appliances, repeat this procedure ta install the appropriate OF software for each type.

SANtricity OS Upgrade File

SAMtricity O3 Upgrade File ‘ Browwse RC dlp
o e —

Details & RC dlp
Passphrase
Fravisioning Passphrase
24
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7 BEHFER
AR ER— 1M ESE, BHEENEMEARNT R LIRS, HKEER =&,

A Warning

Nodes can disconnect and services might be affected

The node will be automatically rebooted at the end of upgrade and services will be affected. Are

you sure you want to start the SANtricity OS upgrade?
=]

8. BT SANtricity IR FRAA AN HFEFIFEET =
SANtricity 12 {ERFFHRFFIEET :

a EITRROETIET. LURAKRERERETAIRESN Needs Attention (BEEE) .
() MRRETEEER FRAZEEL. REBRBEED

b. HEPRE 2R SANtricity RERAFAREER, KRBT THEPHNFAEEFEET R URES N RRNHFIF
LB ERo

WRETTHAEFET R, SEETRHNEET R, BOIHUERBEET RBFA K.
@ BPESANTtricity R ERAAH RN EFRENTE 11%?55 HEEmtbEinttt. AEFRENE
fETI mOREIAYFHZRE B 8" SANTtricity OS upgrade is not applicable to this node.™

SANtricity OS Upgrade Progress

A Storage Nodes - 0 out of 4 completed

Saarch Q
Site It name It progress Il stage 11 petaits 11 Action
RTP Lab 1 DT-10-224-1-181-51 Waiting for you to approve
RTPLab1  DT-10-224-1-182-S2 Waiting for you to approve | Approve |
RTP Lab 1 DT-10-224-1-183-53 Waiting for you to approve m
RTPLab1  NetApp-SGA-Lab2-002-024 Waiting for you to approve
4 ]
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9.

10.

1.

366

A, WALUR AR B HE. MR EFAE R AR T RIIRE TR, ®E, £ 2
R EFRA—IARNEURREET

TR LMERLLER DA T AR AR KM AT RN R T R 7R
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Raleigh RAL-S1-101-186 Quaved
Raleigh RAL-52-101-197 | Compiste

Ralaigh RAL-53-101-198 Queued
Sunnyvale SVL-51-101-199 Queued
Sunnyvale SVL-52-101-83 Waiting for you o approve m
Sunnyvale “SVL-§3-101-94 Waiting for you to approve | Approwe |
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NetApp" StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advancad -

RAID Mode
Reboot Controller Upagrade Firmware
Fequest a controller reboot. [ Reboot Controilﬂf_'

Rebool inlo SlorageRID Reboot inlo Maintenance Mode: |

IREEMEEIHERIMANMRAIEER B KX 20 Sih89tal, BIAEHRBHETKET REEMRMAN
%, FREIMEEERR. "TRENFNETRERRS « WTFRETR. RNEELTENIRSHE
. HAETREEREIME.

NetApp® StorageGRID® Help ~ | Root ~ | Sign Out

Dashboard " Alerts ~ m Tenants ILM ~ Configuration « Maintenance ~ Support ~

~ | StorageGRID Deployment StorageGRID Deployment

# Data Center 1
' |DC1-ADM1
«'|DC1-ARC1
«|DC1-G1
»|DC1-51
w|DC1-52
»|DC1-53

Network Storage Obijecis ILM Load Balancer

1 hour 1 day 1 week 1 month Custom

Network Traffic @

6.0 Mbps

fEFISANtricity A E IR A RIKEN B E
BRI AR TR B, MURREBFE&MIENIEIRIES,

CEENAR

* FESERTFRERS.

* FRERMSEHL FRERTS.

* MERESE SANtricity R AFR B RHIARA StorageGRID FiEEIESS,

"f5E F WS B IR e s FH R IR fEIT 528 L BISANtricity IRER S
“fER4EIPIR N RE270015 25 _ERISANTricity 1RIERSE"
* ZB¥4StorageGRID &% B F4EFET,

"Rg S E THIPRIL

() arERAchiRSEMEREIR0EE, SIS 10 B ERE RS,
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@ BIN—RARZ StorageGRID & ERYIREDZEEE . XIFMAIEESSBAERR HIEATA
, BABURTEREZRIA ILM KB,

p

1. FTHWebH| 428, ARG NIPHIAL{EISANtricity & EIE2sRIURL: +
https://E2700_Controller IP

2. INREE, N SANTtricity Storage Manager B2 5 P ZF 1250,
3. 7 SANtricity AV EIEH, EF * i&F * EM+F

IEEHE$TFF SANtricity FEFIEEE O,

4. 1£ SANtricity F55IE R, WEEEEARRIIRRNRNTFEET,
S. WIEFfEFESIFIIR ISR B SR FRIERTS
6. IIETFEIR & LAl RERIIREHERE RS -

a. 1£ SANtricity (W EIRA, 7% * ALK * > * IRoh2EH * .
Download Drive Firmware - Add Packages & [ & = S a1 1E7E E BBV IRshas B4 X4

b. 12 HFTIREHERE ¢ hieas A K M AT E 48 TR IR ARIR T o

Select the drive firmware packages you want to transfer. If you have more than one drive type, you can select up to four packages
to transfer at one time.

1 Current firmware packages:

HUH728080AL5204(NEDD) View Associated Drives

Packages to be transferred:

| AAdA

LR B!

* IXEpEREHEITAR S * o NEOO* o
* IREHFIARIRTT A * o HUH728080AL5204* ,
iR R XKL * A ERX LRGSR EFEIREPHNEEMUE,

7. FEFESE YRR E AR
a. $T7F Web F5328, SANZEI NetApp Sz5Mis, FAGEAER ID MIEBRER.

"NetApp ZH§"

b. 7E NetApp SZH5Mub b, &4 * T * &+, ARERE * E RYIBEWE=RESF -
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HEEPR 2R E RPIHERRE 4 TTHE.

C. BREFMHRFPRENS * WSS TR * , HARIES TN RoIERAT RS BB &RME .

* NREhRATE5EE, WIIREZRARIRRTRIE AR A 79 5o

* IRAWEBAIRIRFTIIH T — P RE MRS, WA LIS XEIRERH TR AR, &AL

SRR RHER T HEX

M NetApp | Support

PRODUCTS v SYSTEMS v  DOCS &KNOWLEDGEBASE~  COMMUNITY v DOWNLOADS v  TOOLS v  CASES™  PARTS v

Downloads > Firmware > E-Series Disk Firmware

E-Series Disk Firmware

Download all current E-Series Disk Firmware

Drive Part Number Descriptions Drive Identifier Firmware Rev. (Download) Notes and config info Release Date
Drive Part Number Descriptions 7HUH728080AL510"1§
E-X4073A HDD, 8TB, SAS, 7.2K, PI HUH728080AL5204 NEOL NEO1 Fixes Bug 1122414 26-Jul-2018
E-XA074A HDD, BTB, SAS, 7.2K, Pl HUH728080AL5204 NED1 NEO1 Fixes Bug 1122414 26-Jul-2018
E-X4127A HDD, 8T8, SAS, 7.2K, PI HUH728080AL5204 NEOL NEO1 Fixes Bug 1122414 26-Jul-2018
NEO1 Fixes Bug 1122414 26-Jul.2018

E-X4128A HDD, BTB, SAS, 7.2K, PI HUHT728080AL5204 NEQL

d- SIRFIET EFRANE, FEFEHEITRTEEE(download)FILTH . zip BEEMHFXHFHYI

o
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a. M SANtricity FiEE 228 THIXEhRE M - AR EEOH, &EFE * R0 * o
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T—PHIRMIEE. BARRIETEIR, BEF * BE * HRFRRER T AR KR E IR+ 2 SMFRE
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o, —R&EZReeEFEm N REhERE G 8.
C. W8 *HATE * o

AR ERTEENE S XA EREF RN GEEES XK.
d @E&FE*T—%*,

LB 44T F Download Drive Firmware - Select Drives & o

" ARSI ERFIA R LIRIECE (E R AR HE K.

* B LIARIEFAEFE Y PRV IR B SR i SR R ERPMER AR BIFRB L. RIABRT, RERE

TREB RN BARERITAHRBIIK TR,
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JAVIRTN2R 5 R U S N IREh2E M FEHMFARE IR,
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. % g v
X FEIHRIER KRB EIRIBAE M FEIRE, BERIRTS.
* IETE#HT

EEREfHE MBI R Es,
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°FRER
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BRI T E o

9. RepRREHFARTTRME:
° BRARIBRE G THES, BEEFE X o
© BEMBDIAS, HiEE  TRES ¢,
10. AEIRETARE. EFBENIEE. 7E StorageGRID IRERERFH, EHF * &R * > * EFNBENEHIE *,
SARER L &z —!
° WEfE * EFBENE StorageGRID * LIETI R EFMMIAMEBER TEMBhEHE. NMREE MR
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NetApp” StorageGRID® Appliance Installer

Home Configure Networking = Configure Hardware - Monitor Instaliation Advancad -

RAID Mode
Reboot Controller Upgrade Firmware
Fequest a controller repoot. [ Reboot Controller |
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(| | E——— |

IREEMBIHEMIAMRAIBERZ KX 20 S ihavdEl, B AEHRBMERKET REEMRMAN
1%, BEREIMEEER, "TR"ENFNEREERRS « ¥TRETR. RRKBELTEDREHE
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. HAETREEREIME.

NetApp® StorageGRID® Help ~ | Root ~ | Sign Out

Dashboard " Alerts - Nodes Tenants ILM - Configuration = Maintenance - Support ~

A StorageGRID Deployment StorageGRID Deployment

# Data Center 1
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1 hour 1day 1 week 1 month Custom
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Ea LUB I B H 28 EAYIEIRE "Service Action Required LED  (BEEHITHEIRE) " (WNE$H 1 FIR)
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BiERlasE, TANIKEFET M. R E2700 EHIZIEITIER, ERILUE E5600SG ZHlas B T4 PIR

o
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p
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a. 1B TIEHI2S E YATRER SANtricity OS FR{ERR 7S,
b. IE T HBILER NVSRAM k7S,
C. MNBEATIEBRLLINEE, BHREFECHRENDTH, HEEMEREZZIARENZIEEIE,

*AREARAHIRHINE -~ MR TNFERHRYDRARSNE, NFEHRET
©) PRI, EOR SANtoly T ETRES S 01 L E RS L (R

d. BHERELIERE,
SNERMIFFITHIZEAS HINE)E, EA] LUERREFHNXHEREE,
e. RIS E RIS IR,

@ EERA M 2 A Z FUER S ERE P R R TE BB (T A R R P RS, ERTLAR AT
FERE—EEBAE,

2. YNERStorageGRID & & IEEStorageGRID R4z T. IBIEES600SGITHIZE T4IFIET
"R EE T HIPER"

3. WNR E2700 =HIBRIETT7RSY, AT ITRHZRIRHA, BHRINFTEIRIEIETTH.
a. MEFIBIEEOMREA=F, &EF * i >~ iRE > EERITRIRE
b. HIAFRERIEHI BT,

4. #ZBREBT E2700 =HIBMERRES R DH0RBATRIU TS E:
a. NEENL LARE, ARERFSL.

@ To prevent degraded performance, do not twist, fold, pinch, or step on the cables.

(o

- MigE P RIFRER RS,
- BT RIS SR

d. $PTFEAARETH METEIZHIZE P # ot

e FEthR R BIRANER ST, AREREHSEER.

f BRI ETIREP.

g EHsiLk,

h. ZF E2700 EFHIBENB. RIELRETRBZEETRS 9%
o MRIREFEARERENE, BESANENBL2EHR.
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NetApp” StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Menitor Instaliation Advanced -

RAID Mode

Reboot Controller Upgrade Firmware

Request a coniroller reboot. [ Reboot Controller I

Rebool info SlorageGRID Reboot inlo Mainlenance Mode |

EEHBEHE, FETRUTES:

Owerndiew Hardware Metwaork Storage Chbjects LM Events Tasks

Reboot

Shuts down and restarts the node.

Maintenance Mode

This node is rebooting from maintenance mode to rejoin the grid. Monitor the node stafus to
determine when the node has successiully rejoined the grid.

REREMBIHERMANNRE, IIEATREFERE 20 7%

7. WIAENBETH, FETREEMMANE. EMREESRD. DIPTREIRESETERRS «
HFRETR. "ROKBLATEDRSHER. HETREEETINE,

Net;ﬂ\pp'll StorageGRIDa Help ~ | Root ~ | Sign Out

Dashboard o Alerts ~ m Tenants ILM ~ Configuration « Maintenance ~ Support ~

A StorageGRID Daployment StorageGRID Deployment

# Data Center 1
« |DC1-ADM1
«'|DC1-ARCH
«|DC1-GA
»|DC1-51
»|DC1-52
»|DC1-53

Netwaork Storage Objects ILMm Load Balancer

1 hour 1day 1week 1 month Custom

Network Traffic @
6.0 Mbps

L h A

8. 7 SANtricity TFHEEIESR T, WIAMITHIZRATRERS, ARKREZFHE.
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EHE5600SGi5 28

ERIRETR B E M E5600SG #2285,

ERENNE
EUTERBALFER:

* NetApp Z#Fifm EHY E RYEGHEHRER, MikR
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2. J9i&HER E5600SG =HIRMIE ML EAREE, LUER LUEMEMEEX LS4,

@ To prevent degraded performance, do not twist, fold, pinch, or step on the cables.iE745 45 4%

TEEF T 5 K (2 %) BIfIE.

3. KRB BETHIPRINE, XH E5600SG =g,

a. FREIMETIR:

i MALLFE<: ssh admin@grid node IP

ii. NAYIHBER Passwords . txt X

iii. NI TSR root: su

V. B NAFIHAYERS Passwords . txt XI5

Plroot AR BHERE. IRAFTBEMER S to #
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RAID Mode
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Grid Network

The Grid Metwork is used for all internal StorageGRID traffic. The Grid Metwark provides connectivity
between all nodes in the grid, across all sites and subnets. All hosts on the Grid Network must be able to
talk to all ather hosts. The Gnd Metwork can consist of multiple subnets. Metworks containing critical grid
senices, such as NTP, can also be added as Gnd subnets

P ® Static (O BHCP
Assignment
|Pvd Address 17216.3.72/21
(CIDR)
Gateway 1721601

A All required Grid Network subnets must also be defined in the Grid Metwork Subnet List on the
Primary Admin Node before starting installation

Subnets 172.18.0.0/21 ®
(CIDR)
172.18.0.0/21 x
192 168 .0.0/21 + X
MTU 1500 kB
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MNode Encryption

MNode encryption allows you to use an external key management server (KMS) to encrypt all StorageGRID data on this appliance. If node encryption is enabled for
the appliance and a KMS is configured for the site, you cannot access any data on the appliance unless the appliance can communicate with the KMS.

Encryption Status

A\ You can only enable node encryption for an appliance during installation. You cannot enable or disable the node encryption setting after the appliance is installed

Enable node encryption 4]

Key Management Server Details

View the status and configuration details for the KMS that manages the encryption key for this appliance. You must use the Grid Manager to make configuration

changes.
KMS display name thales
External key UID 41b0306abcceds1facfcelilb1b4870ae1c1ectbd5e3849d790223766baf3bch7?
Hostnames 10.96.99 164
10.96.99.165
Part 5696

Server certificate >
Client certificate >

Clear KMS Key
A Do not clear the KMS key if you need to access or preserve any data on this appliance

If you want to reinstall this appliance node {for example, in another grid), you must clear the KMS key. When the KMS key is cleared, all data on this appliance is
deleted.

Clear KMS Key and Delete Data
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MNode Encryption

MNode encryption allows you to use an external key management server (KMS) to encrypt all StorageGRID data on this appliance. If node encryption is enabled for
the appliance and a KMS is configured for the site, you cannot access any data on the appliance unless the appliance can communicate with the KMS.

Encryption Status

A\ You can only enable node encryption for an appliance during installation. You cannot enable or disable the node encryption setting after the appliance is installed

Enable node encryption [+

Key Management Server Details

View the status and configuration details for the KMS that manages the encryption key for this appliance. You must use the Grid Manager to make configuration

changes.
KMS display name thales
External key UID 41b0306abcceds1facfcelilb1b4870ae1c1ectbd5e3849d790223766baf3bch7?
Hostnames 10.96.99 164
10.96.99.165
Part 5696
Server certificate >
Client certificate ?

Clear KMS Key
A\ Do not clear the KMS key if you need to access or preserve any data on this appliance.

If you want to reinstall this appliance node {for example, in another grid), you must clear the KMS key. When the KMS key is cleared, all data on this appliance is
deleted.

Clear KMS Key and Delete Data

L g

(D) mmERT KVS BE, WigE LOMERRAANR. LRETTRE,

3. FEEARER, W * JEkR KMS ZEAMMIBRELE * -
4. NRHLEBFRKMSERE. BEREN+ clear +FHEFEEIRKMSZEAMIPRELIES
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A Warning

Confirm Clear KMS Key and Delete All Node Diata
Clearing the KMS key:

= Deletes KMS encryption key from the node
= Deletes all data on the node
= Heboots the appliance

If you are sure you want to clear the KMS key and delete all node data, type 'clear’ in the text
box. Then, select Clear KMS Key and Delete Data.

clear| |

KMS MZZRAMFAEHIERMT 2R, REFENR. XAEEFEEKE 20 2.
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NetApp® StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Maonitor Installation Advanced -

Home

This Node

Nede typs Gateway e

Meode name | xirBe-10

Primary Admin Node connection

Enable Admin Node ]
discovery

Primary Admin Node IP | 162.188.7.44 |

Cennection state  Connection 1o 132,188.7.44 ready

:r’ 'I"r-""'[
bt

Installation

Current state  Ready to start instaliatien of xir2s-10
inte grid with Admin Mede 132.185.7.44
running StorageGRID 114.0, using
SterageGRID sofiware downloaded
from the Admin Node,

BAXES
"Web %28 E K"
ISIFANFHR StorageGRID & & R TR F R

%88 LAY StorageGRID 1§ & ZEEFRA XIS StorageGRID R4t R EA AR ZsIT
fo, LAMaIRFRAE StorageGRID LhREZ i,

TEENAR
1ZB ki8] StorageGRID E&LERF.

KTFUIAES

StorageGRID & & H[ BIFIRE T StorageGRID & & L&, ﬂﬂ%%’l—ﬂx%mbﬂ 3= Slawa i i
StorageGRID #%4:, NIEJREEEHF AR StorageGRID &L ERET, AEEBIEELENTTS,

R EFHY StorageGRID 4B, StorageGRID &&TEEZEF=ZBIA%R. BEFEHAA ELRERETR LN
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& StorageGRID IRELZEREFNEEE .

¥%298 StorageGRID & & RERZFHN " ALEH " TIE LARBARITU TS E:

a. FEERTENEFIZRRENEN RS (BHRE) MG HE,
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c. EFEmIMRIED X,

d ALEEZNDX,
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"ifi18)StorageGRID & &R ERFE"
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2 [k ul
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1. FrE s ARSI BIE— 1 LACP 48, MRS in 0 A T RIS REME P inM 4R

=1

TRELETRATREEOITRNEHRANED,. RINKBEUEEETR,. REEEERIRNNREN, 4 HREEERA
BENE LEEIRE,

@ LACP {Ziila 75 SRERBAIA S layer2+3 1830, WIBWME, EolLUERMIEEIR API REBEHN
layer3+4 1z,

*EE (BUA) mOSERN -

BB ERBMEEEA (B0 ERAES WA
TEHEH(ERIA) WO 2 F14 WERAERE ¢ 02 M 4 MEEREERT
& LS. LT
« REFIO 170 3, © B0 1A 3 B R
EHE RIS
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c AT HEMSIZEER, AR
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LACP (802.3ad) * iR 2 F 4 XA LEfER * iR 2 F 4 XA LEfER
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* MEAKO 15 3, * im0 1 0 3 WEFIRMEER
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* VLAN T2 2 ri%ER,
* AT HEMSREER, AN
N MLEIEE VLAN $5ic

* BAmAERL

LR ERRE T ERIHNEEZE (2HA) BERE P IHMNLE
{¥ LACP (802.3ad) * Um0 1-4 JFREHEFER— w0 1-4 JIRENENE - iR
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BXHEHMFAESR, BSNEXRSIKER GbE in D EENIXE,
HERRT SG100 LM 1-GbE EIR s N7 EIRMEM T ehEHNEHEER THE.
XEERTRTigE LR 1-GbE ERIROMNAEEENEN EHE N NESHERI THE,

* 457 SG100 BIEMLKIHA *

* 457 SG1000 BIEMLKIH *

p
1. M StorageGRID i & REIEFHIRBIZH, B * ILEMKIERE * > * FEEICE *

" MEHEREE " THETRERSE, HPEawmsS HNNENERRED.
° SG100 &wMA *

Network Link Configuration

A You might lose your connaction if you make cha % 10 the nalwork or link are connected through. If you are not reconmected within 1 minwte, re
anter tha LURL using one of the othe rII ad ses assigned to the appliance

° 8G1000 #wMA *
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Network Link Configuration

LTE

A Yau might lose your connection i you make changes 1o the natwork or link you are connected through i you are not reconnected within 1 minute, re

enter the URL using one of the other IP addresses assigned to the appliance

"HERRTS " RYIE T BRSHEONERRSHREE (FiRA SG1000) o

Link Status

Link State Speed (Gbps)
1 Up 100

2 Down WA

3 Down N/A

4 Down NiA

5 Up 1

6 Up 1

BEURVIIE)IE DIE R
*PERRERE CIREN C B5h o
*IROPERN * IRERN BE
" T, * WESBEERR IRBRN - E5ED ¢
* WEEPRER - BENE ¢, FRMSHRERIVREN * I
* BRA BRI
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Link Settings

Link speed | Auto

Port bond mode | (@) Fixed | (") Aggregate

Choose Fixed port bond mode if you want to use ports-2 and 4 for the Grid Metwork and poris 1
and 3 for the Client Network (if enabled), Choase Aggregate port bend mode if you want all
cennected ports to share a single LACP bond for both the Grid and Client Networks.

Grid Network

Enable network R

Metwork bond mode | (@) Active-Backup () LACP (802 3ad)

Enable VLAN (802.1q) |:|
tagging
MAC Addresses 50:6b:4b:42:d7:00 50:6b:4b:42:d7:01 50:6b:4b:42:d7:24 50:6b:4b:42:.d7:25

If wou are using DHCP, it is recommended that you configure a permanent DHCP reservation, Use
all of these MAC addresses in the reservation to assign one IP address to this network
interface.

Admin Network

Enable network E|

Hetwork bond mode @ Indep&nﬂent () Active-Backup

C.unnect the Admin Network to port 5. Leave port 8 unconnected. If necessary, you can make a
temporary direct Ethernet connection to port & and use link-local IP address 165.254.0.1 for
ACCESS

MAC Addresses d8:.c4:97:2a:24:05

If wou are using DHCP, it i= recommended that you configure a permanent DHCP reservation, Use
all of these MAC addresses in the reservation to assign one IP address to this network
interface.

Client Network

Enable network | |:|

.'E'ﬁﬁbling the Client Metwork causes the default gateway for this node to move to the Client
MNetwork. Before enabling the Client Metwork, ensure that vou've added all necessary subnets
to the Grid Network Subnet List. Otherwize, the connection to the node might be lost,

2. M * SERRIREE * THIFIRAIEIFE ML IR O SRR E
1SR T R RE I E P RS RIS RN B AT IR EH AR EH TR, SN FERIE LS AERD
FIUA RIS EFMICE N RERRE, ERTIAEFEABITRRE, FRAIENSSHERAC I T m i 5
REMIEAFEIREIE (FEC) &R

3. BAHZAITRIEREM StorageGRID M4,

IR IR S BT, SR RERR AR LLE L
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a. NRIGEREZDNEENS, BEUHEPEIENEN * BRAMLE * Ei%iE,
Admin Network

Enable network

b. INRIGHFEIEERFFIHML, HEPEFIHME * BRANE * EIXE,
LB R EKIE NIC IO P IRME I E.
4. BEIR, HEBHOBERLMMEBHEZRET
s tlErbaa

o AMRIMBFIHMEZERT * BE * M * LACP *, AT ATIMEBIEEM—BY VLAN #5id. &ErILi%
£ 0 3 4095 Z 8)RY{E,

© BNEEMSERE * EHEMD o
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Link Settings

Link =peed | Auto

Port bond mode  ()Fixed :_" reg.a.te.
Ghmsel-_u:eﬁpmfcmnﬂelfwhﬁantmusﬁmnszaﬁ*4-nrﬂ'eﬁmN=m'ﬂrk=r'ﬁ|:-an5 and 3 for the

Client Network (if enabled). Choose Aggregate port bond mode if you want all connected ports to share a single
LAGF bond for both the Grid and Client Networks,

Grid Network
Enable network [

Netwerk bond mode | Active-Backup '@}LACP {mm
Iiﬂyepantondnmie&.ﬁwe;a‘ﬁe a.lll:-am&mtstbem LACP {B02. 3ad) mode.

Enable VLAN (502, 1q) tagging

Y

|
: :
WLAN {302, 7g) tag 178 =4

MAC Addresses EDBbidb: 42 dT:00 50:0b:db:42:dT: 01 BD:BbodbidZ:dT: 24 BoSbdbod2:dT 25
I you are using DHCP, it is recommended that you configure a permanent DHCP reservation. Use all of these
MAL addressec in the reservation to assign one |P address fo this network interiace.

Admin Network

Enable network E

o~ =
Network bond moda Olndeperb:imt , i'.li_LB-a-l:kup )
Connect the Admin Network o ports & End B If neCESSaTy, You can maks 3 temporany direct Ethemst

connection by disconnecting ports 5 and &, then comnecting to port & and using link-local IP addreses 1692584001
for sooess.

WAC Addresses d8:c4:5T7:2a:24:55
If you are using DHCP, it is recommended that you configurs 3 permanent DHCP reservation. Use sl of these
MALC addresses in the reservation to assign one |P address fo this network interfzce.

Client Metwork

Enable network E

Network bord mods (Active-Backup @LB.EP {MEM
IFﬂ'eparttonunw:bEE.ﬂ\we;a’be ail bonds mast be in LACP (02, dad) mode.

Enable VLAN {802, 1q) tagging

b
VLAN {802 g tag 332 Eﬂ

MAC Addresses 5D:8b:4b:42:dT:00 ED:6bidb 42:d7:01 BQBb:4b42.d7T:24 5lGb4b:42:d7T:2E

If you are using DHCP, it = recommended that you configure 3 permanent DHCP reservation. Use all of these
MAC addrecses in the reservation to assign ong [P address to this netwerk interface

S. WA RRIAHRE, BE * RE "

SIREH T FEIEAIASS RS, NATRERMTFER, MR DHAKEINEE. HERIE
(i)  “StorageGRID BEMEIIPHAL > —BIHNIIREREIZFHIURL: +

https://services _appliance IP:8443

426



HBXERE
"SREXELfthi& &A1 T B (SG100F1SG1000)"

fid & StorageGRID I[Pt

&R LUEF StorageGRID 1§ &R EFEFTE StorageGRID Mg, BIEMZEFPIHME LELE
BRS3ISZFRERR IP AR BE o

KFIES
TN BIEENE RIS EHE— 1585 IP , 3E 9 DHCP ARS8 LRI EC— R ATELY,

MREEGEREKE, B2 AXERRSILEHEREIERRA,

g
1. 7£ StorageGRID K& LEREFH, HF * LEMEEE *>* IPERE *,

BT E 7R "IP Configuration" T1Hs,

2. ZECEMIEWE, BENER * MEMLE * Bk * 58 * 5 * DHCP *,
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Grid Network

The Grid Metwork is used for all internal StorageGRID traffic. The Grid Metwark provides connectivity
between all nodes in the grid, across all sites and subnets. All hosts on the Grid Network must be able to
talk to all ather hosts. The Gnd Metwork can consist of multiple subnets. Metworks containing critical grid
senices, such as NTP, can also be added as Gnd subnets

P ® Static (O BHCP
Assignment
|Pvd Address 17216372121
(CIDR)
Gateway 1721601

A All required Grid Network subnets must also be defined in the Grid Metwork Subnet List on the
Primary Admin Node before starting installation

Subnets 172.18.0.0/21 ®
(CIDR)
172.18.0.0/21 x
192 168 .0.0/21 + X
MTU 1500 =

3. SNSRI * #S ¢, BFRBUT S RECEMRMNLE:
a. £/ CIDR RTEMNEES IPv4 ik,
b. T AKX,

NREHNERENX, BEMRWNAEERFHS IPv4 it
c. NRBEAERM, BR MTU FERENNERTERMAYE, 51909000, &M, BREFINME 1500

[e}

@ MEH MTU BX5 T3 R FTEER RGO EECENELE. BN, AJiskENE
MRER R IR B B R
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N T RIGRAETEILEE, WAEFTE T MBS0 ERERMN MTU &, RIS
() REESIHALGMTURBERZER, URHE - MHRLE MTU TR © $55,
SRR MEEE MTU (258,

d BEH*RE"S
BN IP HihbRY, RIRAFMITIRAIGEE S A EE L.

9NR5 StorageGRID R&REIZFHEZMF, IBERENINSECRIEFRZS IP it EHRWA URL. I
4. +https://services_appliance IP:8443

e. NI F W FIREFBTIR.

INREEMRFR, WFEZMBIEMK, 15TEBIFAAE M FRERS IR MK BE)
StorageGRID R3&RY, EHITEE EET = _ERIRIAR RIS F 517 R TE SXOX LRI PILE T W

() FoLBisG. NRREREFENE, NBABEEERRNERERZ,

* BARIFN, BREEANER 4 RE—MFEEM.
* ERIBRARERBFM, FRERFRET %o
fBE®RE"S
4. MNREET * DHCP * , BRBUTH RECE MERLE
a. j%&#E * DHCP * Bikigsllfs, & * RE *o

RGI=BEnNES * IPv4 ik *, < BIX *#M ¢ FR * FER SR DHCP ARS528KE NI E MTU 5, N
*MTU * FERIEZRIZE, HFERFERBENREL

&/ Web R 5282 BhEE A StorageGRID & &R ERFHIET IP Hitit,
b. FIARIAE ML FMTRIEFRTIR.

NREEREFH, WEEZMEEMK, HEEBIFIE N FRELF B MK B
StorageGRID 38, EAHIEEEIR T R LRI FRF R A TE SOX LRI L F Mo

(D) FoEBiism. MBEREREFENE, VARG ERNERERR,

* BARINFM, BRSEANET 4 &E—TFEEM.
* BEMIBRAREEABFM, R EMFRET %o
c. MMREBMFERERMN, 1HF MTU FERENRNERTERMBIE, B0 9000, &M, BHEREFIAE 1500

o

@ MR MTU [B205 T3 RSl O EECENELE. BN, ARk EMLE
tEReRAs IR R ER.
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N T RGREMANERE, NS T REMIEMLGE 0 ERERM MTU &, MRS
() #EE ERLMMIURBEARER, NAME * MHERNE MTU FLE * Bk, H3EHE
PR MTU (&35

a BEREFES
5. ERCBEBIEME, BENENEEMEI D HikF * 53 * 5 * DHCP *,

() =mEwERs, AAEERRENE EEREERS,

Admin Network

The Admin Metwark is a closed network used for system administration and maintenance. The Admin
Metwork is typically a private network and does not need to ke routable between sites.

IP ® Static (2 DHCP
Assignment
IPvd Address 10224 3. 72/21
(CIDR)
Gateway 10.224.0.1
Subnets 0.0.0.0/32 +
(CIDR)
MTU 1500 =

el

6. WNFRERR B, BREUTSREEEENS:
a. f£[ CIDR RENISE LHNER RO 1 MAFHS IPv4 ik,

EEBIRO 1 U TIREFAIRFED 1-GbE RJ45 imORYAM,
b. FANMX,
MREHIMELREMX, HEFHHNEEREES IPv4 ik,

c. NRBEABERM, BR MTU FERENNERTERMAYE, 51909000, &M, BREFINE 1500

o

(D PILEHY MTU B2 15 T R PTEERY S IR O EECERVEDLERS, BN, AIERR LML
MERER B R B B Ko
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d BF*RE"
By IP #uhkRY, R FMFIRATEESREEN,

YN3R5 StorageGRID I8 &R EIZFHIERETF, BHEAERINISECRIFERS IP HULEHBA URL. I
U, +https://services appliance:8443

e. INEEME FWFIRERBTIR.
1 BIE R TS AT LU R MBI X I TRIFR A F Mo

(D)  FrERBUABSREREEMERN,

* BARIFM, BREEHEANET 4 &E—TFEEM.
* EMPRARERBFR, R EMFRET xo
fBERE
7. WNRIEFET *DHCP * , BRRIUATH BRI EEIENL.
a. %E#E * DHCP * BiiRsllf5, S *RE *.

RASESHET * IPv4 3k >, * Ik *F* FI * FER. 90 DHCP RS 2KENSE MTU &, M
*MTU FERBIERZE, HAZFEETHRIE

1889 Web NS5 28 = BEhEE M ZE StorageGRID 128 REZFHVHT IP il
b. HIAEIEWE FMFIRIEHTIR.
BB TS P LUE IR MBI X IR PR A F Mo

() EremmABERERSERERMR,

* BARIFM, BRESHEAET 4 &E—TFEEM.
* BEMBRAREAIFM, IR EMFRET %o
c. MMREBFERERMN, 1HF MTU FERENRNERTERMBIE, B0 9000, EM, BEREBIAE 1500

o

@ LEHY MTU EX405 T m PSRRI O EECERVEDLES, BN, AIERR LML
tEReRASHIEEER.

d BEH*RE S
8. BECEXFIHMNL, BENMER * BN * B85 Ik * 5875 * 5 * DHCP * o

() =mEsrsWs, SAEEKRREERE LEREFHNE,
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Client Network

The Client Netwark is an open network used to provide access to client applications. including 53 and Swift.
The Client MNetwork enables grid nodes to communicate with any subnet reachable through the Client Metwiork
gateway. The Client Network does not become operational until you complete the StorageGRID configuration

steps
IF (® Static () DHCP
Assignment
IPvd Address A7 AT T 183/21
(CIDR)
Gateway 47.47.0.1
WTL 1200 =

9. WNRIERE * FE * , FRBUTHTREBERFIHMLE:
a. ff CIDR RTVEMAFRZ IPv4 il
b. B *RF ",
C. HIIAE FIRMILERIXHT IP il EH IR,

@ MRBATEFPHEME, NEERMIARB, FABRBERTPENENX, HEERA
& P IRMLEEY AR EE RO,

d. IREBFEAERM, HE MTU FEREXERFTERMAIE, 1509000, HN, EHREZIAE 1500

[e}

@ MEH MTU BX405 T3 R PR RGO EECERELE, BN, ARk NS
MERER) e IR B B R

e Bl REF "
10. gNSREHFT * DHCP * , BREBUTS BEER FIHMNE:
a. j%&#E * DHCP * Biigsllfs, B * RE *o

RSt~ BEmNAT * IPv4 itk * § * X * FE. 1R DHCP RS EISEANSIE MTU &, W *MTU *
BBERZE, FEZFERBTENRE,

1289 Web HLi28= BohEE A ZI StorageGRID & & REEFZFHIHT IP ik,
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a. HIAMXEE EH,

@ MRBATEFPHENE, NEERMIABE, ABBERTFPENENX, HEERA
& P IRMLREY AR EE RO,

b. yNREFEAERM, HF MTU FERENVERTERMAIE, $I%09000. BN, FREFMIAE 1500

[e}

@ MEH MTU BX0S T3 R FTEER R IG O EECENELE. BN, AJieskENE
PERER R IR B AR

PSS
"EAARSS IR E B R ECE"

JOIERLRIE R

BN HIART UM S i5IRIFR AR StorageGRID MR, BIIL@ITMEMEXKRE, B
i StorageGRID EELZERFSREFM LR IP it 7 8/89&EE, EFa] LRIE MTU
BE

Pz
1. M StorageGRID & B LZEEFHFEN=H, B * EEEMLKEE * > * Ping #1 MTU U *

B 278 Ping F1 MTU SR D1E,

FPing and MTU Test

Use a ping request to check the appliance’s connectivity to a remote host. Select the network you want to check connectivity
through, and enter the IP address of the host you want to reach. To verify the MTU setting for the entire path through the network to
the destination. select Test MTU

Ping and MTU Test
Metwork Grid i

Destination [Pvd
Address or FQON

Test MTU [

2. M RS THIES, EREZVHOWNE: Mg, EERNEF K.
3. NZRILE EEANENB IPv4 it ELRESHE (FQDN) o

Bign, EEIREREXNMEHEEET = ERRXMIT ping #1E.

4. gF, & M MTU* S5%HE LSRR LS 2 B ARRY R MR ZH MTU 1RE.
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Fan, el LRI E T =S E il S i = 2 BRI R
S. B * MNAEE *
MBMRIEEZEE N, MEER "Ping test passed" HE, FHFIH ping s5<iH,

Ping and MTU Test

Use a ping request to check the appliance’s connectiity to a remote host. Select the network you want to check connectivity
through, and enter the |P address of the host you want to reach. To verify the MTU setting for the entire path through the network to
the destination, select Test MTLU

Ping and MTU Test

Metwark Grid [

Destination |Pvd 10.96.104 223
Address or FQDON

Test MTU

Test Connectivity

Ping test passed

Ping command output

PING 19.96.184,223 (1©.96.184,223) 1472(1508) bytes of data.
1488 bytes from 19.965.164.223: icmp_seq=1 ttl=64 time=8.318 ms

-—- 18.96.184.223 ping statistics ---
1 packets transmitted, 1 received, 8% packet loss, time @ms

rtt min/favg/max/mdev = 8.318/8.318/8.318/8.888 ms

Found MTU 1588 for 18.96,164.223 via br@

BXER
"BoE LS 5EES(SG10081SG1000)"

"EHXRMTUIZE"
IR 2R 5B LE &%

EfR StorageGRID REREEFSHEMTRZEINIGNASZ R AENER, EHIA
%orageGRlD RFLERF A LUEZEITERE IP stk sthi SeEIRRVEFE TCP i3m0

KTUAESS
M3 StorageGRID ig &R EZFPRENIHEATIR, ERLINIRISESMERMEREMT R ZBRIEE.
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sy, SRR IEEEMEF imMLE R UDP im0 ik, BIa0EF5ME8 NFS 2% DNS ARS28R9I% .
BXXEROMTIR, 1520 StorageGRID MEIEZ AN HiROSE,

@ i O R P 51 AR I £R % (1 {3E B FStorageGRID 11.5.0fk, EIIFEHT SE RO
SR, EBNIAARSEEATFER StorageGRID ARASHIRILRIERZ AN,

P$IE
1. 7 StorageGRID & ZEEFT, B * EMEZEE * > * imHEENX (nmap) *o

lig: R R A M= £ LTS

I R T AR EFRE TCP EEMN T REE, WTFEMhRER, RIIETIREN A/
PO £ 1 [ o

The following node types require TCP connectivity on the Grid Network

Node Type Grid Network Ports

Admin Node 22,80,443,1504,1505,1506,1508,7443,9999

Storage Node without ADC  22,1139,1502,1506,1511,7001,9042,9999,18002,18017,18019,18082,18083,18200

Storage Node with ADC 22,1139,1501,1502,1506,1511,7001,9042,9999,18000,18001,18002,18003,18017,18019,18082,18083,18200,19000
API Gateway 22,1506,1507,9999

Archive Node 22,1506,1509,9999,11139

ERILUNA = AR5 AYig & im0 S5 MR SRR E M T R Z Bl 8YiEE.

2. A * LR - TFHIFIRD, ERENRONE: Mg, *BE R BFE
3. NEMLE LR ENIEE— IPv4 HIHESEHE,

f5an, SRR ERNMEH T EET R LMK,
EREFFEE—1EE, WRFIFR.

4. WA TCPIRAS, LESHRHOFIRSREOTERE,
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The following node types require TCP connectivity on the Grid Network.

Node Type Grid Network Ports

Admin Node 22,80,443,1504,1505,1506,1508,7443,9999

Storage Node without ADC  22,1139,1502,1506,1511,7001,9042,9999,18002,18017,18019,18082,18083,18200

Storage Node with ADC 22,1139,1501,1502,1506,1511,7001,9042,9999,18000,18001,18002,18003,18017,18019,18082,18083,18200,19000
API Gateway 22,1506,1507,9999

Archive Node 22,1506,1509,9999,11139

Port Connectivity Test

Network Grid ¥
IPv4 Address 10.224.6.160-161
Ranges
Port Ranges 22,2022
Protocol ® TCP uDP

Test Connectivity

o B * MIAERE * o

436

° NRIRFEMIHORSIMEZEIZER, NEBHEIEPSER "Port connectivity test passed” " JHE. nmap
i SR IERIE T 5,

Port connectivity test passed

Nmap command output. Note: Unreachable hosts will not appear in the output

# Nmap 7.70@ scan initiated Fri Nov 13 18:32:03 2020 as: /usr/bin/nmap -n -oN - -e br@ -p 22,2022 10.224.6.168-161
Nmap scan report for 10.224.6.160
Host is up (0.80872s latency).

PORT STATE SERVICE
22/tcp open ssh
2022/tcp open down

Nmap scan report for 10.224.6.161
Host is up (0.20060s latency).

PORT STATE SERVICE
22/tcp open ssh
2022/tcp open down

# Nmap done at Fri Nov 13 18:32:04 2020 -- 2 IP addresses (2 hosts up) scanned in 9.55 seconds

° MR SZAZENEIL T I D*&lﬂéﬁl_?ﬁ, BENRBIF—PHZNEERO, WHEEBBEEFSER
"Port connectivity test failed” " JH2., nmap S HIHTITERERE T 5,

FENRMIFEME IR IR O RS A "closed" . TN, HEEHEENTRATFIRERSE
StorageGRID NMS RSB HARTEIZ TR LE1TH, s E Rt EEEE,



© Port connectivity test failed
Connection not established. Services might not be listening on target ports

Nmap command output. Note: Unreachable hosts will not appear in the output.

# Nmap 7.70 scan initiated Sat May 16 17:07:02 2020 as: fusr/bin/nmap -n -oN - -e br@ -p 22,80,443,1524,1505,1506,1508,7443,9999
Nmap scan report for 172.16.4.71
Host is up (@.00020s latency).

PORT STATE
22f/tcp  open
80/tcp  open
443/tcp open
1504/tcp closed
1505/tcp open
1506/tcp open
1508/tcp open
7443/tcp open
9999/tcp open

MAC Address: @0:

SERVICE

ssh

http

https

evb-elm
funkproxy

utcd

diagmond
oracleas-https
abyss
50:56:87:39:AE (VMware)

# Nmap done at Sat May 16 17:07:03 202Q -- 1 IP address (1 host up) scanned in @.59 seconds

° MREEN—DHZMEE IR DR ILHOARKSIMEERE, NABEIERSER "Port connectivity test
failed” " JBHS. nmap i YITEREIE T 5,

TEEER R ESHET TCP EEAImEEN LHENRD, BEXRAXKZXGEEEFAAT. NRAFEE
EAman, NitkiwOEPRESR " Bk ", H BRI RESMAEME LE,

() iesh, FRFILHE "closed " BIH

© Port connectivity test failed
Connection failed to one or more ports.

Nmap command output. Note: Unreachable hosts will not appear in the output.

# Nmap 7.7@ scan initiated Sat May 16 17:11:01 2020 as: fusr/bin/nmap -n -oN - -e br@ -p 22,79,80,443,1504,1505,1506,1508,7443,9999 172.16.4.71
Nmap scan report for 172.16.4.71
Host is up (@.00029s latency).

PORT STATE SERVICE
22/tcp open ssh
79/tcp  filtered finger
80/tcp  open http
443/tcp open https
15@4/tcp closed evb-elm
1505/tcp open funkproxy
15@6/tcp open uted
1508/tcp open diagmond
7443/tcp open oracleas-https
9999/tcp open abyss

MAC Address: @@:50:56:87:39:AE (VMware)

# Nmap done at Sat May 16 17:11:02 2@2@ -- 1 IP address (1 host up) scanned in 1.6@ seconds

BXER
"L "

BEEBMCEO

AR5k LNEREETSIZE (BMC) AR RERREEXBEHNRSER, HTR
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FHRSEEEE SNMP & B EMIE,

TB
* "BBMCIEORIRZ "
« G EBMCEIRIEORIPHIHL"
* "HRIBMCHRE"
* "HRSIGERESNMPIZE"
* "REIRILE B F R

B BMCIZOMIRZE
RNTREEN, EHNNER BMC root FAFPBIZRD,
ERBHNE

EEEPIRIEEERRZFNWebH 525,

KXTUES

BRZEIIGER. BMCE{EArootAFNEIAZES (root/calvin) o ALK root FAF HIZHES LURIFE
RS,

B
1. EEFIRH. HiAStorageGRID I&ELEIZFHIURL: + https://services _appliance IP:8443

&M T “services_appliance_IP' . {#F{E{rIStorageGRID M4&_Lig&BIIPH#L,
ItAHE 2R StorageGRID I8 & RERF T,

2. %&4% * BCERE * > *BMC BCE *»

NetApp® StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Installation

BMC Configuration
Home Storage Controller Metwork Configuration

It A& 2 Baseboard Management Controller Configuration BT,

3. TERRMAVFE N FERHEN root Bk RIFTEZED.
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Baseboard Management Controller Configuration

User Settings

Root Password | seees

Confirm Root Password | seess

4. BEHERE*,
R EBMCEIRixOAYIPHE
7£i518) BMC #0281, WM AARS &S L8 BMC ERigORCE P ik,
TBEENRE
* BEEEPIHEEERR RN Wb 528,
* IRIETE A AEREE] StorageGRID MEMEAEIER P i,

* BMC BIRiE O RER IS I ERHEEMLE,
* $G100 BMC EIRiHO *

PEITVIEZTOE
® 99090000608
sonssasase

KT UEES

@ HFFER, BMC EEimOAITHITREEF AR, ERERKIROEZIRS, AIENA
HEEWE, MRGELEMERA, FFREF BMC inOREZEFRPAL, FRIFRRARZRHEK
BMC &%,

B
1. EEFImH. HiAStorageGRID & & RLEFZFHIURL: + https://services appliance IP:8443

IERTF “services_appliance_IP . £ {E{AStorageGRID M48 L& &BIIPHIIE,
A 2R StorageGRID & REEFETHE,

2. pEiF * EWM > *BMCEE * o
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NetApp® StorageGRID® Appliance Installer

Home Configure Networking Configure Hardware - Monitor Installation
( BMC Configuration )
Home Storage Controller Metwork Configuration

It AT 2 Baseboard Management Controller Configuration I,
3. IE TEIEREY IPv4 ik,
DHCP @ AZimA 57 S IP shiteIBRINF &

() 27 DHCP BAIREBE/H M.

Baseboard Management Controller Configuration

LAN IP Settings

IP Assignment " Static & DHCP
MAC Address d8:c4:97:28:50:62
IPv4 Address (CIDR) 1
Default gateway 10.224.01

4. WATLLA BMC EEIHOIREFHES IP ik,
() fmmrzn BMC ERBOSEES 1P, 5#E K DHCP Fi5S5E Lrotl TR AL,

a EBR RS,
b. {#F CIDR RTEHN IPv4 ik,
C. HNERIAMI R,
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Baseboard Management Controller Configuration

LAN IP Settings

IP Assignment &+ Static " DHCP
MAC Address d8:c4:97:28:50:62
IPv4 Address (CIDR) 10.224.3.225/21
Default gateway 1022401

R

d B RE",
R FI R Bk ET A B B 153 B0 YA,

iHiR BMCRE
ERTAER BMC EIRIETIH) DHCP SUE7S IP b AiAAR S 1& & £AY BMC 1200,
TEBNARAR

© BRI R E RIS Web K2,
+ RS54 L8 BMC EIBMO B EIEH IR BN,
* SG100 BMC &% *

O mmsmamm;

p
1. S A\BMC#OMURL: +https://BMC_Port_ IP

iEATF BMC_Port_IP"F. fEFDHCPEEAIPHtEABMCER RO,
IEHE 2R BMC ERIH,
2. EREEERBIArootZiBEE B H I Aroot P B FZFS . + root

password
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root

I- Remember Username

S BECBR*

LB 7R BMC 15 BiRo

A % Sync 2> Refresh A root ~
*
Dashboard Control Fanel

# Home - Dashboard
# Dashboard

& Sensor

Device Information
BMC Date&Time: 17 Sep 2018

62d 13"

18:05:48 System Up Time

FRU Information More info @

EITEFIE Erie & Today (4) Details & 30days (64)

Details

® Threshold Sensor Monitoring

All threshold sensors are normal.

\ |
Settings
Login Info Login Info
m Remote Control 4 avents 32 events

Power Cantrol

~

Maintenance

® Signout

4 S, HWATLIEE  RE > BREIE FREEE S o BARAEEAR.
() 4BPERESN, RATESETIEREEUEERSM,

BXES
"EBMCE O RYIRERS"
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FBRS ISR ESNMPIRE

INREAENBEHECE SNMP , MATLAER BMC RENARSIKEEE SNMP 128, &
o LR HEL e XFRE, BH SNMP EHFRZIEER DT SNMP Bir.

BEENHRA
* BB BMC 5 B4R,
* {813 SNMPv1-v2c I&&FECE SNMP 1REHFEEB LK,

S
1. M\ BMC 5 EiR7, %#E * 188 *>* SNMP 18 *,
2. 7£ SNMP iEBE. L, %% * BA SNMP VINV2 * , RAERHPEHRFZFEMNIEEHXZHFE,

QX FAREMUTAR ID SEE, ENERIE, UBHLENEERNEXRNZRENER, BEHX
FFRAIRIPIRERRRERNEIER,
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() 8 P HEHEAS SNVP IEHHEHT P . FEFRLREES.

INREFERSSIRETE SNMP 251 8 4 FRERSHIZEIMELXEN, BEAKM. FEHFaEfaR R
BE) 1 KERR, REBIHEREIRERS.
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o WRIREIEH, BRE*RE S
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NREREBERETIRIT X BFEAFER, WABER BMC REAE SMTP IRE, A
F, LAN Btr, EiRREMEIinites,

EBEENAR
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£ BMC REY, EAUERKENE LN * SMTPIRE *, * BFAEE * M * TaFMinikss * XIREER
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# Home - Settings

Settings Configure BMC options

& 5 B aa

External User Services KVM Mouse Setting Log Settings Network Settings

Y © O

Platform Event Filters RAID Management SAS IT Managemen t SMTP Settings
SSL Seftings System Firewall User Managemen it SOL Settings

oL
il
=

SNMP Settings Cold Redundancy NIC Selection
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1. BidE SMTP I8 &,
a. FEFE*IEE *>* SMTPIEE * o
b. WF A ANBEFHEHE 1D, EMNERAEFHREHL,
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2. RERAP IERER,
a. M\ BMC 581k, EEF 88 *>* AFEE ",
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3. EEEERAY LAN BT
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b. E/DEE— LAN B1F.
" R BFERY  ERBIREEL
* XF BMC AR &, HEERTAIANNAR &,
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a. 3% 88 T > * TABHHESE > BIREE
b. AEA LAN BiREDEE—MERSK,
* WFRBARS, EEE . 1
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* EEREESET, EEFEHRRE LAN BAT.
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o EEEFMmER UK A RSN ERERIBNAF .
a. & *IgE * > * FaEMmESs * > " Sk <
b. I FEIRKRIEARS, N *1%o
C. NEBAMERRANS N HMEIRIRIESR.
* BRI EBIRRSE, BECRSEFHUMESAEIES ARk,

" NEARHEBRSEWLESEM, 5% "Sensor Type" (fRRAE3RE) K Al (22 " (FrERRER)
*, Fk#E "Event Options" (2T 7 "All Events" (FRESEMH) . MR FAFEREM, &
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MRBATHRINE, MBS R2FAEERS2E (KMS) MNERERIPIKE PRI
&, BIEYEERSIMNIESFRIER, ERNEREETEREAEHEATRNE, #B%E
KMS miZE 3 iEHiafE, FEEBUHEIEET SNE,

TBEENRE

EEHBXEE StorageGRID BYiHEARE X KMS Y58,

KXTFULES

BRT HRMEZERISERFEEEN StorageGRID i RECERIIMNPEZIAEERRSE (KMS) o 81 KMS (8
KMS £28%) MRERER EFARETRNNEER. XERANER T NRMBRISEFEMHEE EBVHE

BTN ERE

FILAFE StorageGRID HiZ23k KMS 2 BT EAEMMERRFREILILE. GXESWAES, BENEE
StorageGRID BIiBAHRH X KMS MIg&EEEERNE R,

* MRAREREZAKET KMS , NERE LEATRMEBAGHEANNZEE T KMS BY StorageGRID ik
=B, KMS EZEHIBTINER 8.

* MRALEMIREZAIRIZE KMS , NEASSHRETRNIEREET KMS HAERL KMS &, 3
BRT HRMZERNSMEERIT KMS ZHIBTINE,

@ BRT T RMZRILEEEE EEENKMS Z B FER A SRR AR R 2 InF 2 AT
ME, FRAEKREFIKEN KMS RIEE, SNIREFZREIMBRIRERIRIF.
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KMS e RFBETR, WSHMXMER. IREFERKMS BLE, KMS B, 5 KMS BIEEEETF
FMRET KMS AR StorageGRID RFHMIFRIEE, MFEIARILEZEA,

p
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Controller IPj="StorageGRID MLEHEA— WL _LItEEF2Z(MARFHETHIZS)8IPHL,

IEEHE B/ StorageGRID & & REEFE AT E,

() 8 KVs BEMRENEE, METEHERN KMS 5, NS TRE,
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2. pEiR - EERM > HRMNE .

NetApp® StorageGRID® Appliance Installer Help ~

Home Configure Networking = Configure Hardware - IMonitor Installation Advanced -

Node Encryption

Mode encryption allows you to use an external key management server (KM3) to encrypt all StorageGRID data on this appliance. If node encryption is enabled for the
appliance and a KMS is configured for the site, you cannot access any data on the appliance unless the appliance can communicate with the KMS.

Encryption Status

A\ You can only enable node encryption for an appliance during installation. You cannot enable or disable the node encryption setting after the appliance is installed.

Enable node encryption o

Kev Manaaement Sarver Datails
N e .
3. lﬁ% * EFH‘I’J,F'F\HU‘E.‘ *o

ERILEVHEFE BRATNRME MASEREE. BREERE . FHRIRETRIHEStorageGRID RGH
HKMSINEZRAHFREEMEB AL, RERER, EXEZRATRME,

@ BERTHAMNBMNISERIMEIESR KMS B StorageGRID iEafE, BT EELER T S E
B KMS 1n&,

4 JERE
S. ¥g&EIEN StorageGRID RFAHEIT =,

Hig &R/ StorageGRID IhRECERY KMS ZARY, ERFFIAEAE KMS IEHME, REEFRE
KMS MEIERETHEEHE, EEAIEFER/LDHEE, RABRRTIREPNHEEN.

RERVSEE—MHEYIAE KMS INEEE, ZZASIEAES MES, MESERLIR
BHINZZAHITING, XMINBERFLE, BIBATHRNEZNIE&IARA
StorageGRID i RECER KMS A1k,

SeRl/E
BRAILEETRMERS, KMS FAERUNIKET RO T4 RIS EE ERRTIER.

BEXER
"&IE StorageGRID"

EHHPER TS RNE
EPERSIRET R

TEI LR IRSISEHBENTEET R, FEEETRIMKXTIR. SG100 1 SG1000 125F
AIUERNEAMNXTRMNERTR (EFTRBEFEETR) BT,

446


https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html

KRS ISEMENETEETR

ERRSIREMBENETEET RN, EAILUERIRE LRMHA StorageGRID R& R xERF
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, B EACETEETR. TEETRALUEREIMMEMSE UKL IEN EEMLS

MEFIRMNS REETHA—THRE) -

ERBHNE

* IR EBREENRANIET, HEEEDEIMEH T BT,

* BAEA StorageGRID BERHBF AR EREMAEER, 1P HAFHOSHRE NRKD) .
SNREEHBRSHEMIHO, NFAEERARNRORE AT RS, S SRS

() smmOeiEss, EXemsE SR EIR: CLB MOAMRS, MAenH TSR
5. BIRIRE R R RE S BRI B3RS,

@ CLB RS EH .
- EHIRRS IR B A S D5 Web 4,
- EAIE S EAIRE N 1P ity —, A LGHEAEEE StorageGRID MR IP #udik,

KXTFULES
ETREFEE TR ERE StorageGRID , EHMITIATRE:

* I&BILUEA StorageGRID IRELEIEFRE StorageGRID B, MRBLREHMARAMNRMG, BLER
StorageGRID & &L #&EF L5,

F REREFREE, WHE.
C RERHRE, BEBEHEREI.

FE
13T 28, SATSMNIREERY P #illk, + https://services appliance IP:8443

AT 2R StorageGRID & REEFFETINHE,

2 TR BB, EEEEE
S £ * MREM * FRH, MAEBZRTHRETANEN, ARRE*RE S

TRIMFDECL StorageGRID REFRIKET R, ERREMREERNMET RE L.

4. E, BELXEEHMIRAR StorageGRID 4, BFHITUTHTE:
a. M StorageGRID HY "NetApp T&; " TE FH LI,

"NetApp F#i: StorageGRID"

b. H2EXYI Y,
C. M StorageGRID & &RERFH, &EF * &k * > * L% StorageGRID 4 *
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d. g * MIRR * AR AT &

NetApp® StorageGRID® Appliance Installer

‘ Home Configure Networking -
|

Configure Hardware - Monitor Installation Advanced -

Upload StorageGRID Software

If this node is the primary Admin Node of a new deployment. you must use this page to upload the StorageGRID software installation package, unless the version of the
software you want to install has already been uploaded. If you are adding this node to an existing deployment, you can avoid network traffic by uploading the installation
package that matches the software version running on the existing grid. If you do not upload the correct package, the node obtains the software from the grid's primary
Admin Node during installation.

Current StorageGRID Installation Software
Version 11.3.0

Package Name storagegrid-webscale-images-11-3-0_11.3.0-20190806.1731.4064510_amd64.deb

Remaove

e B MW THHRIRNRGE, ARSE MK * REURIEM X .

NetApp® StorageGRID® Appliance Installer

‘ Home Configure Networking - Configure Hardware ~ Monitor Installation Advanced -

Upload StorageGRID Software

Ifthis node is the primary Admin Node of a new deployment, you must use this page to upload the StorageGRID software installation package, unless the version of the
software you want to install has already been uploaded. If you are adding this node to an existing deployment, you can avoid network traffic by uploading the installation
package that matches the software version running on the existing grid. If you do not upload the correct package, the node obtains the software from the grid's primary
Admin Node during installation.

Current StorageGRID Installation Software

Version None

Package Name None

Upload StorageGRID Installation Software

Checksum File Browse

f. 34 * £01 * LOREIFETIDT@E,

5. HIAHEIIRZAS A "Ready to start installation of primary Admin Node name with software version x.y* " , F
BHERBA * AR * %,

@ MREBFEETRIGEMBEANT REBEFR. BEMFLEREIR. HBRERITTHRRER
EP IR BITREFNLELR,

"REFFIRE ()"

6. 7Z StorageGRID RELEEFENF, BE * FRRE ",
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Home

O The msiadiation i3 ready (o bo stored. Reasw the sattings below. ond then chck Start Instoflation
This Node
Mode type Primary Admen (with Load Balancer) b
Hode nama xirBr-8
Instaliation
Current state Ready to start mstallatwon of «drBr-8 as primary Admin Node of 3

new gnd runming StorageGRID 1.3 0

YATRSIEERCA " Installation is in progress , ~ ", BTGB RISIESRLETIHE,

() NRBEFHHIRRREENE, BRERARN  RRRRE

BXES
"RRSIKEHENNRIIFFEEETR"

KRS K ESZENMNIHIFEEETR

EERBZEEFEANE T ARETBIET SN, ST UERIZISSE LR
StorageGRID & & LZEREF,

ERBHNE

* IR REREENRINIESD, HEEZEIEHNEHERBD.
* BfEF StorageGRID @B REEF ISR EMLHER, IPMMiEOFHMRS (WRFBE) .
MREEFHMRIHMERIRO, NREEERERMNEOERS fE TR a. &a]LUEREHMR

() smmOeiEss, EXemaEERaEIRA CLB WOAMRS, Miens TSR
%, ERIERA AR BRI BT,

@ CLB RSB ZEH,

* BEBE StorageGRID &2 EEET =,

* StorageGRID g &L EIZFHY P ECE NE L5 HBIFRE MR NS F R EE E EET = LRI+
FIRATE o

* BRIARSEICABMAR Z32HHY Web 3525,
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* BRNEDBECAIRERY IP Hilik, ERILIERIEERER) StorageGRID WL ERALL IP ioiik,

XFIAES
BRSS9 ET = LR35 StorageGRID , JEHITLA T RE:

* BRILUEE SN EETI RBY IP MU LIRIR & T RBIR R,
* BFRRE, AEFRAERETH.

ARHIREMATRRZEESE, KEREE. BMERE, RERIINKEES, HEFMENBTRHART
F¥ StorageGRID Z&d12, REIFTEET RIFEERIRE,

()  FEER—EREE SG100 7 SG1000 RERE, THESSHMERTTN,

NRERE—RBESMEETA. WAILUSREHHITRER configure-sga.py BER
() =k cHANERRERRER LEOAREERN JSON Xt BB Hliais
HIERE",

gl
1 $TFERI%E 38, ARARMNIRER 1P H#idlk,
https://Controller IP:8443
ItBYIE £ 7R StorageGRID & & LEFEF F T E,
2 AXEETRERTSYP, HERSHREEEEEET 2N IP fill,

MBRLEFEELEIERORLE T HithT 5, N StorageGRID i&&LEZF I UBEAILL IP #iht, AT
EXBEETANEL—NMEEE T admin_IP NEMIRET S FE—FM Lo

3. MNRKERIL 1P N SHEFEE UL 1P sk, EIEEM L

JEIN Description

FrhiEN IP a. BUHEED * BREET SRR * 8I%E,
b. FThREIN IP ik,
C. BEH*RE",
d. FRNERORE, 88 IP HbE&E ML,

B AMFrEBEENETEET R a. ¥ - BREETN AR * Ei%1E,
b. FFERAIY IP #utFIR,
C. 2E%B%ﬁtiﬁ%ﬁﬁ%ﬁ.ﬁ“ﬂ’gM%ﬁaﬁfﬁﬁ%

d BF*RE"
e FRERIRS, & IP MIbESEME,
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4 ENRET - FRY, BAEATHRREDRNEM, AERE FE"

TRBAMRIECL StorageGRID RAFMIIRET Ro ERTEMKREERNTRIE #EHdED=)
Eo MRFZE, ErIUEMET RISERZT.

5. 8&, BREHMARAR StorageGRID 24, EHITUTHE:
a. M StorageGRID B9 "NetApp & " TUE FEZREI,

"NetApp T#i: StorageGRID"

b. {ZEYAH,
C. M StorageGRID &R EIZFH, 178 * B4 * > * L% StorageGRID 34 *
d. g * bR * LAMBR S FER B

NetApp® StorageGRID® Appliance Installer

Home Configure Networking - ‘ Configure Hardware - Monitor Installation Advanced -

Upload StorageGRID Software

If this node is the primary Admin Node of a new deployment. you must use this page to upload the StorageGRID software installation package, unless the version of the
software you want to install has already been uploaded. If you are adding this node to an existing deployment, you can avoid network traffic by uploading the installation
package that matches the software version running on the existing grid. If you do not upload the correct package, the node obtains the software from the grid's primary
Admin Mode during installation.

Current StorageGRID Installation Software

Version 11.3.0

Package Name storagegrid-webscale-images-11-3-0_11.3.0-20190806.1731.4064510_amd64.deb

Remaove

e B MWK - THHARIRNRGE, AREE WK * REURIEM X .

NetApp® StorageGRID® Appliance Installer

Home Configure Networking + Configure Hardware ~ Monitor Installation Advanced =
|

Upload StorageGRID Software

If this node is the primary Admin Node of a new deployment, you must use this page to upload the StorageGRID software installation package, unless the version of the
software you want to install has already been uploaded. If you are adding this node to an existing deployment, you can avoid network traffic by uploading the installation
package that matches the software version running on the existing grid. If you do not upload the correct package, the node obtains the software from the grid's primary
Admin Node during installation.

Current StorageGRID Installation Software

Version None

Package Name None

Upload StorageGRID Installation Software

Checksum File Browse ‘
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f. 3% * 01 * LOREIEIETII@E.

6. ELREIHH. WINHRIRE RN EEFIALE" node name FREFEETSHENMWIE admin_ip "HEA
T HRRE R,

NRAKRBA * FHARE * 171, WAlReFEBEENMERENIKAIKE. BXRHA, HERNIRENREMLR
WA,

7. 7f StorageGRID RERERFENF, BE * FRRE ",

Home
© The installation is ready to be started. Review the settings below, and then dick Start Installation.

This Node
Node type Non-primary Admin (with Load Balancer)

Node name GW-SG1000-003-074

Primary Admin Node connection

Enable Admin Node discovery O
Primary Admin Node IP 172.16.6.32

Connection state Connection to 172.16.6.32 ready

Installation

Current state Ready to start instaliation of GW-5G1000-003-074
into grid with Admin Node 172.16.6.32 running
StorageGRID 11.3.0, using StorageGRID software
downloaded from the Admin Node.
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YBAPRSIEERCA "Installation is in progress , " ", IS B RIAITERRETIE,
() OREEFHHNGRRRETE, BRERBRN  BERRE

8 MRMBEELMRETR, BNENMREEE LARPE,
BXER

KRS IREHENEEETR"

BIERFSIRERE

ERESTHMZAEI, StorageGRID KB LZERRFIIRMERES. WHRETHRE, REBEER
=F

p
1 BT RHE, BRERBEHN  HiTRE

"Monitor Installation" TNEE B R E#HE,

Monitor Installation

1. Configure storage Complete
2. Install OS Running
Step

Obtain installer binaries

Configure installer

Install OS
3. Install StorageGRID Pending
4. Finalize installation Pending

"”@&/u\1‘_?5'/1_'\u="|ﬁﬁIEE E’JEJ“JO —i@ﬂklu\miTEﬁEIﬂmﬁEmE

@ LEIEFAIHRTLIREPTRNESASERNET. MIREBEMETRE, WAFE
E%ﬁ\_/_E’J111jﬁﬂglzﬁﬂa_éi@)lklu\/'R*D)Ikn_.\ Sklpped o

2. BEFANREMRHE,
*o BCETFE "
TEULH e, RERFFMREFNREDEFEFERANEERE, HEEETIIRE,

ot B OS*
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TELEPAER, REIZF=F StorageGRID WESIZIER LG EFHIEIGE.

3. i iniEREHE, HIHIUTIEZ—:

° WFREFBEETRAZIMIFIEIRET S, LRI StorageGRID MEEFE R, BRAREHE L2ER—KE
B, RrEERAMREERSEEET R EHAELT R, BRERITT—P,

, EEBHELT A, BERERED. EALUYL T,

c WTRBEFTEETRARE

C) EREIRE

FEETR

Bl — X5

,H\H |\§.| ) :ITJ'H.IL/—J_\EE'!

ENE (BERETRE M EBRHNRGIREEE

) o MRFBEMEEAHEEET 10 08, IBFIRIFMDT

Home Configure Networking -

Monitor Installation

1. Configure storage

2_ Install OS5

3. Install StorageGRID

4. Finalize installation

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy
09:

[Z017-07-31TZZ:

ontainer data
-@7-31TZZ2:
-@7-31TZZ:
-@7-31TZZ:

@9

12

12.

.3625661
.3662051
.3696331
.5115331
070961

5763601

of node configuration

[ZO017-07-31T2Z:
[ZO017-07-31TZZ:
[ZO017-07-31TZZ:
[ZO017-07-31T2Z:
[ZO017-07-31T2Z:
-07-31TZ22:
-07-31TZ2:
-07-31TZ22:
-07-31TZ22:
-07-31TZ22:
-07-31TZ22:
-07-31TZ2:

09:
Q09:
09:
09:
09:
09:
Q9:
09:
09:
09:
09:
Q9:

12.
12.
12.
12.
12.
12.
1Z.
12.
12.
12.
12.
1Z.

5813631
2850661
5883141
5918511
5948861
5983601
6013241
6047591
6078001
6109851
6145971
6182821

min Mode GMI to proceed...

4. HEMKEER. HEFEMETR.
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Configure Hardware -

INFO —-

INFO
INFO
INFO

INFO

INFO

INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO

[INSG]

[INSG]
[INSG]
[INSG]

[INSG]

[INSG]

[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[IN3G]
[INSG]
[INSG]
[INSG]
[INSG]
[IN3G]

Monitor Installation Advanced -

Complete
Complete
Running

Pending

NOTICE: seeding ~var~-local with c
Fixing permissions

Enabling syslog

Stopping system logging: syslog-n
Starting system logging: syslog-n

Beginning negotiation for downloa

Please approve this node on the A

SR IE5eRStorageGRID Z3i378,
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Boiftb ZEMEE N FEEZ 1 StorageGRID 4z — N ABE Z+HY StorageGRID LFIIEEE .
ERMITRENEE, BERUT— 1S %Em:

* Bl—1 JSON Xff, ATFIRERENEERE, (£F StorageGRID IR& LRI L1E JSON Xff,
() saERR-—X#REES M.

* {FHStorageGRIDconfigure-sga.py BT BEIEEIZEAIPythonfilZs,
* EAHEM Python BIZAEIE T StorageGRID RZRIE AL ("W ") »
IEE] LAE %L StorageGRID EEhL Python izs, tEILUEAENEATA, HINMAEES

() CHA%MMSHEAMEE T AT StorageGRID %3 RESTAP| , 42 NS4 I
&% FHUAIERStorage GRID RIS L,

BXER
"R IRE ()"

£ FiStorageGRID & &L EEFEREIRE

EREROATRER S JSON XA EHRERS. EFUER StorageGRID &R
AR HEX
EBENAE
* EBERIGEMIAERS StorageGRID 11.5 SiERRARBENRHE .
* B IE RS F RN S B E IR B BECE AV & _ERYStorageGRID K& R EIEFo
KTFIAES
TR B TIREEEESS, BINEEUTRE:
© PURRNLE, EIEMEME ARG 1P itk
* BMC #&01
* POLEHERS
° IROPERT
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M L1ZRY JSON XHECEIREEF LLTE StorageGRID R EREEFREAS I NEHFIHIITERENEES
, TEHRERZEEZ MR, BUI—RNA—MREEX Y.

@ NRBELENAFAEENZREMEER IS, WA LER configure-sga.py B4, +"
Ficonfigure-sga.pyfl A Hoh L MBI EF T ="

T
1. ERUTAEZ—5%m JSON Xf4F:
° ConfigBuilder N T2

"ConfigBuilder.netapp.com"

°, configure-sga.py REMEMZA, ErILIM StorageGRID IRBFREREF (* #HBY * > * IRBECE
Bz <) TR, ES A X configure-sga.py MiZs B 5hEZ BRI,

"{&Fconfigure-sga.pyfil&s B o LEMIEIRE T /"

JSON XHAM T R B RRATE L TEXK:
" IR NERNENE, ELEE 1 1MNFER, HEREE 32 M FR
 UERFE. HFMEFH
* FEELLEFFLASER. BRENEEHF

@ IR JSON XHAHRTTRBM (TR MR, SNERIEER JSON X
HEEZ TR

2. JiR Sk > BINREEE * .
A B R ERS EECE T,

Update Appliance Configuration

Use a JSON file to update this appliance's configuration. You can generate the JSON file from the ConfigBuilder (§ application or
from the appliance configuration script.

A\ You might lose your connection if the applied configuration from the JSON file includes "link_config"
and/or "networks" sections. If you are not reconnected within 1 minute, re-enter the URL using one of the
other IP addresses assigned to the appliance

Upload JSON
JSON Browse
configuration
Node name - Upload afile v
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automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
automating-installation-configuration-appliance-nodes-configure-sga-py-script.html
https://configbuilder.netapp.com/

3. B AE HEMECER JSON XXft,

R virs = Sl |
b. $REIHERE Mo
C.EFE*HIF o

B EEHIIEX . WIEdiETRE, XHRZEREEBERITICEIL.

IR JSON XHFMEEE S "link_config" , "networks" BXFEMIEE, NIETRES R

() FAoremss R 1 SRNREREE, HEREARENEL P ity — B
HAIRE URL

Upload JSON

JSON ‘ Browse

appliances.orig.json
configuration

Node name --Selectanode v

HEBPREEAR JSON XHFARTEXBITRR T R B MIAT * TTRBM * Thi&.

@ WRXHTH, WXHEBBEETHLE, HEECEBRER—FBIRES. TR XXHER
SNATFIIEE, ERILUER ConfigBuilder RHFREEEMAY JSON X1,

4 M TR FRIIRPIEE - R
BB A * A8 JSON ERE * 25,

Upload JSON

JSON Browse ‘ appliances.orig.json

configuration

Node name Lab-80-1000 v

S. & * WA JSON Ec& *

IHEECE 3 M A T RE T3 Mo
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fE A configure-sga.pyfids Boh L &ML B IRF TR

& o] LAfER Conflgure sga.py AT BEBI#1TStorageGRID & T R HIF Z R EMNE
ESHfA, SELENEEFEET R, IRERBEARERSE, WHATESBEER.
SR UER AL R B S IREEREE S JSON X,

ERENNE
© ISR EREENEEF, HEEZIENNEHESE,
* BEfFH StorageGRID & ERERZF AT EET RACEWKHERR (P fik,
c IREREFBETSR, WEKEH P ik,
*IREBREMGEEAEMT S, WEBPBEEET R, HEEHEH P #thil,

* WFEFEETRLUIMIFIET R, EEFEET R EANRMENEFRFIRPEX StorageGRID 2EREE
FFRY 1P BCE DIE L5 tHBYFR A PR LS F o

* EETH configure-sga.py XFEXHESEREAEF, EHAILIETET StorageGRID IK&ERE
R * 7B ¢ > * IREREMA * KipREX Mo

i

3

@ IMREL R ERTAEFERAGSITRAEAEAE —ELNNERAF. E, EhaIlER
StorageGRID & &R &R Boh TR E. +"#HStorageGRID K& L EEFEMILEIRE"

*J?B%
1. BFRBBATFE1T Python BIZSHY Linux i+ &4
2. BREBAEXRMAEEN—MREUREETASHTIR, BRAULTRE:

configure-sga.py —--help

o configure-sga.py FIRERAENFHZ:

° advanced AT E@%kStorageGRID k&R E. BEBMCEEMIZEE 21&&HRIEERIJSONXF
° configure ATFERERAIDER. TRBAMFMLESEK
° install FF¥AStorageGRID &
° monitor AAFEStorageGRID it
° reboot AFEMBNEE
MRMAFHT(BHR. BE. T KIERENBM)SH. RBMWAN --help ENERKET S —E

BixAs, HPRMTAEXZFinS+H ] HiEIMNE ZIFHAER configure-sga.py subcommand
--help

3. BMPIANRET RAVHAIEE. FEEPHMANUTASR sca-install-ip BIRETRNE—IPHLE: +

configure-sga.py configure SGA-INSTALL-IP

ZREETEENGR IPES, SEXEEDSN IP il UREXEE, MEMNEFIHRNENES.
Connecting to +https://10.224.2.30:8443+ (Checking version and

458


automating-appliance-configuration-using-storagegrid-appliance-installer.html
automating-appliance-configuration-using-storagegrid-appliance-installer.html
automating-appliance-configuration-using-storagegrid-appliance-installer.html
automating-appliance-configuration-using-storagegrid-appliance-installer.html
automating-appliance-configuration-using-storagegrid-appliance-installer.html
automating-appliance-configuration-using-storagegrid-appliance-installer.html
automating-appliance-configuration-using-storagegrid-appliance-installer.html
automating-appliance-configuration-using-storagegrid-appliance-installer.html
automating-appliance-configuration-using-storagegrid-appliance-installer.html
automating-appliance-configuration-using-storagegrid-appliance-installer.html
automating-appliance-configuration-using-storagegrid-appliance-installer.html
automating-appliance-configuration-using-storagegrid-appliance-installer.html
automating-appliance-configuration-using-storagegrid-appliance-installer.html
automating-appliance-configuration-using-storagegrid-appliance-installer.html
automating-appliance-configuration-using-storagegrid-appliance-installer.html
automating-appliance-configuration-using-storagegrid-appliance-installer.html
automating-appliance-configuration-using-storagegrid-appliance-installer.html
automating-appliance-configuration-using-storagegrid-appliance-installer.html
automating-appliance-configuration-using-storagegrid-appliance-installer.html
automating-appliance-configuration-using-storagegrid-appliance-installer.html
automating-appliance-configuration-using-storagegrid-appliance-installer.html
automating-appliance-configuration-using-storagegrid-appliance-installer.html
automating-appliance-configuration-using-storagegrid-appliance-installer.html
automating-appliance-configuration-using-storagegrid-appliance-installer.html
automating-appliance-configuration-using-storagegrid-appliance-installer.html
automating-appliance-configuration-using-storagegrid-appliance-installer.html
automating-appliance-configuration-using-storagegrid-appliance-installer.html
automating-appliance-configuration-using-storagegrid-appliance-installer.html
automating-appliance-configuration-using-storagegrid-appliance-installer.html

connectivity.)

2021/02/25 16:25:11: Performing GET on /api/versions... Received 200
2021/02/25 16:25:11: Performing GET on /api/v2/system-info... Received
200

2021/02/25 16:25:11: Performing GET on /api/v2/admin-connection...
Received 200

2021/02/25 16:25:11: Performing GET on /api/v2/link-config... Received
200

2021/02/25 16:25:11: Performing GET on /api/v2/networks... Received 200
2021/02/25 16:25:11: Performing GET on /api/v2/system-config... Received
200

StorageGRID Appliance
Name : LAB-SGA-2-30
Node type: storage

StorageGRID primary Admin Node

IP: 172.16.1.170
State: unknown
Message: Initializing...
Version: Unknown

Network Link Configuration
Link Status

Link State Speed (Gbps)
1 Up 10

2 Up 10

3 Up 10

4 Up 10

5 Up 1

6 Down N/A

Link Settings

Port bond mode: FIXED
Link speed: 10GBE
Grid Network: ENABLED
Bonding mode: active-backup
VLAN: novlan
MAC Addresses: 00:20:98:59:8e:8a 00:a0:98:59:8e:82
Admin Network: ENABLED
Bonding mode: no-bond
MAC Addresses: 00:80:e5:29:70:f4
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Client Network: ENABLED

Bonding mode: active-backup
VLAN: novlan
MAC Addresses: 00:20:98:59:8e:89 00:a0:98:59:8e:81

Grid Network

CIDR: 172.16.2.30/21 (Static)
MAC: 00:A0:98:59:8E:8A
Gateway: 172.16.0.1

Subnets: 172.17.0.0/21

172.18.0.0/21
192.168.0.0/21
MTU: 1500

Admin Network

CIDR: 10.224.2.30/21 (Static)
MAC: 00:80:E5:29:70:F4
Gateway: 10.224.0.1

Subnets: 10.0.0.0/8

172.19.0.0/16
172.21.0.0/16
MTU: 1500

Client Network

CIDR: 47.47.2.30/21 (Static)
MAC: 00:A0:98:59:8E:89
Gateway: 47.47.0.1

MTU: 2000

FHAHH A S S
#HHH4 If you are satisfied with this configuration, FHHEH#
##### execute the script with the "install" sub-command. #####
FHAHH A H A A A R S

4 NRFEBFERYFEETRNEME. BER configure BFEMENINFH<S, Fli0. MMREBFLERT
EREEEIET R IPHNEERN 172.16.2.99. MIANLLTFASA: + configure-sga.py configure
-—admin-ip 172.16.2.99 SGA-INSTALL-IP

S. MREBRICHMERMNENISONX 4. BFEASEMN backup-£file T, Fll. MREHFHDEBIPHILL
BIGEMIACE SGA-INSTALL-IP BB NI appliance-SG1000.3son. MIAMUTHE: +
configure-sga.py advanced --backup-file appliance-SG1000.json SGA-INSTALL-IP

BEEEFEEMN JSON XHREARITHIANE—B R,

@ CELEMAY JSSON XIHFHFNIIE T R EMER 518 E R, B70% X H#ITERELL
, BRIFBRERFENHAFH2ME 7 ## StorageGRID API ,
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6. MNREINEGHREEHFE. BFEA install M monitor AFLZHERENFHS:!
install --monitor SGA-INSTALL-IP

+ configure-sga.py

7. MREBEHBEE. BEWANUTHNS: + configure-sga.py reboot SGA-INSTALL-IP

Bt ECE StorageGRID
EEMET RE, ZoJLABSECE StorageGRID #%:,
BEENRA

* BRI RE I T U T XA E.

XHEZ Description
configure-storagegrid.py BT 8o ER Python Rl
configure-storagegrid.sample.json BTG &S
configure-storagegrid.blank.json BT =i E X

* MBI configure-storagegrid. json BEEX . ERIZLILXMH. ERILUESIRHIREXH
(configure-storagegrid.sample. json)j SHEEEX MY (configure-storagegrid.blank.json

o

KTFUAES

] LAER configure-storagegrid. py PythonflZ&#] configure-storagegrid. json FAFBHED

%StorageGRlD RAEERENMH.
() moANERRRERRSRE AP RERL,

FTIg
1. BREABTFIETT Python BIZHY Linux 184,
2. FRIERZEAIENE R,

f5lg0: + cd StorageGRID-Webscale-version/platform

Hrih: platform A debs, rpms 3 “vsphereo
3. 1517 Python FIZAH A ECIEMECE XM
f5an:

./configure-storagegrid.py ./configure-storagegrid.json

BYja

-

dt

--start-install

MEE .zip XIFFEREIIEFEN. A THEGETRENMEEIRENERP. BOAEDMERGENX

461



, UMEE— IS IWIETRRERFERIRE StorageGRID &%, Flil, KEEHFLLHNENNEMUE
MEZEMNEFELE,

() nEexHEsASIRF, RACESTHETM StorageGRID RYHIMIENIIHZEHRZ,

NREIEE N E KNS, MFEEIRE Passwords . txt JIEHEIKIARIStorageGRID RFFTHIZE,

S i kR
##### The StorageGRID "recovery package" has been downloaded as: #####

#H4#4 ./sgws-recovery-package-994078-revl.zip FHH4##
#H#H4 Safeguard this file as it will be needed in case of a #HHHH#
#HH#4 StorageGRID node recovery. FHHH#

FHAHEHH AR A A A R R R

AAREETHINE BN REHACE StorageGRID &4,

StorageGRID has been configured and installed.

23t REST API #R

StorageGRID 12t TR A FHITLEESH REST API :  StorageGRID %% API #
StorageGRID & &R &EER AP .

X API &3 Swagger FFR API & i APl 3XAY, Swagger RiFF R ARMIEAFLZARTERFARE
5 AP #ITRE, LUREE AP SNEINEL SEFHET, AXAAREZHAEIRE Web $RF1 JSON  ( JavaScript
WERFTE) BIEKER

fEF API ST TTATTRYES AP R(EIS A SEESIEME, 1BER, TEHEIRMEIRE, ERamIFRE
BEE IR,

51 RESTAPI ss % EE4E API BY URL , HTTP #2fF, ERWMFEIAER URL SEUAKTRHARY API PR,

StorageGRID %%t API

RAEEEXRECE StorageGRID &4iHY, UNREFERITEEETRIMER, StorageGRID &4 APl A AJ .
A LM EIERET HTTPS i4ir] %% API

ZFihia] API X1, BEIEEET R EHNREMDL, AREMREEZFEE ~ 8B * > *API X *,
StorageGRID &% API G35 LA &85 :

* config —5 API B9 mhRZASHERBVR(E, &R AP IZARAS ST HrRY = quhR A4S0 E 2 API hRZS,

© KRG X - PUIRSRECEIRME, ST LABNFIEFHMSIRE, BIENEIFHAERE, MEMNEFR, MZEEUR
NTP #1 DNS ARS328 IP ihilk,

* "Nodes - T RRFRIEERE " . ERILMCRMETRIIER, HENET R, EEMNETR, EEMNETR
UK E B MR T RRECE.
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c BB - A BIRF. BB BRI EHEERRBRENIRS.
e —EEETNRMERE, BUUEEER, LEMERHE, BomEUREEMSERENKE.
* recovery-package — N & R E IR EHIIZ(E,

* Ohe C —UhRERERIE. ERILGNE, TE, MRS,

StorageGRID & &L &EFEF API

B LAMBIZEHTTPSIA (8] StorageGRID 1& & R&EIZFAPI Controller IP:8443,
ZEihin] APl X1Y, 5% &E LR StorageGRID IR ERERRR, AFMEEIZAEE ~ 8B * > *API X5 *,
StorageGRID & & REIEF APl BIELITERS

© kg —ATFEENEEIT SRR,
* T INE  —ATEEMENEEMEIRESHIRNE,
* CEHEE - —RTEEENEG LRERAISENIRTE
* O ZE AT HRREREN ST R SERE
MLEERE * - 5 StorageGRID &ML, BIEMEFIHMEERE MU KI& &I EEXIIRE,
YIGE C —ATERRSEREGENIRE, SEERRNEXAGNEEHEMEEETRIP,
* R —ATERBHEHISIFIRE B SRR,
* AR —E5AHRIGEE R X,
* uploadsg —FF 1% StorageGRID L 4AVIE(E,

B L R T FE AR

NREEREEBEINE, EFSEARENERRFEEXNBERFERIRSER
#Eo

BXES
"R E TR

"X AR R B T R HERR"
BEIRENBNEG

TENEZRERIREN, BMC RIiER—&RYIBshiE, ErIEEREE BMC EiBinORE
szl g L EEXERE,

BEENAR
* BRE{AIIAIE BMC 15 B 4Ro
* NREEFEAETARBIEHIUKVM). NEEENERKVMY BREF S EEEFERER,
* WIREEGEA LAN E&1T (Serial Over LAN , #[E515) , NABRER IPMI BERBZITH G N ARFR

259,
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p
1. E&RUTHEZ—UBHREITFIRNEDNE, HBREMTIRE,

FiE FrEEig&
VGA IZfl& * 1F VGANE TR
* VGA 4tk

KVM * KVMR R
* RJ-45 45i4%

R iTiR O * DB-9 BB1T4i%
* EERITAR

R * EPARITR R

2. NREFEANZE VA ITHIG, BHRITUTHER:
a. ¥Z¥f VGA M E RIS EEAY VGA IR,
b. EFEEas BRI,
3. NRIEFEAMZE BMC KVM , BRITUTSE:
a. E# % BMC BEimOHFERE BMC Web FH,
b. J&4ZE * imABITH * o
C. B KVM o
d. fEEIisEes EEFHE.
4. MREFERANIBITIHOMEZLER, BRITUTSRE:
a. EiEFILEEmAY DB-9 BT,
b. {FMAIEE 115200 8-N-1o
. THIEIT BITRIHITENRH,
S. INREMEAIE SOL , IBHRITUTEE:
a. /A BMC IP #ilitF1 & REIEIEZE] IPMI SOL .

ipmitool -I lanplus -H 10.224.3.91 -U root -P calvin sol activate

b. EEEMRITAN LA,
6. EATRERENEFNRIE,

(¥ SN
ey FRMHIEERH.
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%z R

HP RAATENEERETEFTHMEZEOE ( Network
Interface Card , NIC) [Ef.

RB NABGENE, RAEEENRB.
FP BHFRABRGERNEE M. THI23EEERS
EER
HC AZIEEEIMA StorageGRID RiE#IE,
FEY StorageGRID & &IE1EIETTo
HA StorageGRID IE{EiE1T.
BEXER
"JH18IBMC R E"

BERIRERVEIRAES

MREKEREINAERHFEIR, BMC KiER—1T1HRAE, EAILIRIEFZEER BMC
FEEEXLEREIRMND, ARSERARSZFERKAR BRI PR
ERBHNE

* EEREL{AIAIE BMC 15 B 4Ro

S
1. M BMC 5 EiRk™, i%#F * BIOS POST Code*

2. EFEREHAAENLRRBERNER,
NRBTRUTE—EIRA, BERARIFRA MR B o

%z R

Ox0E KRB

0xOF RMNFHAAE

0x50 NEDEEHEIR. AFRETHHRNFERERRS.
0x51 REFIREEIR. SPD IREVEK,

0x52 REENHEIR. RFEANTERMEHARFERRA LA,
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466

Qe
0x53

0x54

0x55

0x56

0x57

0x58

0x59

Ox5A

0x5B

0x5C

0xDO0

0xD1

0xD2

0xD3

Oxd4

0xD5

0xD6

0xD7

0xD8

0xD9

OxDA

R
RFEIRLEIR. RMeNEIRTBRZ,

RIEEHNEANLEIR

RRENF

CPU HAVSRE T

CPU RILED

CPU BRI FIBEH I CPU EF IR
R EF CPU AR ARBERAK
AER CPU $&i%

EE PPl RAIF

PEI FE& BMC Bk

CPU #19a{LiEiR

LRI HIsR L IR

R IIA L IR

F LTI R AT A

PCl BRHECHEIR. HRFE.

R ROM ;& H %3]

R IEH A RIS

RIRTEHI BN E

BRI

INEEEhETEYHEE ( Loadimage iR[EI5EiR)

BEhEImk ( Startimage iR [EIFEIR)



%z
0xDB

0xDC

0xDD

OxE8

OxE9

OXEA

OxEB

OxEC

OxED

OxEE

OxEF

0xFO

OxF1

OxF2

OxF

Oxf4

0xf5

0x70

0x74

0xf6

OxF7

R
INTF BRI

BEEMNAATA

Dxe FtE& BMC BRI

MRC . err_no_memory

MRC : err_It_lock

MRC : err_ DDR init

MRC : ERR_MEM_TEST

MRC : err_vendor_specific

MRC : ERR_DIMM_COMPAT

MRC : err_MRC_compatibility

MRC : err_ MRC_struct

MRC : ERR_SET_VDD

MRC : ERR_IOT_MEM_buffer

MRC : err_rc_internal

MRC : err_invalid REG_access

MRC : ERR_SET_MC_FRQ

MRC : err_read_mc_fREQ

MRC : err_DIMM_channel

MRC : err_smix_check

MRC : err_SMBUS

MRC : ERR_PCU
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%z R

0xf8. MRC : err_NGN
0xf9 MRC : err_interlef_failure
g BEINFHER

AR AE AR Rk fai1RFE LE StorageGRID IR R 5EBEINIE, Mg EREIZFAIRER
Al Ao

p
1. EHI&HE L8 LED LUK BMC R 2R B sEIRED,
2. IREFEFXBRDTIHIR NEER, BHRARAZS

BXES
"BEERIREN B

"EEIRENEIRNE"
pupez LR (e
J0SRIEFE StorageGRID igEREMELAZIERAIA, NMAITIIHINEIERIES R,

TAREETEE
NRFTRERDIRSS 8%, NAREFEMSKREHRE , NERMLERIEERNIITTH.
p=

1. 2 FERAIEENIPHIIE &M ITping!R(E: + ping services appliance IP
2. YN ping RUENERIME, FHIAEFER IP UL FFHTIR,

TR LAEFRMAR NG, IR IR igEaY 1P ik,
3. R IP hitIFH, FREIREHRL, QSFP 5 SFP WA BUMMEIZE,
NRFT AR THR B3, BERRRARZH .

4. 918 ping AXIN, BEFTFF Web XS
S. i \StorageGRID 1& &L &IEFHURL: + https://appliances_controller IP:8443

IR B /R E TUDTE,

1EStorageGRID & & RERFITI TN EM BHIRS R &
7% StorageGRID e EREZFi THE, ErREFEEMBMRSRE. Fla0, WRRE
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KM, EAReREENBRS S

XFIAES
RBEHERSIEHEIEIT StorageGRID KRB RERZFEN, WRELE AEH. RETHGE, WP BIERERER,
A9 StorageGRID & &REZFAEHAH.
g
1. M StorageGRID RERERFHIREZR, BE * 5% * > * ENEITHIEE * .

LB R B B R B 28 U E

2. % StorageGRID R& LT HZFH, BE * Bk * > * ENRITHIEE *, ARERUTEDZ—!
° EfE * EFBENE StorageGRID * LIETI R EFMMIAMEBER TEMBhEHIE. MREE MR
BRATHIEHESIFE T RMELERET, HEFIED,

° EE  EMBMELIFEN * LEHRBHITHIEE, RIETRIMATHEPERN. NRESHMAMEZ

ﬁgﬁﬁégﬁ*ﬁﬁmﬁﬁfﬂéﬁ?ﬂif’ﬁ prnedligvs
I,

NetApp” StorageGRID® Appliance Installer

Home Configure Networking = Configure Hardware - Monitor Instaliation Advancad -

RAID Mode
Reboot Controller Upgrade Firmware
Fequest a controller repoot. [ Reboot Controﬂer-_'

) ()

RSB R ERBL.

LIRS

TR R EMIGERITHIFIRE. ATPHNIEREIZEEEE SN StorageGRID RGEHHY
X TR EET R,
S

* RGBT

* "FTHARMXHAIEHI2ERIRLED"

* "EHURHR LR ERITEIZE

* "R IR E"

* "ERARSIEE PRI R IR"

BRI E P RINE"
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- "EIRIRS IR E TR

* EAMIRS R ENHEREE"

* "EHMTUIRE"

* "EFEHEDNSIRS A E"

* TEAEIPIEE TR s

BREBETAEPE
ERITREL4IPIREZE), BRI EE THIPRI

EBRENAR
* RS RN IR E REIMR E LR,
* BB AHFHIRIGANIR. BXFAERS, B2 EXEE StorageGRID BY%A,

KXFUIAES
¥ StorageGRID & & B T4 R A RS ML IRE T A HITITAZ 7o

@ %?é&?F*EEﬁE’\JStorageGRID RENEZEENENZASZISESTROBEMNENZARER
TR
1. ERRERSEP. EETRS

2. N RIERNMES, EFREEFET .
3 EEES

Cwverview Hardware Metwork Storage Objects ILM Events Tasks

Reboot

Shuts down and restarts the node. Reboot

Places the appliance’s compute controller Maintenance Mode
into maintenance mode.

Maintenance Mode

4. R EIFRR
B R BRI IA S B AE
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A Enter Maintenance Mode on SGA-106-15

You must place the appliance’s compute controller into maintenance mode to perform certain
maintenance procedures on the appliance.

Attention: All StorageGRID semnvices on this node will be shut down. Wait a few minutes for the
node to reboot into maintenance mode.

If vou are ready to start, enter the provisioning passphrase and click OK.

Provisioning Passphrase

o W NECEZRIEIE, AMEEE HE
HEFM—RIER (B "BXRXBEXR", "IEEFLE StorageGRID "l " [EEEHER ") RRIREIE
TETERENEIF RIS B

Owendiew Hardware Metwork Storage Objects ILM Events Tasks

Reboot

Shuts down and restaris the node.

Maintenance Mode

Attention: Your request has been sent, but the appliance might take 10-15 minutes to enter
maintenance mode. Do not perform maintenance procedures until this tab indicates
maintenance mode is ready, or data could become cormupted.

. Reguest Sent

IRERTEIPERN, SER—FRIANES, EPFFIL T AT StorageGRID ig&REZFH) URL o
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Overview Hardware Metwork Storage Objects ILM Evenits Tasks

Reboot

Shuts down and restarts the node.

Maintenance Mode
This node is currently in maintenance mode. Navigate to one of the URLs listed below and
perform any necessary maintenance procedures.

= hitps 72 16.2.106:8443
= hitpsAH10.224 2 106:8443
= hitps /47 47 2 106:8443
=  hitps /169254 0.1:8443

When you are done with any required maintenance procedures, you must exit maintenance
mode by clicking Reboot Controller from the StorageGRID Appliance Installer

6. Eifjin] StorageGRID & RERRF, AN HEIERBIEMR URL,

WMRATEE, BEAESITEEENLIFEO IP kA URL .
@ JhI8) https://169.254.0.1:8443 BEHZEZEIAMEIRR,

7. 7f StorageGRID IR&EREZFH, HWIARELTHIFER,

A This nodeis in maintenance mode. Perform any reguired maintenance proceduras. If you want to exit maintenance mode
manually to resume normal operation, go to Advanced = Reboot Controller to reboot the cantroller,

8. MITEAIBERNHIFES.

0. eI ESE, BEAIFRAHMEEETTRIRIF. £ StorageGRID IRERERFHR, EFE*SK >~
EEohiERIEE * , ARIERE * EFBEE StorageGRID * .
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NetApp” StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Menitor Instaliation Advanced -

RAID Mode

Reboot Controller Upgrade Firmware

[ Reboot Controller I

Request a coniroller reboot.

Rebool info SlorageGRID Reboot inlo Mainlenance Mode |

REBMBMHEMMAMREREEERE 20 D86 El, ZHRIAEMBMNETAET R EEMMNME

, EREIMREESR, "TRENRNERERRS « ¥FRETR. RKELTERESHER. #H
BT R EEEIMRg,

Net;ﬁ\pp'll StorageGRIDa Help ~ | Root ~ | Sign Out

Dashboard o Alerts ~ m Tenants ILM ~ Configuration « Maintenance ~ Support ~

A StorageGRID Deployment StorageGRID Deployment

# Data Center 1
| DC1-ADM1 Network Storage Objects LM Load Balancer
«'|DC1-ARC1
«|DC1-G1
«|DC1-31
«|DC1-52
«|DC1-33

1 hour 1 day 1 week 1 month Custom

Network Traffic @

6.0 Mbps

FE h

A X AT HIZEIRIZLED

B LT HHE R [EEM B ENE SRR LED , UEBEHIEF OFHRENIEE,

BEENAR
B BB BRI EI2589 BMC IP bk,

:I

2

1

1. FEEEIS BMC Rl

2. 4% * PRSERATIR * o

3MER T, AAREERE C UTIBE
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Server Identify

=

IhlZREE (WEFR) MEEREETIR LED Jid.

() mmsess bR TR, NAARRESEEORZ LED .

e
EXAEHIZHAS LED , EHITUUTRIE:

* TEH R RTE R EAYIRA LED FF Ko
* MIZHIEE BMC FREF, %8 * IRSFES[IMR *, & X Y, ARERE * ITIRIE

EHREEMEENEEIRR LED B,
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EET
TEARIE R D R

"J5IRIBMCRE"
SRR O P EIRITH2E
HEERIEE, LUBRITRALEIF AR

ERBHONE
© EEREW MEHBEELR,

(AIit) E#EBEREUEROFIITHIZE, BT AFIEER "Identify" LED
"¥TFFL X A= 6 28 4R IRLED"

p
1. EEIEP ORI TR T ELIFAITHIRE,

c BEERHREENEENERNR LED B2E=,

IEEIRA LED I FEHIsnisiR/am, MREREHR, AIEREEE.

° MBS MEHISERMMNIRE, DIREILECRIERT S,
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2. EIFIERIZR AR (NRERE) , LIBREIEREGFIETT,
3. |ifk: WMIREFEAEEINR LED REHITHISE, HEHXHA,

° TEH R RITE R _ERYVIRAI LED FF Ko

° {EMIEHI2E BMC SRH.

"FT A K EE I 2 ARIRLED"

BRI E
NRIKFEBITAERHL ISR, EAIEFEERIZS.
EREHNNE

* BHVERISERIE A S S EERAVILEMEE,
* ERIDUBI RS IR EREISENE M.
* BEABUERORNREIBERNIEE, BN "EHETOREREFIE
* REBETHIFRI B2 "HeEETHERIEL
KFIES
BHUSERT, AR StorageGRID TR, MRIGEIEITIER, ERILFEIHEFED R FIBHRITRIEXRA,

INR7ELE StorageGRID R4 AiEMRILHE, NETHIMGIELRE 5, ERJReT/ELZANAIR)
StorageGRID & REREF. RAEAILUMSIRENTFE—FM ELAEMENIAIE StorageGRID
@ BELRER, BREMEMFH ENENIFRE, WERNE 156 2HRNBITRR (HREIE
B ARP E17R BEBH) , HEBLA OB Foh NASHEE 23 5R KB FRE(AIIHAY ARP
EFFBERILANERILE .
g
1. Fig@BETHIFRRE, XFgE.
a. BFREIMETR:
i AL TF#%: ssh admin@grid node IP
i. FAPFIEHZR Passwords . txt X
iii. N TS iEEroot: su -
V. SRS HBIZERS Passwords . txt X
HUrootAFR BMERE. IRTRFEMEN $ to o
b. Xi#li&&: + shutdown -h now
2. FRAUTRMAZZ —RINEEBRESTEXMA:
° G HFIEEAVERIRIET T LED B,
° BMC R ERERIEHINEE TR EEXH.
3. NRIFEEZT)IKEH StorageGRID MLE{FHFE DHCP ARR$328, 1BE#1 DNS/network 1 IP #3H& B,
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a. HRENGEEER MAC RS, REWEBEMARON MAC ik,
(D) MACHHHRSFIH T BMC BIZHOIM MAC Mkt

EHESIEMZIEOR MAC ik, HREFRS _EA+70HIEEE PR * o 2 fla0, SNRIFE LK
MAC 3tk *09 452, MIEIRiHAY MAC #iIbELL 0B 52, SNSRIRE LAY MAC ikl * (y)
FF* £E, NIEEIKOMN MAC UEELL* (y+1) 01* &R, &R LUEIETE Windows F3TH
Calculator , FHEIGENIEFRIERE, HERT70HH, BN MAC #int, SAEHEN * + 2 =% KENHIT
&,

b. JEMKEIE RIS EMIPEAYISEZAY DNS/network 1 IP it 5842i& & H MAC ik B,

FENBRRSBERRZH, CATHRREENAE P HIIEER, TN, BE
() BfERTHBYIRERHIRY DHCP IP ik, 3B ATAEE A ETERE StorageGRID o LTI
MEEZ RIS EMIFRA StorageGRID MERITIEARIZSR -

()  nER@e&EmEs P, 3SR EHRABEHIREIEEH IP ik,
4 EFHEMAE:
a. JULEIE IS, ARETFSARIEAMEIE SIS,

@ To prevent degraded performance, do not twist, fold, pinch, or step on the cables.

b. MBS SR R EX R IR &o
C. R#EIREPHRNEIR, /\IEFRXBENA SSD FHE ik,

RERIR MBI A X L 1

d. BERIREREINIESHERF,
e. B A AE LTI R 280
f { TR & IR EITIRE LED MEzhHE,

fiEA BMC R EEiE BT,
o HINRET RETREMRERSE P AREREANER,

HXERE
"R E LRI E LT (SG100F1SG1000)"

"BHESG100M1SG1000i8 & LIRSS RIT"
"BERITEN BRI
BEIRESIGEDIEREIR

LRSS IEERBRNERUER AR, MREPF—TERLKENE, BOIRRER, L
HRIEEAEBNRBEIR,
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EREHNE
© EEHHBERESE.
© CEARIET ORI EERE RIS,

"SRR O AR ERIEH 28"
* BRI LBIAS — 1 HRIFEERERIETIET.

KFILAES
HERRT SG100 MMM EIRIRE, XEIRERMIREEEAIR,

- ‘-‘-"“. ==
asssmemase

@ SG1000 HYEESEAER

1. MEBIEIR T IR,
2. fFEEMIBIEF,

3. NI BFIBHHILH BRI,
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4. BEABRRBAIE.
ERNLEN, FREARESHIUUTAEN,

o. [A I F LUEIE BB Ro
6. WHIRZEREIFRIR, HAREE LED Rik.

FEHARSSIREPBIXE

LRSS IKE R\ MR, MREP—TRBERERE, BOARRER, UHRIKL

&HEEIE HRTEA R,

ERBINE
* EREHBERE,
© ERESERORBIBZERRBNIIEEE.

TR O EIRITHIE"
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* BEMINEMBNBELREHETIET.
* REBETHIFEL.

"RigEE TP ER

RFUIAES
BHXREE, TEBEIRET Ro

ERERTRSISENNR. BIREMSE LITE, BIEARBHRNR.

() mrEEREhnES RERas— I RE, IEESE FaEKERE,

B
1. Bg&ETHIMERE, XFig&E.
a. BRIIMETR:
i N TF®%: ssh admin@grid node IP
ii. 3 NFPFIHAIEER Passwords. txt X
iii. N TS iEEroot: su -
V. BNPFIEAIZERD Passwords. txt X

KrootAAFR BMERE. IRFHEMEN $ to 4o

b. XFfRS51&%: + shutdown -h now

2. FERUTRMAEZZ —RWIERSEENEREEEXA:
° REIEEMEIRISTLT LED 8K,
° BMC R EMERIEHITIEIE R &EEXH,

3. {EiEETE EMFE, ABRMEEPEHTHER.

4. FREIBIHERI NG,
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6. BERRRBANEFRFTFHERE,
RRRIAG5SHENR. HEERAPE L.

7. B R R ER ISR E IR\ BB IR.
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8. BIMEEMMAIRE L, ARETMREFMREEEEEI.
9. TG & BIRH MEITITHI2E LED MEzhIS,

fEA BMC R EEIERB RS,
10. HWiIARETRETEMREERPERETEAER,

BHARSS IR E PRI E)ER

ARSZ1&E M SSD Bl & StorageGRID 21ER S, 1boh, tn%ﬂ RERENEETYS, N
SSD A BEEHEZAE, EIMMNEIEER., Xz fEA RAIDT HITHREG USSR, MNE
H—NIREhes R EtPE, BNMRIRERE LIFRERITR.

BREENAR
* BEARBUEF ORI EE R NYIRIRE.

"EHUER O TR 2
* BE®ITEREAMN LED 2IRRERNRRIGIER - NMKR) 28 H IR,

@ NREMEFTEERERIERRE, WEXAKRETR. FENEXREERSIERSENEE LR
IEH o

BRGFERIERER.
BIR1FEZHHY ESD R,

TR
1. IIEREHEZRIZEM LED BE 2IRIAGIRAIF.

SR LA RS SRS IEIT SSD BURE, EF T RY SAGI%ERE Appliance Node >*WE*, WIRFEA
IKches 4 #PE, N7EE RAID BRFERSET—FER, BHEIREhESEEHE,

2. % ESD BimIBiH —ingeiE i L, FRINA—REE ISRz, LUBLEERERE,
3. IR &AL EE, HISEREIRENHENTEREKTRE L.

TEEEEMEL
4. IZTHIEIRRNEE RO HIR .
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I, Press tha
redease button

= N Attertlipn. Ensune
= that the ey handis
is fulty apen before
you altempl o slide
li. Place the drive on & the drive cul
static-free, level surface.

IXzhasse i a8 ERYFIRERDFTH, IREhER MIBIE R

S fTFHFIR, BHIKENEE, AEBHBIELEFHBIKTRE L,
6. IERF BN RMBENRMRIEE A1, HRILIRED2E_ERRBERIZE.

HB =

ii. Cloze the drive tray handle
Hode: Do not use excessive force
while closing the bandia.

7. BERIEMIENEE, AES LEHETR,
(D arFmes, wnmhgk,

BEpeEseetBNG, ERITEIRES,
IXzhes = fEA TIEREhBRPRRGHIEEER, ErIUERAMKEERESNEERIRS, EFE TR A
[53%+% Appliance Node >*WEf{t*, 7Zfif RAID RAFREE—FHE reiE , HEIRIRTE2EREN

o

8. BXBMBEMRMER, BRAEARAZS.
RAZ R MAE XIREIKFEIR 2585 PR,

BRI EHERCE

BRI LAE ARSI ERIA R MR ECE, SR UAEROHEET, MBI R TER
EE,

* BRI EETHIPIER, KStorageGRID 2& B THIFRI A e RIZIRELEAHITIZIZNR.

"RgEE THIPRIL

KXFIAES
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BT E ARSI E B LUK M E R BC B AL B14E

C Bt IROSERE M B BAY R M R EXh B
* o * ALV * MEREHER LACP M LACP BBNEHEH
* AR VLAN 4RIE, SREE VLAN RiZ8E

© B

p

1.

484

M StorageGRID & REREFF, 1&F * MEMLIERE * > * HREE *.

NetApp® StorageGRID® Appliance Installer

Home Configure Networking « Configure Hardware - Monitor Installation Advanced ~

Link Configuration
Home IF Caonfiguration
Remap Ports

Ping Test ) ; } )
Review the settings below, and then click Start Installation.

L] Th{

Port Connectivity Test (nmap)

- M ERECEHITPARRIEN.

BRREATREASE, BEN "ERENERS ",

METHBERRERER, BE*RES

WNREL T PMERRNIMESSEER, WIS EAEE. NR1DHRRERERE. BERIE
(i)  “StorageGRID & MEMIPHAL > —BIHNIIGEREIZFHURL: +
https://services appliance IP:8443

IHIZFEY IP b HITERIN BB,
WMRBELLT VLAN RE, MIgENFMAIEEEEN. MNREFEEFNLEIPHILL, ERRIEARCE IPHL,
"B & StorageGRID IPtt"

MR * EREMLKER * > * Ping Ui * o

fEF Ping MR TRIOESEMAIMS LAY IP HIUtAER, XEMERREER DGR EIRE I RAREREC
BEENRIRE,

BT EEFERITREMEMNE Z I, BEIAEA LN EEET R BIMAEMLS 1P stk LKk ZE D— D EAMTS
RBIRIAE LS IP #IMHATT ping 1&1F. MMBXE, FREEIE XECEMLSERAIRE, HEEERER,

FEHEHREEENERIETE, BENMBMTIR. £ StorageGRID REXERFHR, EF SR >*
EWMEmEEIER * , ARERU TRz —!

° R * BHTEENE] StorageGRID * LIFET R EFMNMASHIE R FTERB TR MREC TR



R T IEHESIFRTRIREIERIZTT, BERIIET,

o R+ ENRMELIFIRT * UEMBHTHEIZE, FEREDSMATAIPRI. MREEHMANIEZ
Eﬁﬁ?gﬂﬁﬁ,ﬁmﬁﬂfﬂﬁ?ﬁ{’ﬁ\ pritedlinyn
o

'~

NetApp® StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advancad -

RAID Mode
Reboot Controller Upgrade Firmware
Request a controller reboot. [ Rehoot Controlier ]

Rebool into StorageGRID ] Reboot into Maintenance Mode: I

REEMBHHERMMANRETRERERKA 20 D9898E. BFHIAERBHETHAET REEHMMARN
%, FREIMEEERSR. "NTRENFNETREERRES « WFRETR. KNLKELTEDIRSHE
& HAET REEEEIMRE.

NetApp® StorageGRID® Help ~ | Root ~ | Sign Out

Dashboard o Alerts - m Tenants ILM ~ Configuration ~ Maintenance Support ~

~ StorageGRID Deployment StorageGRID Deployment

~ Data Center 1
' |DC1-ADM1
+'|DC1-ARC1
«|DC1-G1

Network Storage Objects ILM Load Balancer

1 hour 1 day 1 week 1 month Custom

»|OC1-51 Network Traffic @
«|0C1-52

| DC1-53

6.0 Mbps

EHRMTUIRE
ERIERENIRE T RECE P Ut D ER MTU 1RE,

BRENAE
REEE THIFREI

"RgEE THIPRIL

T
1. M StorageGRID & RERFH, EEF *MENKEEZ > IPERE *,
2. FIEMLE, EIEMENT BN MTU IREHITFRENEX.
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Grid Network

The Grid Metwork is used for all internal StorageGRID traffic. The Grid Metwark provides connectivity
between all nodes in the grid, across all sites and subnets. All hosts on the Grid Network must be able to
talk to all ather hosts. The Gnd Metwork can consist of multiple subnets. Metworks containing critical grid
senices, such as NTP, can also be added as Gnd subnets

P ® Static (O BHCP
Assignment
|Pvd Address 17216.3.72/21
(CIDR)
Gateway 1721601

A All required Grid Network subnets must also be defined in the Grid Metwork Subnet List on the
Primary Admin Node before starting installation

Subnets 172.18.0.0/21 ®
(CIDR)
172.18.0.0/21 x
192 168 .0.0/21 + X
MTU 1500 kB

@ MR MTU [BEX05 T3 RSBmO LB EMNELE. BN, ARk EMSEitae
IR ER R B A ko

N T HRERAEMLGIRE, NEFTE T SRS ML ERBRM MTU &, MRS

() &SI BALNMIURBEHRER, NAME * MBS MTU FILE * 98, 33
RIZE LB MTU EZBHERE
3. MBSTHRBREIHE, W - RF

4. EFBEGITI M. TE StorageGRID IRERERRFH, FEF * 5 * > * EFE6NTHIES *, AEEFEUTIED
z—:

° EfE * EFBENE] StorageGRID * LIETI R EFMIARBBER TEFHBohEHE. MREE M4
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R T IEHESIFRTRIREIERIZTT, BERIIET,

° R ENRMELIFRT © UEMBoHEHEE, RNETRIMATEPER. MREEHMANRZ

Eﬁﬁﬁégﬂﬁﬁ,ﬁmﬁﬂfﬂﬁ?ﬁ{’ﬁ\ pritedlinyn
o

'~

NetApp® StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advancad -

RAID Mode
Reboot Controller Upgrade Firmware
Request a controller reboot. [ Rehoot Controlier j

[ Rebool into StorageGRID ] Reboot into Maintenance Mode: I

REEMBHHERMMANRETRERERKA 20 D9898E. BFHIAERBHETHAET REEHMMARN
%, FREIMEEERSR. "NTRENFNETREERRES « WFRETR. KNLKELTEDIRSHE
& HAET REEEEIMRE.

NetApp® StorageGRID® Help ~ | Root - | Sign Out

Dashboard o Alerts - Tenants ILM ~ Configuration ~ Maintenance Support ~

~ StorageGRID Deployment StorageGRID Deployment

~ Data Center 1
' |DC1-ADM1
+'|DC1-ARC1
«|DC1-G1
»|DC1-51
«|DC1-52
«|DC1-53

Network Storage Objects ILM Load Balancer

1 hour 1 day 1 week 1 month Custom

Network Traffic @

6.0 Mbps

HXER
"&1E StorageGRID"

EFEIEDNSHRS SR E
BRI EH IR ELIRE T AHREEERIEZ RS (DNS) RS,

ERBHNE
BEB BT

"RigEE TR

KXFUILES

MBEMBNEE T HEEDZRAEIERSSE (Key Management Server , KMS ) B KMS &2, NaJREEEEX
DNS fRS5231&E, FA KMS WENBIBEEAEE, AR IP ik, H&EH DNS & EF AT ELER =
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https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html

IEBTHY, ERHAEFIEIIEEL, EFEXLETBUKAER. BEMEEIEEPIEEDNSARS 25 (L >* L >
DNSHRSS28*)o

* AEETRMENRED, FRATEMRESR (MR P i) AENBEX KMS RS2, FHEinN
EEEZ DNS F2E&,

* AN RIS EEREEEREET KMS B, BRIUEREINMEEXB— DNS fRsSEE. AF, EP—1
DNS ArS5Ea 2R 4%i0 /g IP itk

* WIRTRTEARIMAEET DNS fRS588, HERET RMEIRE T KRBT E T WAESEER DNS 128, N
TRRBTEERE KMS o 7Ef#47 DNS RIEHER 2/, TEMREIRE ERNESE,

Efi# R DNS [AREFER PELE KMS EZRVIARE, J51E StorageGRID & & REREFPIEE — 1 Z 1 DNS fRS28
B9 1P itk X LEIRES DNS IRE, && A LUEREE] KMS H3T R EREBUEHITRE,

40, SNRAENET RAEAIEIRIARAY DNS ARSZER R EER, WIZT BT EEEMRBEVAR KMS , EAE
HTEfERASTHIR DNS {8, E StorageGRID &R EZF ALY DNS ARS528 P #tuitfs, AILUES GRS
KMS JEE3 T m BUBHI TR

S
1. M StorageGRID & LZEREZFT, 7£F * BiLEMLKEE * > * DNS i2& *,
2. ISSFEER DNS REREHRIEH,

DNS Servers

A\ Configuration changes made on this page will not be passed to the StorageGRID software after appliance installation.

Servers
Server 1 10.224 223135 x

Server 2 10.224 223 136 +x

3. MIRBE, EJH ONS BSS.
() I DNS REFEMNERRIENN, SERHEPEIN, XEFLBER,
4. PIEES DNS REBREHES, HEE ~ 77

TREMAIETIE LHEER DNS RS F[IREEMEZET KMS , MMB]LURET = _ERYEEE,

S. IRETREER, EMBHMT A, 1E StorageGRID IRELXEREFT, &1F * &R * > * EMEITHIE *,
ARIEFEUTERZ —:

° EfE * EFBENE StorageGRID * LIET R EFMIIAMEBER TEMBhEHE. MREE TR
BRATH LA EEF R T RMEESET, HERIET,

° R ENRMELIFRRN * UEMBIEHEE, FNETRMATEFER. NREEHMANEZ
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AR EN T R RITEAEIPRIE, IEEFRIED,
NetApp" StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advancad -

RAID Mode
Reboot Controller Uparade Firmware
Fequest a controller reboot. l Reboot Controfler ]

[ Rebool inlo SlorageGRID ] | Reboot nlo Mainienance Mode: |

2 SEHEAHEF NG, THEAREEERETIL N REEN DNS B
(D) % BFNAREE, mEERTFAFERE, BEERHEER StorageGRID BEZE
TR RIS ERIGES DNS B35,

REBMBIMHEMIMAMEEREERRE 20 D086 E, ZRIAEMBEMETAET REEMMAKN
%, FREIMEEERSR, "NTRENFNERERRES « MFRETR. KNLKELTEDIRSHE
& HET REBEEEIMRE.

NetApp® StorageGRID® Help ~ | Root ~ | Sign Out

Dashboard o Alerts Tenants ILM ~ Configuration = Maintenance Support =

A StorageGRID Deployment StorageGRID Deployment

~ Data Center 1
+ |DC1-ADM1
+'|DC1-ARC1
»|DC1-G1

Network Storage Objects ILM Load Balancer

1 hour 1day 1 week 1 month Custom

«|DC1-51 Network Traffic @
«|DC1-52

w|DC1-53

6.0 Mbps

i
TR A A

PR T EET R NE

MREERERENSEBA T HRINE, WIlsEeSMRETRANTRMERS, &
EDRNBRSNEAEERSSE (KMS) FHAER.

ERBONE
 BTEREBANRERAT NG, REQEE, CLARES NS,
© REEETFHPER,

"RigE E T HEPEL

p
1. M StorageGRID & &RERFH, WF * REREM * > TRME
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MNode Encryption

MNode encryption allows you to use an external key management server (KMS) to encrypt all StorageGRID data on this appliance. If node encryption is enabled for
the appliance and a KMS is configured for the site, you cannot access any data on the appliance unless the appliance can communicate with the KMS.

Encryption Status

A\ You can only enable node encryption for an appliance during installation. You cannot enable or disable the node encryption setting after the appliance is installed

Enable node encryption 4]

Key Management Server Details

View the status and configuration details for the KMS that manages the encryption key for this appliance. You must use the Grid Manager to make configuration

changes.
KMS display name thales
External key UID 41b0306abcceds1facfcelilb1b4870ae1c1ectbd5e3849d790223766baf3bch7?
Hostnames 10.96.99 164
10.96.99.165
Part 5696

Server certificate >
Client certificate >

Clear KMS Key
A Do not clear the KMS key if you need to access or preserve any data on this appliance

If you want to reinstall this appliance node {for example, in another grid), you must clear the KMS key. When the KMS key is cleared, all data on this appliance is
deleted.

Clear KMS Key and Delete Data

TRIMEREEEUT =185

c "MERS " ERREERAEEEAT TRME,

© BIEIERSHFAEEET THEXATIZEHITNEN KMS NER. ErIUEFARSSENEF ik
'lIE:F-I'ﬁBﬁL/(QElIE:BﬁéE'fD:%\*D)IkIu\O

" BREREBASHEE, FINSITESERIES, S INEE StorageGRID BYEAFRAE X KMS B

=E.

* YNSRERER) KMS AR HILESMAE, BIIEHB RS (DNS) RSBESEWMURISEMKE
RESEEER,

"IFEHZEDNSARSZ 20 E"

* IRTEBAEBRE, BERRKRAZS .

BbR KMS RS2 AIRENT RNE, Mikk x%’ijj StorageGRID I m BN EIRARS R ZIEM
XKEX, HBIFRIKEPHFAEEHIRE, ERIigERESS—1 StorageGRID %% LZHU) WILERR KMS 2
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Ho
BRI EIERSRICE"

(D) M KVS RESMEEHHIRGE, MTEEATEARR. BRI,

2 ERETNTRNERSRE, EMBHT R, 1E StorageGRID I&ELREFT, 1&F * &L * > * EFB T
28, ARERUTERZ—!

° 1EE * EFBENE StorageGRID * LAET R EMMMAMBBER TEMRBhEHE. MNREE TR
RA T IEHESFRTRMELERIRT, HEFIIET,
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MNode Encryption

MNode encryption allows you to use an external key management server (KMS) to encrypt all StorageGRID data on this appliance. If node encryption is enabled for
the appliance and a KMS is configured for the site, you cannot access any data on the appliance unless the appliance can communicate with the KMS.

Encryption Status

A\ You can only enable node encryption for an appliance during installation. You cannot enable or disable the node encryption setting after the appliance is installed

Enable node encryption [+

Key Management Server Details

View the status and configuration details for the KMS that manages the encryption key for this appliance. You must use the Grid Manager to make configuration

changes.
KMS display name thales
External key UID 41b0306abcceds1facfcelilb1b4870ae1c1ectbd5e3849d790223766baf3bch7?
Hostnames 10.96.99 164
10.96.99.165
Part 5696
Server certificate >
Client certificate ?

Clear KMS Key
A\ Do not clear the KMS key if you need to access or preserve any data on this appliance.

If you want to reinstall this appliance node {for example, in another grid), you must clear the KMS key. When the KMS key is cleared, all data on this appliance is
deleted.

Clear KMS Key and Delete Data

L g
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A Warning

Confirm Clear KMS Key and Delete All Node Diata
Clearing the KMS key:

= Deletes KMS encryption key from the node
= Deletes all data on the node
= Heboots the appliance

If you are sure you want to clear the KMS key and delete all node data, type 'clear’ in the text
box. Then, select Clear KMS Key and Delete Data.

clear| |
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