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安装和维护硬件

SG6000 存储设备

了解如何安装和维护StorageGRID SG6060和SGF6024设备。

• "SG6000设备概述"

• "安装和部署概述"

• "准备安装"

• "安装硬件"

• "配置硬件"

• "部署设备存储节点"

• "监控存储设备安装"

• "自动化设备安装和配置"

• "安装 REST API 概述"

• "对硬件安装进行故障排除"

• "维护SG6000设备"

SG6000设备概述

StorageGRIDSG6000设备是一种集成的存储和计算平台、可作为StorageGRID 系统中的
存储节点运行。这些设备可以在混合网格环境中使用，该环境将设备存储节点和虚拟（基
于软件的）存储节点结合在一起。

SG6000 设备提供以下功能：

• 提供两种型号：

◦ SG6060 ，包含 60 个驱动器并支持扩展架。

◦ SGF6024 ，提供 24 个固态驱动器（ SSD ）。

• 集成 StorageGRID 存储节点的存储和计算要素。

• 包括 StorageGRID 设备安装程序，以简化存储节点的部署和配置。

• 包括 SANtricity System Manager ，用于管理和监控存储控制器和驱动器。

• 包括一个基板管理控制器（ BMC ），用于监控和诊断计算控制器中的硬件。

• 最多支持四个连接到 StorageGRID 网格网络和客户端网络的 10-GbE 或 25-GbE 连接。

• 支持联邦信息处理标准（ FIPS ）驱动器。如果将这些驱动器与 SANtricity 系统管理器中的驱动器安全功能
结合使用，则会阻止未经授权的数据访问。
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SG6060 概述

StorageGRIDSG6060设备包括一个计算控制器和一个存储控制器架、其中包含两个存储
控制器和60个驱动器。此外，还可以向设备添加 60 个驱动器的扩展架。

SG6060 组件

SG6060 设备包括以下组件：

组件 Description

计算控制器 SG6000-CN 控制器，一种单机架单元（ 1U ）服务器
，其中包括：

• 40 个核心（ 80 个线程）

• 192 GB RAM

• 高达 4 × 25 Gbps 聚合以太网带宽

• 4 × 16 Gbps 光纤通道（ FC ）互连

• 可简化硬件管理的基板管理控制器（ BMC ）

• 冗余电源

存储控制器架 E 系列 E2860 控制器架（存储阵列），一个 4U 架，
其中包括：

• 两个 E 系列 E2800 控制器（双工配置），用于提
供存储控制器故障转移支持

• 五抽屉驱动器架，可容纳 60 个 3.5 英寸驱动器（
2 个固态驱动器或 SSD 以及 58 个 NL-SAS 驱动
器）

• 冗余电源和风扇

可选：存储扩展架

• 注： * 扩展架可以在初始部署期间安装，也可以稍
后添加。

E 系列 DE460C 机箱，一个 4U 磁盘架，其中包括：

• 两个输入 / 输出模块（ IOM ）

• 五个抽盒，每个抽盒容纳 12 个 NL-SAS 驱动器，
总共 60 个驱动器

• 冗余电源和风扇

每个 SG6060 设备可以有一个或两个扩展架，总共可
容纳 180 个驱动器。

SG6060 图表

此图显示了 SG6060 的正面，其中包括一个 1U 计算控制器和一个 4U 磁盘架，其中包含两个存储控制器和五个
驱动器抽盒中的 60 个驱动器。
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Description

1. 带有前挡板的 SG6000-CN 计算控制器

2. 带前挡板的E2860控制器架(可选扩展架看起来相同)

3. SG6000-CN 计算控制器，已卸下前挡板

4. 已卸下前挡板的E2860控制器架(可选扩展架看起来相同)

此图显示了 SG6060 的背面，包括计算和存储控制器，风扇和电源。
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Description

1. SG6000-CN 计算控制器的电源（第 1 页，共 2 页）

2. 用于 SG6000-CN 计算控制器的连接器

3. E2860 控制器架的风扇（图 1 ）

4. E 系列 E2800 存储控制器（图 1 ）和连接器

5. E2860 控制器架的电源（图 1 ）

此图显示了 SG6060 的可选扩展架的背面，包括输入 / 输出模块（ IOM ），风扇和电源。每个 SG6060 都可以
安装一个或两个扩展架，这些扩展架可以包含在初始安装中，也可以稍后添加。
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Description

1. 扩展架的风扇（第 1 张，共 2 张）

2. 扩展架的 IOM （第 1 张，共 2 张）

3. 扩展架的电源（图 1 ）

SGF6024 概述

StorageGRIDSGF6024 包括一个计算控制器和一个存储控制器架，可容纳 24 个固态驱动
器。

SGF6024 组件

SGF6024 设备包括以下组件：

组件 Description

计算控制器 SG6000-CN 控制器，一种单机架单元（ 1U ）服务器，其中包括：

• 40 个核心（ 80 个线程）

• 192 GB RAM

• 高达 4 × 25 Gbps 聚合以太网带宽

• 4 × 16 Gbps 光纤通道（ FC ）互连

• 可简化硬件管理的基板管理控制器（ BMC ）

• 冗余电源
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组件 Description

闪存阵列（控制器架） E 系列 EF570 闪存阵列（也称为控制器架），一个 2U 磁盘架，其中包括：

• 两个 E 系列 EF570 控制器（双工配置），用于提供存储控制器故障转移支持

• 24 个固态驱动器（也称为 SSD 或闪存驱动器）

• 冗余电源和风扇

SGF6024 图表

此图显示了 SGF6024 的正面，其中包括一个 1U 计算控制器和一个 2U 机箱，其中包含两个存储控制器和 24

个闪存驱动器。

Description

1. 带有前挡板的 SG6000-CN 计算控制器

2. EF570 闪存阵列，带前挡板

3. SG6000-CN 计算控制器，已卸下前挡板

4. 已卸下前挡板的 EF570 闪存阵列

此图显示了 SGF6024 的背面，包括计算和存储控制器，风扇和电源。
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Description

1. SG6000-CN 计算控制器的电源（第 1 页，共 2 页）

2. 用于 SG6000-CN 计算控制器的连接器

3. EF570 闪存阵列的电源（第 1 页，共 2 页）

4. E 系列 EF570 存储控制器（图 1 ）和连接器

SG6000设备中的控制器

每个型号的StorageGRIDSG6000设备都在1U机箱中包含一个SG6000-CN计算控制器、并
在2U或4U机箱中包含双工E系列存储控制器、具体取决于型号。查看图表，了解有关每种
控制器类型的更多信息。

所有设备： SG6000-CN 计算控制器

• 为设备提供计算资源。

• 包括 StorageGRID 设备安装程序。

设备上未预安装 StorageGRID 软件。部署设备时，系统会从管理节点检索此软件。

• 可以连接到所有三个 StorageGRID 网络，包括网格网络，管理网络和客户端网络。

• 连接到 E 系列存储控制器并作为启动程序运行。

此图显示了 SG6000-CN 背面的连接器。
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Port Type 使用 …

1. 互连端口 1-4 16 Gb/ 秒光纤通道（ FC

），具有集成光纤
将 SG6000-CN 控制器连
接到 E2800 控制器（每个
E2800 有两个连接）。

2. 网络端口 1-4 10-GbE 或 25-GbE ，取
决于缆线或 SFP 收发器类
型，交换机速度和已配置
的链路速度

连接到网格网络和
StorageGRID 客户端网
络。

3. BMC 管理端口 1-GbE （ RJ-45 ） 连接到 SG6000-CN 基板
管理控制器。

4. 诊断和支持端口 • VGA

• 串行， 115200 8-N-1

• USB

保留供技术支持使用。

5. 管理网络端口 1 1-GbE （ RJ-45 ） 将 SG6000-CN 连接到
StorageGRID 管理网络。

6. 管理网络端口 2 1-GbE （ RJ-45 ） 选项：

• 与管理端口 1 绑定，
以便与 StorageGRID

的管理网络建立冗余
连接。

• 保持未连接状态，并
可用于临时本地访问
（ IP 169.254.0.1
）。

• 安装期间，如果
DHCP 分配的 IP 地址
不可用，请使用端口 2

进行 IP 配置。

SG6060 ： E2800 存储控制器

• 两个控制器，用于提供故障转移支持。
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• 管理驱动器上的数据存储。

• 在双工配置中用作标准 E 系列控制器。

• 包括 SANtricity 操作系统软件（控制器固件）。

• 包括用于监控存储硬件和管理警报的 SANtricity System Manager ， AutoSupport 功能和驱动器安全功能。

• 连接到 SG6000-CN 控制器并提供对存储的访问权限。

此图显示了每个 E2800 控制器背面的连接器。

Port Type 使用 …

1. 互连端口 1 和 2 16 Gb/ 秒 FC 光纤 SFPa 将每个 E2800 控制器连接
到 SG6000-CN 控制
器。SG6000-CN 控制器有
四个连接（每个 E2800 有
两个连接）。

2. 管理端口 1 和 2 1 Gb （ RJ-45 ）以太网 • 端口 1 连接到通过浏
览器访问 SANtricity 系
统管理器的网络。

• 端口 2 预留用于技术
支持。

3. 诊断和支持端口 • RJ-45 串行端口

• 微型 USB 串行端口

• USB 端口

保留供技术支持使用。

4. 驱动器扩展端口 1 和 2 12 Gb/ 秒 SAS 将端口连接到扩展架中
IOM 上的驱动器扩展端
口。

SGF6024 ： EF570 存储控制器

• 两个控制器，用于提供故障转移支持。

• 管理驱动器上的数据存储。

• 在双工配置中用作标准 E 系列控制器。

• 包括 SANtricity 操作系统软件（控制器固件）。
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• 包括用于监控存储硬件和管理警报的 SANtricity System Manager ， AutoSupport 功能和驱动器安全功能。

• 连接到 SG6000-CN 控制器并提供对闪存存储的访问权限。

此图显示了每个 EF570 控制器背面的连接器。

Port Type 使用 …

1. 互连端口 1 和 2 16 Gb/ 秒 FC 光纤 SFPa 将每个 EF570 控制器连接
到 SG6000-CN 控制
器。SG6000-CN 控制器有
四个连接（每个 EF570 有
两个连接）。

2. 诊断和支持端口 • RJ-45 串行端口

• 微型 USB 串行端口

• USB 端口

保留供技术支持使用。

3. 驱动器扩展端口 12 Gb/ 秒 SAS 未使用。SGF6024 设备不
支持扩展驱动器架。

4. 管理端口 1 和 2 1 Gb （ RJ-45 ）以太网 • 端口 1 连接到通过浏
览器访问 SANtricity 系
统管理器的网络。

• 端口 2 预留用于技术
支持。

SG6060 ：用于可选扩展架的输入 / 输出模块

扩展架包含两个输入 / 输出模块（ IOM ），这些模块连接到存储控制器或其他扩展架。
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Port Type 使用 …

1. 驱动器扩展端口 1-4 12 Gb/ 秒 SAS 将每个端口连接到存储控
制器或其他扩展架（如果
有）。

安装和部署概述

您可以在首次部署 StorageGRID 时安装一个或多个 StorageGRID 存储设备，也可以稍后
在扩展过程中添加设备存储节点。在恢复操作中，您可能还需要安装设备存储节点。

您需要的内容

您的 StorageGRID 系统正在使用所需版本的 StorageGRID 软件。

设备 所需的 StorageGRID 版本

SG6060 ，不含扩展架 11.1.1 或更高版本

带有扩展架（一个或两个）的 SG6060 11.3 或更高版本

• 注意： * 如果在初始部署后添加扩展架，则必须使
用 11.4 或更高版本。

SGF6024 11.3 或更高版本

安装和部署任务

将 StorageGRID 存储设备添加到 StorageGRID 系统包括四个主要步骤：

1. 准备安装：

◦ 正在准备安装站点

◦ 打开包装箱的包装并检查包装箱中的物品

◦ 获取其他设备和工具

◦ 收集 IP 地址和网络信息

◦ 可选：如果您计划对所有设备数据进行加密，请配置外部密钥管理服务器（ KMS ）。有关外部密钥管
理的详细信息，请参见 StorageGRID 管理说明。

2. 安装硬件：

◦ 注册硬件

◦ 将设备安装到机柜或机架中

◦ 安装驱动器

◦ 安装可选扩展架（仅限 SG6060 型号；最多两个扩展架）

◦ 为设备布线
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◦ 连接电源线并接通电源

◦ 查看启动状态代码

3. 配置硬件：

◦ 访问 SANtricity 系统管理器以配置 SANtricity 系统管理器设置

◦ 访问 StorageGRID 设备安装程序，为存储控制器上的管理端口 1 设置静态 IP 地址，以及配置连接到
StorageGRID 网络所需的链路和网络 IP 设置

◦ 访问 SG6000-CN 控制器上的基板管理控制器（ BMC ）接口

◦ 可选：如果您计划使用外部 KMS 对设备数据进行加密，请启用节点加密。

◦ 可选：更改 RAID 模式。

4. 将设备部署为存储节点：

任务 说明

在新的 StorageGRID 系统中部署设备存储节点 "部署设备存储节点"

将设备存储节点添加到现有 StorageGRID 系统 有关扩展 StorageGRID 系统的说明

在存储节点恢复操作中部署设备存储节点 恢复和维护说明

相关信息

"准备安装"

"安装硬件"

"配置硬件"

"扩展网格"

"保持并恢复()"

"管理 StorageGRID"

准备安装

准备安装 StorageGRID 设备需要准备站点并获取所有必需的硬件，缆线和工具。您还应收
集 IP 地址和网络信息。

步骤

• "准备站点(SG6000)"

• "打开包装箱的包装(SG6000)"

• "获取其他设备和工具(SG6000)"

• "Web 浏览器要求"
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• "查看设备网络连接"

• "收集安装信息(SG6000)"

准备站点(SG6000)

在安装设备之前，您必须确保要使用的站点和机柜或机架符合 StorageGRID 设备的规格。

步骤

1. 确认站点满足温度，湿度，海拔范围，气流，散热， 布线，电源和接地。有关详细信息，请参见 NetApp

Hardware Universe 。

2. 确认您所在位置为 SG6060 提供 240 伏交流电源，为 SGF6024 提供 120 伏交流电源。

3. 获取一个 19 英寸（ 48.3 厘米）的机柜或机架，以适合此大小的磁盘架（不带缆线）：

磁盘架类型 高度 宽度 深度 最大重量

• 用于 SG6060

的 E2860 控制
器架 *

6.87 英寸

（ 17.46 厘米）

17.66 英寸

（ 44.86 厘米）

38.25 英寸

（ 97.16 厘米）

250 磅

（ 113 千克）

• 用于 SG6060

（一个或两个）
的可选扩展架 *

6.87 英寸

（ 17.46 厘米）

17.66 英寸

（ 44.86 厘米）

38.25 英寸

（ 97.16 厘米）

250 磅

（ 113 千克）

用于 SGF6024 的 *

EF570 控制器架 *

3.35 英寸

（ 8.50 厘米）

17.66 英寸

（ 44.86 厘米）

19.00 英寸

（ 48.26 厘米）

51.74 磅

（ 23.47 千克）

每个设备的 *

SG6000-CN 控制器
*

1.70 英寸

（ 4.32 厘米）

17.32 英寸

（ 44.0 厘米）

32.0 英寸

（ 81.3 厘米）

39 磅

（ 17.7 千克）

4. 确定要在何处安装设备。

安装 E2860 控制器架或可选扩展架时，请从机架或机柜的底部到顶部安装硬件，以防止设备
发生倾翻。要确保最重的设备位于机柜或机架的底部，请在 E2860 控制器架和扩展架上方安
装 SG6000-CN 控制器。

在提交安装之前，请确认设备随附的 0.5 米光缆或您提供的缆线长度足以满足计划的布局要
求。

相关信息

"NetApp Hardware Universe"

"NetApp 互操作性表工具"
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打开包装箱的包装(SG6000)

安装 StorageGRID 设备之前，请打开所有包装箱的包装，并将包装箱上的物品与包装清单
上的物品进行比较。

SG6060

• * SG6000-CN 控制器 *

• * 未安装驱动器的 E2860 控制器架 *

• * 两个前挡板 *

• * 两个导轨套件，含说明 *

• * 60 个驱动器（ 2 个 SSD 和 58 个 NL-SAS ） *
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• * 四个句柄 *

• * 用于方孔机架安装的背面支架和固定框架螺母 *

SG6060 扩展架

• * 未安装驱动器的扩展架 *

• * 前挡板 *

• * 60 个 NL-SAS 驱动器 *

• * 一个导轨套件，含说明 *
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• * 四个句柄 *

• * 用于方孔机架安装的背面支架和固定框架螺母 *

SGF6024

• * SG6000-CN 控制器 *

• * 已安装 24 个固态（闪存）驱动器的 EF570 闪存阵列 *

• * 两个前挡板 *

• * 两个导轨套件，含说明 *
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• * 磁盘架端盖 *

缆线和连接器

StorageGRID 设备的发货包括以下缆线和连接器：

• * 您所在国家或地区的四根电源线 *

您的机柜可能使用专用电源线，而不是设备随附的电源线。

• * 光缆和 SFP 收发器 *

用于 FC 互连端口的四根光缆

四个 SFP+ 收发器，支持 16 Gb/ 秒 FC

• * 可选：两根 SAS 缆线用于连接每个 SG6060 扩展架 *

获取其他设备和工具(SG6000)

在安装 StorageGRID 设备之前，请确认您拥有所需的所有附加设备和工具。

要安装和配置硬件，您需要使用以下附加设备：

• * 螺丝刀 *
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十字线编号2 把螺丝刀

中型平口螺丝刀

• * ESD 腕带 *

• * 光缆和 SFP 收发器 *

您需要以下选项之一：

◦ 一到四根双轴缆线或光缆，用于您计划在 SG6000-CN 控制器上使用的 10/225-GbE 端口

◦ 如果要使用光缆和 10-GbE 链路速度，则为 10/225-GbE 端口提供一到四个 SFP+ 收发器

◦ 如果要使用光缆和 25 GbE 链路速度，则为 10/225-GbE 端口提供一到四个 SFP28 收发器

• * RJ-45 （ Cat5/Cat5e/Cat6 ）以太网缆线 *

• * 服务笔记本电脑 *
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支持的 Web 浏览器

1 GbE （ RJ-45 ）端口

• * 可选工具 *

带十字头的电钻

Flashlight

适用于 60 个驱动器磁盘架的机械升降机

Web 浏览器要求

您必须使用受支持的 Web 浏览器。

Web 浏览器 支持的最低版本

Google Chrome 87

Microsoft Edge 87

Mozilla Firefox 84.

您应将浏览器窗口设置为建议的宽度。

浏览器宽度 像素

最小值 1024

最佳 1280

查看设备网络连接

在安装 StorageGRID 设备之前，您应了解可以将哪些网络连接到此设备。

在 StorageGRID 系统中将 StorageGRID 设备部署为存储节点时，您可以将其连接到以下网络：

• * 适用于 StorageGRID 的网格网络 * ：网格网络用于所有内部 StorageGRID 流量。它可以在网格中的所有
节点之间以及所有站点和子网之间建立连接。网格网络为必填项。
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• * 适用于 StorageGRID 的管理网络 * ：管理网络是一个用于系统管理和维护的封闭网络。管理网络通常是一
个专用网络，不需要在站点之间进行路由。管理网络是可选的。

• * 适用于 StorageGRID 的客户端网络： * 客户端网络是一种开放网络，用于访问包括 S3 和 Swift 在内的客
户端应用程序。客户端网络可提供对网格的客户端协议访问，从而可以隔离和保护网格网络。客户端网络是
可选的。

• * SANtricity 系统管理器的管理网络*：通过此网络、您可以访问存储控制器上的SANtricity 系统管理器、从而
监控和管理存储控制器架中的硬件组件。此管理网络可以与 StorageGRID 的管理网络相同，也可以是一个
独立的管理网络。

• *用于SG6000-CN控制器的BMC管理网络：*此网络可访问SG6000-CN中的基板管理控制器、从而可以监控
和管理SG6000-CN控制器中的硬件组件。此管理网络可以与 StorageGRID 的管理网络相同，也可以是一个
独立的管理网络。

有关 StorageGRID 网络的详细信息，请参见 Grid Primer 。

相关信息

"收集安装信息(SG6000)"

"为设备布线(SG6000)"

"SG6000-CN控制器的端口绑定模式"

"网络准则"

SG6000-CN控制器的端口绑定模式

在为 SG6000-CN 配置网络链路时，您可以对连接到网格网络和可选客户端网络的
10/25GbE 端口以及连接到可选管理网络的 1-GbE 管理端口使用端口绑定。端口绑定可在
StorageGRID 网络和设备之间提供冗余路径，从而有助于保护数据。

相关信息

"配置网络链路(SG6000)"

10/225-GbE端口的网络绑定模式

SG6000-CN 控制器上的 10/225-GbE 网络端口支持网格网络和客户端网络连接的固定端
口绑定模式或聚合端口绑定模式。

固定端口绑定模式

固定模式是 10/225-GbE 网络端口的默认配置。
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哪些端口已绑定

C 如果使用此网络，则端口 1 和 3 将绑定到客户端网络。

g 网格网络的端口 2 和 4 绑定在一起。

使用固定端口绑定模式时，可以使用主动备份模式或链路聚合控制协议模式（ LACP 802.3ad ）绑定端口。

• 在主动备份模式（默认）下，一次只有一个端口处于活动状态。如果活动端口发生故障，其备份端口会自动
提供故障转移连接。端口 4 为端口 2 （网格网络）提供备份路径，端口 3 为端口 1 （客户端网络）提供备
份路径。

• 在 LACP 模式下，每对端口在控制器和网络之间形成一个逻辑通道，从而提高吞吐量。如果一个端口发生故
障，另一个端口将继续提供通道。吞吐量会降低，但连接不会受到影响。

如果不需要冗余连接，则每个网络只能使用一个端口。但是，请注意，安装 StorageGRID 后，网
格管理器中将触发警报，指示链路已关闭。由于此端口会有目的断开连接，因此您可以安全地禁
用此警报。

在网格管理器中，选择 * 警报 * > * 规则 * ，选择规则，然后单击 * 编辑规则 * 。然后，取消选中 * 已启用 * 复
选框。

聚合端口绑定模式

聚合端口绑定模式可显著提高每个 StorageGRID 网络的吞吐量，并提供额外的故障转移路径。

哪些端口已绑定

1. 所有连接的端口都分组在一个 LACP 绑定中，从而允许所有端口用于网格网络和客户端网络
流量。

如果您计划使用聚合端口绑定模式：

• 您必须使用 LACP 网络绑定模式。

• 您必须为每个网络指定唯一的 VLAN 标记。此 VLAN 标记将添加到每个网络数据包中，以确保网络流量路由
到正确的网络。

• 这些端口必须连接到可支持 VLAN 和 LACP 的交换机。如果多个交换机参与 LACP 绑定，则这些交换机必
须支持多机箱链路聚合组（ MLAG ）或等效项。

• 您必须了解如何将交换机配置为使用 VLAN ， LACP 和 MLAG 或等效项。

如果您不想使用全部四个 10/225-GbE 端口，则可以使用一个，两个或三个端口。如果使用多个端口，则在一个

21



10/225-GbE 端口出现故障时，某些网络连接将保持可用的可能性最大。

如果您选择使用的端口少于四个，请注意，安装 StorageGRID 后，网格管理器中将发出一个或多
个警报，指示缆线已拔出。您可以安全地确认警报以将其清除。

1-GbE管理端口的网络绑定模式

对于 SG6000-CN 控制器上的两个 1-GbE 管理端口，您可以选择独立网络绑定模式或主动
备份网络绑定模式来连接到可选的管理网络。

在独立模式下，只有左侧的管理端口连接到管理网络。此模式不提供冗余路径。右侧的管理端口未连接，可用于
临时本地连接（使用 IP 地址 169.254.0.1 ）

在主动备份模式下，两个管理端口均连接到管理网络。一次只有一个端口处于活动状态。如果活动端口发生故障
，其备份端口会自动提供故障转移连接。将这两个物理端口绑定到一个逻辑管理端口可提供指向管理网络的冗余
路径。

如果在将 1-GbE 管理端口配置为主动备份模式后需要临时本地连接到 SG6000-CN 控制器，请从
两个管理端口拔下缆线，将临时缆线插入右侧的管理端口，然后使用 IP 地址 169.254.0.1 访问此
设备。

网络绑定模式

答 这两个管理端口都绑定到一个连接到管理网络的逻辑管理端口。

I 左侧端口连接到管理网络。右侧端口可用于临时本地连接（ IP 地址 169.254.0.1 ）。

收集安装信息(SG6000)

在安装和配置 StorageGRID 设备时，您必须做出决策并收集有关以太网交换机端口， IP

地址以及端口和网络绑定模式的信息。

关于此任务

您可以使用下表记录连接到设备的每个网络的所需信息。安装和配置硬件需要这些值。

连接到存储控制器上的SANtricity System Manager所需的信息

您必须将设备中的两个存储控制器（ E2800 控制器或 EF570 控制器）连接到要用于 SANtricity System

Manager 的管理网络。控制器位于每个设备中，如下所示：

• SG6060 ：控制器 A 位于顶部，控制器 B 位于底部。

• SGF6024 ：控制器 A 位于左侧，控制器 B 位于右侧。
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所需信息 控制器 A 的值 控制器 B 的值

要连接到管理端口 1 的以太网交换
机端口（在控制器上标记为 P1 ）

管理端口 1 的 MAC 地址（印在端
口 P1 附近的标签上）

DHCP 为管理端口 1 分配的 IP 地址
（如果在启动后可用）

• 注： * 如果要连接到存储控制器
的网络包含 DHCP 服务器，则
网络管理员可以使用 MAC 地址
确定 DHCP 服务器分配的 IP 地
址。

您计划在管理网络上用于设备的静
态 IP 地址

对于 IPv4 ：

• IPv4 地址：

• 子网掩码：

• 网关

对于 IPv6 ：

• IPv6 地址：

• 可路由的 IP 地址：

• 存储控制器路由器 IP 地址：

对于 IPv4 ：

• IPv4 地址：

• 子网掩码：

• 网关

对于 IPv6 ：

• IPv6 地址：

• 可路由的 IP 地址：

• 存储控制器路由器 IP 地址：

IP 地址格式 选择一项：

• IPv4

• IPv6

选择一项：

• IPv4

• IPv6

速度和双工模式

• 注： * 您必须确保 SANtricity

System Manager 管理网络的以
太网交换机设置为自动协商。

必须为：

• 自动协商（默认）

必须为：

• 自动协商（默认）

将SG6000-CN控制器连接到管理网络所需的信息

StorageGRID 管理网络是一个可选网络，用于系统管理和维护。此设备使用 SG6000-CN 控制器上的以下 1-

GbE 管理端口连接到管理网络。
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所需信息 您的价值

已启用管理网络 选择一项：

• 否

• 是（默认）

网络绑定模式 选择一项：

• 独立（默认）

• 主动备份

图中红色圆圈中左侧端口的交换机端口（独立网络绑
定模式的默认活动端口）

图中红色圆圈中右侧端口的交换机端口（仅限主动备
份网络绑定模式）

管理网络端口的 MAC 地址

• 注： * SG6000-CN 控制器正面的 MAC 地址标签
列出了 BMC 管理端口的 MAC 地址。要确定管理
网络端口的 MAC 地址，必须在标签上的十六进制
数字中添加 * 。 2 例如，如果标签上的 MAC 地址
以 *09 结尾，则管理端口的 MAC 地址将以 0B 结
尾。如果标签上的 MAC 地址以 * （ y ） FF* 结尾
，则管理端口的 MAC 地址将以 * （ y+1 ） 01* 结
尾。您可以通过在 Windows 中打开 Calculator ，
将其设置为程序编程模式，选择十六进制，键入
MAC 地址，然后键入 * + 2 =* 来轻松进行计算。

DHCP 为管理网络端口分配的 IP 地址（如果在启动后
可用）

• 注： * 您可以使用 MAC 地址查找已分配的 IP 来确
定 DHCP 分配的 IP 地址。

• IPv4 地址（ CIDR ）：

• 网关

您计划在管理网络上用于设备存储节点的静态 IP 地址

• 注： * 如果您的网络没有网关，请为此网关指定相
同的静态 IPv4 地址。

• IPv4 地址（ CIDR ）：

• 网关

管理网络子网（ CIDR ）

在SG6000-CN控制器上连接和配置10/225-GbE端口所需的信息

SG6000-CN 控制器上的四个 10/225-GbE 端口连接到 StorageGRID 网格网络和可选客户端网络。
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所需信息 您的价值

链路速度 选择一项：

• 自动（默认）

• 10 GbE

• 25 GbE

端口绑定模式 选择一项：

• FIXED （默认）

• 聚合

端口 1 的交换机端口（固定模式的客户端网络）

端口 2 的交换机端口（固定模式的网格网络）

端口 3 的交换机端口（固定模式的客户端网络）

端口 4 的交换机端口（固定模式的网格网络）

将SG6000-CN控制器连接到网格网络所需的信息

适用于 StorageGRID 的网格网络是一个必需的网络，用于所有内部 StorageGRID 流量。此设备使用 SG6000-

CN 控制器上的 10/225-GbE 端口连接到网格网络。

所需信息 您的价值

网络绑定模式 选择一项：

• Active-Backup （默认）

• LACP （ 802.3ad ）

已启用 VLAN 标记 选择一项：

• 否（默认）

• 是的。

VLAN 标记（如果启用了 VLAN 标记） 输入一个介于 0 到 4095 之间的值：

DHCP 为网格网络分配的 IP 地址（如果在启动后可用
）

• IPv4 地址（ CIDR ）：

• 网关

25



所需信息 您的价值

您计划用于网格网络上设备存储节点的静态 IP 地址

• 注： * 如果您的网络没有网关，请为此网关指定相
同的静态 IPv4 地址。

• IPv4 地址（ CIDR ）：

• 网关

网格网络子网（ GRID ）

将SG6000-CN控制器连接到客户端网络所需的信息

适用于 StorageGRID 的客户端网络是一个可选网络，通常用于提供对网格的客户端协议访问。设备使用
SG6000-CN 控制器上的 10/225-GbE 端口连接到客户端网络。

所需信息 您的价值

已启用客户端网络 选择一项：

• 否（默认）

• 是的。

网络绑定模式 选择一项：

• Active-Backup （默认）

• LACP （ 802.3ad ）

已启用 VLAN 标记 选择一项：

• 否（默认）

• 是的。

VLAN 标记（如果启用了 VLAN 标记） 输入一个介于 0 到 4095 之间的值：

DHCP 为客户端网络分配的 IP 地址（如果在启动后可
用）

• IPv4 地址（ CIDR ）：

• 网关

您计划在客户端网络上用于设备存储节点的静态 IP 地
址

• 注： * 如果启用了客户端网络，则控制器上的默认
路由将使用此处指定的网关。

• IPv4 地址（ CIDR ）：

• 网关

将SG6000-CN控制器连接到BMC管理网络所需的信息

您可以使用以下 1-GbE 管理端口访问 SG6000-CN 控制器上的 BMC 接口。此端口支持使用智能平台管理接口
（ Intelligent Platform Management Interface ， IPMI ）标准通过以太网远程管理控制器硬件。
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所需信息 您的价值

要连接到 BMC 管理端口的以太网交换机端口（在图中
圈出）

为 BMC 管理网络分配的 DHCP IP 地址（如果在启动
后可用）

• IPv4 地址（ CIDR ）：

• 网关

您计划用于 BMC 管理端口的静态 IP 地址 • IPv4 地址（ CIDR ）：

• 网关

相关信息

"SG6000设备中的控制器"

"查看设备网络连接"

"SG6000-CN控制器的端口绑定模式"

"为设备布线(SG6000)"

"配置StorageGRID IP地址"

安装硬件

硬件安装需要将 SG6000-CN 控制器和存储控制器架安装到机柜或机架中，连接缆线并接
通电源。

步骤

• "注册硬件"

• "SG6060：将60个驱动器磁盘架安装到机柜或机架中"

• "SG6060：安装驱动器"

• "SGF6024：将24个驱动器磁盘架安装到机柜或机架中"

• "SG6000-CN：安装到机柜或机架中"

• "为设备布线(SG6000)"

• "SG6060：为可选扩展架布线"

• "连接电源线并接通电源(SG6000)"

• "查看SG6000-CN控制器上的状态指示灯和按钮"

• "查看SG6000存储控制器的启动状态代码"
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注册硬件

注册设备硬件具有支持优势。

步骤

1. 找到存储控制器架的机箱序列号。

您可以在装箱单上，确认电子邮件中或打开设备包装后在设备上找到此编号。

存储设备上有多个序列号。存储控制器架上的序列号是您在设备上请求服务或支持时必须注
册和使用的序列号。

2. 访问 NetApp 支持站点，网址为 "mysupport.netapp.com"。

3. 确定是否需要注册硬件：

如果您是 … 请按照以下步骤操作 …

现有 NetApp 客户 a. 使用您的用户名和密码登录。

b. 选择 * 产品 * > * 我的产品 * 。

c. 确认新序列号已列出。

d. 如果不是，请按照适用于新 NetApp 客户的说明
进行操作。

NetApp 新客户 a. 单击 * 立即注册 * ，然后创建帐户。

b. 选择 * 产品 * > * 注册产品 * 。

c. 输入产品序列号和请求的详细信息。

注册获得批准后，您可以下载所需的任何软件。审批
过程可能需要长达 24 小时。

SG6060：将60个驱动器磁盘架安装到机柜或机架中

您必须在机柜或机架中为 E2860 控制器架安装一组导轨，然后将控制器架滑入导轨。如果
您要安装 60 个驱动器扩展架，则需要使用相同的操作步骤 。

您需要的内容

• 您已查看包装盒中的安全通知文档，并了解移动和安装硬件的预防措施。

• 导轨套件随附了相关说明。

每个 60 个驱动器架的重量约为 132 磅（ 60 千克），而未安装驱动器。要安全移动磁盘架，需要
四个人或一台机械升降机。
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为避免损坏硬件，如果安装了驱动器，请勿移动磁盘架。移动磁盘架之前，必须先卸下所有驱动
器。

安装 E2860 控制器架或可选扩展架时，请从机架或机柜的底部到顶部安装硬件，以防止设备发生
倾翻。要确保最重的设备位于机柜或机架的底部，请在 E2860 控制器架和扩展架上方安装
SG6000-CN 控制器。

在提交安装之前，请确认设备随附的 0.5 米光缆或您提供的缆线长度足以满足计划的布局要求。

步骤

1. 请仔细按照导轨套件的说明在机柜或机架中安装导轨。

对于方孔机柜，您必须先安装提供的锁紧螺母，以使用螺钉固定磁盘架的前后。

2. 卸下设备的外包装箱。然后，向下折叠内箱上的挡板。

3. 如果您要用手提设备，请将四个手柄连接到机箱两侧。

向上推每个手柄，直到其卡入到位。
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4. 将磁盘架的背面（带有连接器的一端）放在导轨上。

5. 从底部支撑好磁盘架，将其滑入机柜。如果使用的是手柄，请在滑入磁盘架时使用拇指闩锁一次分离一个手
柄。

要卸下手柄，请向后拉释放闩锁，向下推，然后从磁盘架中拉出。

6. 将磁盘架固定到机柜正面。

将螺钉插入两侧磁盘架顶部的第一个和第三个孔中。

7. 将磁盘架固定到机柜后部。

将两个后支架放在磁盘架后上部分的每一侧。将螺钉插入每个支架的第一个和第三个孔中。
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8. 对任何扩展架重复上述步骤。

SG6060：安装驱动器

将 60 个驱动器的磁盘架安装到机柜或机架中后，必须将所有 60 个驱动器安装到该磁盘架
中。E2860 控制器架的发货包含两个 SSD 驱动器，您应将其安装在控制器架的顶部抽屉
中。每个可选扩展架都包含 60 个 HDD 驱动器，而不包含 SSD 驱动器。

您需要的内容

您已在机柜或机架中安装 E2860 控制器架或可选扩展架（一个或两个）。

为避免损坏硬件，如果安装了驱动器，请勿移动磁盘架。移动磁盘架之前，必须先卸下所有驱动
器。

步骤

1. 将 ESD 腕带的腕带一端绕在腕带上，并将扣具一端固定到金属接地，以防止静电放电。

2. 将驱动器从其包装中取出。

3. 释放顶部驱动器抽盒上的拉杆，然后使用拉杆将抽盒滑出。

4. 找到两个 SSD 驱动器。

扩展架不使用 SSD 驱动器。

5. 将每个驱动器把手提起至垂直位置。

6. 将两个 SSD 驱动器安装在插槽 0 和 1 中（前两个插槽沿抽盒左侧）。

7. 将每个驱动器轻轻放入其插槽中，然后放低凸起的驱动器把手，直到其卡入到位。
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8. 将 10 个 HDD 驱动器安装到顶部抽盒中。

9. 推中间并轻轻合上两个拉杆，将抽盒滑回原位。

如果您感到绑定，请停止推动抽盒。Use the release levers at the front of the drawer to slide

the drawer back out.然后，小心地将抽盒重新插入插槽。

10. 重复上述步骤，将 HDD 驱动器安装到其他四个抽盒中。

您必须安装全部 60 个驱动器，以确保正常运行。

11. 将前挡板连接到磁盘架。

12. 如果您有扩展架，请重复上述步骤，在每个扩展架的每个抽盒中安装 12 个 HDD 驱动器。

13. 按照说明将 SG6000-CN 安装到机柜或机架中。

SGF6024：将24个驱动器磁盘架安装到机柜或机架中

您必须在机柜或机架中为 EF570 控制器架安装一组导轨，然后将阵列滑入导轨。

您需要的内容

• 您已查看包装盒中的安全通知文档，并了解移动和安装硬件的预防措施。

• 导轨套件随附了相关说明。

步骤

1. 请仔细按照导轨套件的说明在机柜或机架中安装导轨。
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对于方孔机柜，您必须先安装提供的锁紧螺母，以使用螺钉固定磁盘架的前后。

2. 卸下设备的外包装箱。然后，向下折叠内箱上的挡板。

3. 将磁盘架的背面（带有连接器的一端）放在导轨上。

满载的磁盘架重约 52 磅（ 24 千克）。需要两个人才能安全移动机箱。

4. 小心地将机箱完全滑入导轨上。

您可能需要调整导轨，以确保机箱一直滑入导轨。

安装完机箱后，请勿在导轨上放置其他设备。导轨的设计不会增加重量。

如果适用，您可能需要卸下磁盘架端盖或系统挡板，以将机箱固定到机架柱上；如果需要，
则需要在完成操作后更换端盖或挡板。

5. 通过安装支架（预装在机箱正面的任意一侧），机架或系统机柜上的孔以及导轨正面的孔插入两个 M5 螺钉
，将机箱固定到机箱或机架和导轨的正面。

6. 通过将两个 M5 螺钉插入机箱支架和导轨套件支架，将机箱固定到导轨背面。

7. 如果适用，请更换磁盘架端盖或系统挡板。

33



SG6000-CN：安装到机柜或机架中

您必须在机柜或机架中为 SG6000-CN 控制器安装一组导轨，然后将控制器滑入导轨。

您需要的内容

• 您已查看包装盒中的安全通知文档，并了解移动和安装硬件的预防措施。

• 导轨套件随附了相关说明。

• 您已安装 E2860 控制器架和驱动器或 EF570 控制器架。

步骤

1. 请仔细按照导轨套件的说明在机柜或机架中安装导轨。

2. 在机柜或机架中安装的两个导轨上，展开导轨的可移动部分，直到听到卡嗒声为止。
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3. 将 SG6000-CN 控制器插入导轨。

4. 将控制器滑入机柜或机架。

如果无法再移动控制器，请拉动机箱两侧的蓝色闩锁，将控制器完全滑入。
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在打开控制器电源之前，请勿连接前挡板。

5. 拧紧控制器前面板上的固定螺钉，将控制器固定在机架中。

为设备布线(SG6000)

您必须将存储控制器连接到 SG6000-CN 控制器，连接所有三个控制器上的管理端口，并
将 SG6000-CN 控制器上的网络端口连接到网格网络和适用于 StorageGRID 的可选客户端
网络。

您需要的内容

• 设备附带有四根光缆，用于将两个存储控制器连接到 SG6000-CN 控制器。

• 您可以使用 RJ-45 以太网缆线（至少四根）连接管理端口。

• 您可以选择以下网络端口之一。这些项目不随设备提供。

◦ 一到四根双轴缆线，用于连接四个网络端口。

◦ 如果您计划使用光缆连接端口，则需要一到四个 SFP+ 或 SFP28 收发器。
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* 受到激光辐射的风险 * —请勿拆卸或卸下 SFP 收发器的任何部件。您可能受到激光辐射
的影响。

关于此任务

下图显示了 SG6060 设备中的三个控制器，其中， SG6000-CN 计算控制器位于顶部，而两个 E2800 存储控制
器位于底部。

下图显示了 SG6024 设备中的三个控制器，其中 SG6000-CN 计算控制器位于顶部，两个 EF570 存储控制器并
排位于计算控制器下方。

Port 端口类型 功能

1. SG6000-CN 控制器上的
BMC 管理端口

1-GbE （ RJ-45 ） 连接到访问 BMC 接口的
网络。
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Port 端口类型 功能

2. FC 连接端口：

• 4 个用于 SG6000-CN

控制器

• 每个存储控制器上 2
个

16 Gb/ 秒 FC 光纤 SFP+ 将每个存储控制器连接到
SG6000-CN 控制器。

3. SG6000-CN 控制器上的
四个网络端口

10/225-GbE 连接到网格网络和
StorageGRID 客户端网
络。

4. SG6000-CN 控制器上的
管理网络端口（图中标记
为 P1 ）

1-GbE （ RJ-45 ）

• 重要信息： * 此端口仅
以 1000 BASE/ 全满
运行，不支持 10 或
100 MB 速度。

将 SG6000-CN 控制器连
接到 StorageGRID 管理网
络。

4. SG6000-CN 控制器上最
右侧的 RJ-45 端口

1-GbE （ RJ-45 ）

• 重要信息： * 此端口仅
以 1000 BASE/ 全满
运行，不支持 10 或
100 MB 速度。

• 如果要与管理网络建
立冗余连接，则可以
与管理端口 1 绑定。

• 可以保持未连接状态
，并可用于临时本地
访问（ IP 169.254.0.1

）。

• 在安装期间，如果
DHCP 分配的 IP 地址
不可用，则可以使用
将 SG6000-CN 控制
器连接到服务笔记本
电脑。

5. 每个存储控制器上的管理
端口 1

1-GbE （ RJ-45 ） 连接到访问 SANtricity

System Manager 的网
络。

5. 每个存储控制器上的管理
端口 2

1-GbE （ RJ-45 ） 为技术支持预留。

步骤

1. 使用以太网缆线将 SG6000-CN 控制器上的 BMC 管理端口连接到管理网络。

虽然此连接是可选的，但建议便于支持。

2. 使用四根光缆和四个 SFP+ 收发器将每个存储控制器上的两个 FC 端口连接到 SG6000-CN 控制器上的 FC

端口。
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3. 使用双轴缆线或光缆以及 SFP+ 或 SFP28 收发器将 SG6000-CN 控制器上的网络端口连接到相应的网络交
换机。

这四个网络端口必须使用相同的链路速度。如果您计划使用 10-GbE 链路速度，请安装 SFP+

收发器。如果您计划使用 25 GbE 链路速度，请安装 SFP28 收发器。

◦ 如果您计划使用固定端口绑定模式（默认），请将端口连接到 StorageGRID 网格和客户端网络，如表所
示。

Port 连接到 …

端口 1 客户端网络（可选）

端口 2 网格网络

端口 3 客户端网络（可选）

端口 4 网格网络

◦ 如果您计划使用聚合端口绑定模式，请将一个或多个网络端口连接到一个或多个交换机。您应至少连接
四个端口中的两个，以避免发生单点故障。如果在一个 LACP 绑定中使用多个交换机，则这些交换机必
须支持 MLAG 或等效项。

4. 如果您计划使用 StorageGRID 管理网络，请使用以太网缆线将 SG6000-CN 控制器上的管理网络端口连接
到管理网络。

5. 使用以太网缆线将每个存储控制器上的管理端口1 (P1)(左侧的RJ-45端口)连接到SANtricity System Manager

的管理网络。

请勿使用存储控制器上的管理端口 2 （ P2 ）（右侧的 RJ-45 端口）。此端口是为技术支持预留的。

相关信息

"SG6000-CN控制器的端口绑定模式"

"将SG6000-CN控制器重新安装到机柜或机架中"

SG6060：为可选扩展架布线

如果您使用的是扩展架，则必须将其连接到 E2860 控制器架。每个 SG6060 设备最多可
以有两个扩展架。

您需要的内容

• 每个扩展架附带两根 SAS 缆线。

• 您已将扩展架安装在包含 E2860 控制器架的机柜或机架中。

"SG6060：将60个驱动器磁盘架安装到机柜或机架中"

步骤
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将每个扩展架连接到 E2860 控制器架，如图所示。

此图显示了两个扩展架。如果只有一个，请将 IOM A 连接到控制器 A ，并将 IOM B 连接到控制器 B
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Description

1. SG6000-CN

2. E2860 控制器架

3. 控制器 A

4. 控制器 B

5. 扩展架 1

6. 扩展架 1 的 IOM A

7. 扩展架 1 的 IOM B

8. 扩展架 2.

9 扩展架 2 的 IOM A

10 扩展架 2 的 IOM B

连接电源线并接通电源(SG6000)

连接网络缆线后，您可以为 SG6000-CN 控制器以及两个存储控制器或可选扩展架供电。

步骤

1. 确认存储控制器架中的两个控制器均已关闭。

* 电击风险 * —在连接电源线之前，请确保两个存储控制器中每个控制器的电源开关均已关
闭。

2. 如果您有扩展架，请确认两个 IOM 电源开关均已关闭。

* 电击风险 * —在连接电源线之前，请确保每个扩展架的两个电源开关均已关闭。

3. 将电源线连接到 SG6000-CN 控制器中的两个电源设备中的每个设备。

4. 将这两条电源线连接到机柜或机架中的两个不同配电单元（ PDU ）。

5. 将电源线连接到存储控制器架中的两个电源设备中的每个设备。

6. 如果您有扩展架，请分别为每个扩展架中的两个电源设备连接一根电源线。

7. 将每个存储架（包括可选扩展架）中的两条电源线连接到机柜或机架中的两个不同 PDU 。

8. 如果 SG6000-CN 控制器正面的电源按钮当前未呈蓝色亮起，请按此按钮打开控制器的电源。
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在启动过程中，请勿再次按电源按钮。

9. 打开存储控制器架背面的两个电源开关。如果您有扩展架，请打开每个架的两个电源开关。

◦ 请勿在启动过程中关闭电源开关。

◦ 首次启动时，存储控制器架和可选扩展架中的风扇可能会发出很大的声音。启动期间发出较大的噪音是
正常的。

10. 组件启动后，请检查其状态。

◦ 检查每个存储控制器背面的七段显示。有关详细信息，请参见有关查看启动状态代码的文章。

◦ 验证 SG6000-CN 控制器正面的电源按钮是否亮起。

11. 如果发生错误，请更正任何问题。

12. 将前挡板连接到SG6000-CN控制器。

相关信息

"查看SG6000存储控制器的启动状态代码"

"查看SG6000-CN控制器上的状态指示灯和按钮"

"将SG6000-CN控制器重新安装到机柜或机架中"

查看SG6000-CN控制器上的状态指示灯和按钮

SG6000-CN 控制器包含一些指示灯，可帮助您确定控制器的状态，其中包括以下指示灯
和按钮。

显示 Description

1. 电源按钮 • 蓝色：控制器已启动。

• off ：控制器已关闭。

2. 重置按钮 无指示符 _

使用此按钮可对控制器执行硬重
置。
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显示 Description

3. 识别按钮 • 闪烁或稳定蓝色：标识机柜或机
架中的控制器。

• off ：无法在机柜或机架中直观
地识别控制器。

此按钮可以设置为闪烁，打开（稳
定）或关闭。

4. 警报 LED • 琥珀色：发生错误。

• 注： * 要查看启动和错误代码，
您必须访问 BMC 界面。

• off ：不存在任何错误。

常规启动代码

在启动期间或在对 SG6000-CN 控制器进行硬重置后，将发生以下情况：

1. 基板管理控制器（ BMC ）会记录启动顺序的代码，包括发生的任何错误。

2. 电源按钮将亮起。

3. 如果在启动期间发生任何错误，警报 LED 将亮起。

要查看启动和错误代码，您必须访问 BMC 界面。

相关信息

"对硬件安装进行故障排除"

"配置BMC接口"

"打开SG6000-CN控制器的电源并验证操作"

查看SG6000存储控制器的启动状态代码

每个存储控制器都有一个七段显示器，可在控制器启动时提供状态代码。E2800 控制器和
EF570 控制器的状态代码相同。

关于此任务

有关这些代码的说明，请参见适用于您的存储控制器类型的 E 系列系统监控信息。

步骤

1. 在启动期间，通过查看每个存储控制器的七段显示器上显示的代码来监控进度。

每个存储控制器上的七段显示重复顺序为*操作系统*、* SD 、 *blank 指示控制器正在执行每日开始处理。

2. 控制器启动后，确认每个存储控制器显示 99 ，这是 E 系列控制器架的默认 ID 。
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确保此值显示在两个存储控制器上，如本示例 E2800 控制器所示。

3. 如果一个或两个控制器显示其他值、请参见有关对硬件安装进行故障排除的信息、并确认您已正确完成安装
步骤。如果无法解决此问题，请联系技术支持。

相关信息

"《 E5700 和 E2800 系统监控指南》"

"对硬件安装进行故障排除"

"NetApp 支持"

"打开SG6000-CN控制器的电源并验证操作"

配置硬件

为设备接通电源后，您必须配置 StorageGRID 要使用的网络连接。您必须配置 SANtricity

系统管理器，该软件将用于监控控制器架中的存储控制器和其他硬件。此外，还必须确保
可以访问 SG6000-CN 控制器的 BMC 接口。

步骤

• "配置StorageGRID 连接"

• "访问和配置SANtricity 系统管理器"

• "配置BMC接口"

• "可选：启用节点加密"

• "可选：更改RAID模式(仅限SG6000)"

• "可选：重新映射设备的网络端口"

配置StorageGRID 连接

在将 StorageGRID 设备部署为 StorageGRID 系统中的存储节点之前，您必须配置设备与
计划使用的网络之间的连接。您可以通过浏览到 StorageGRID 设备安装程序来配置网络连
接，该安装程序预安装在 SG6000-CN 控制器（计算控制器）上。

步骤

• "访问StorageGRID 设备安装程序"

• "验证和升级StorageGRID 设备安装程序版本"
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• "配置网络链路(SG6000)"

• "配置StorageGRID IP地址"

• "验证网络连接"

• "验证端口级别的网络连接"

访问StorageGRID 设备安装程序

您必须访问 StorageGRID 设备安装程序以验证安装程序版本，并配置设备与三个
StorageGRID 网络之间的连接：网格网络，管理网络（可选）和客户端网络（可选）。

您需要的内容

• 您正在使用可以连接到 StorageGRID 管理网络的任何管理客户端，或者您使用的是服务笔记本电脑。

• 客户端或服务笔记本电脑具有受支持的 Web 浏览器。

• SG6000-CN 控制器连接到您计划使用的所有 StorageGRID 网络。

• 您知道这些网络上 SG6000-CN 控制器的 IP 地址，网关和子网。

• 您已配置计划使用的网络交换机。

关于此任务

要首次访问 StorageGRID 设备安装程序，您可以使用为 SG6000-CN 控制器上的管理网络端口分配的 DHCP IP

地址（假设控制器已连接到管理网络），也可以将服务笔记本电脑直接连接到 SG6000-CN 控制器。

步骤

1. 如果可能，请使用 SG6000-CN 控制器上管理网络端口的 DHCP 地址来访问 StorageGRID 设备安装程序。

a. 找到 SG6000-CN 控制器正面的 MAC 地址标签，并确定管理网络端口的 MAC 地址。

MAC 地址标签列出了 BMC 管理端口的 MAC 地址。

要确定管理网络端口的 MAC 地址，必须在标签上的十六进制数字中添加 * 。 2 例如，如果标签上的
MAC 地址以 *09 结尾，则管理端口的 MAC 地址将以 0B 结尾。如果标签上的 MAC 地址以 * （ y ）
FF* 结尾，则管理端口的 MAC 地址将以 * （ y+1 ） 01* 结尾。您可以通过在 Windows 中打开
Calculator ，将其设置为程序编程模式，选择十六进制，键入 MAC 地址，然后键入 * + 2 =* 来轻松进行
计算。

b. 向网络管理员提供 MAC 地址，以便他们可以在管理网络上查找设备的 DHCP 地址。

c. 在客户端中、输入StorageGRID 设备安装程序的以下URL：+

https://Appliance_Controller_IP:8443

适用于 SG6000-CN_Controller_IP、请使用DHCP地址。

d. 如果系统提示您显示安全警报，请使用浏览器的安装向导查看并安装证书。

下次访问此 URL 时，不会显示此警报。
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此时将显示 StorageGRID 设备安装程序主页页面。首次访问此页面时显示的信息和消息取决于设备当前
与 StorageGRID 网络的连接方式。可能会显示错误消息，这些消息将在后续步骤中解决。

2. 如果无法使用 DHCP 获取 IP 地址，则可以使用链路本地连接。

a. 使用以太网缆线将服务笔记本电脑直接连接到 SG6000-CN 控制器上最右侧的 RJ-45 端口。
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b. 在服务笔记本电脑上打开 Web 浏览器。

c. 输入StorageGRID 设备安装程序的URL：+ https://169.254.0.1:8443

此时将显示 StorageGRID 设备安装程序主页页面。首次访问此页面时显示的信息和消息取决于设备当前
的连接方式。

如果无法通过链路本地连接访问主页页面、请将服务笔记本电脑IP地址配置为
169.254.0.2、然后重试。

完成后

访问 StorageGRID 设备安装程序后：

• 验证设备上的 StorageGRID 设备安装程序版本是否与 StorageGRID 系统上安装的软件版本匹配。如有必要
，请升级 StorageGRID 设备安装程序。

"验证和升级StorageGRID 设备安装程序版本"

• 查看 StorageGRID 设备安装程序主页页面上显示的所有消息，并根据需要配置链路配置和 IP 配置。

相关信息

"Web 浏览器要求"

验证和升级StorageGRID 设备安装程序版本

设备上的 StorageGRID 设备安装程序版本必须与 StorageGRID 系统上安装的软件版本匹
配，以确保所有 StorageGRID 功能均受支持。

您需要的内容

您已访问 StorageGRID 设备安装程序。

关于此任务

StorageGRID 设备出厂时预安装了 StorageGRID 设备安装程序。如果要将设备添加到最近升级的
StorageGRID 系统，则可能需要先手动升级 StorageGRID 设备安装程序，然后再将设备安装为新节点。

升级到新的 StorageGRID 版本时， StorageGRID 设备安装程序会自动升级。您无需升级已安装设备节点上的
StorageGRID 设备安装程序。只有在安装包含早期版本的 StorageGRID 设备安装程序的设备时，才需要此操作
步骤 。

步骤

1. 从 StorageGRID 设备安装程序中，选择 * 高级 * > * 升级固件 * 。

2. 将当前固件版本与StorageGRID 系统上安装的软件版本进行比较(从网格管理器中选择*帮助*>*关于*)。

两个版本中的第二位数字应匹配。例如、如果您的StorageGRID 系统运行的是11.* 5*。x.y、
则StorageGRID 设备安装程序版本应为3.* 5*。z。

3. 如果设备安装了 StorageGRID 设备安装程序的低级版本，请转到 StorageGRID 的 "NetApp 下载 " 页面。

"NetApp 下载： StorageGRID"
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使用您的 NetApp 帐户的用户名和密码登录。

4. 下载适当版本的 * StorageGRID Appliances * 支持文件以及相应的校验和文件。

StorageGRID 设备的支持文件为 .zip 归档、其中包含所有StorageGRID 设备型号的当前和先前固件版
本、位于每种控制器类型的子目录中。

下载StorageGRID 设备的支持文件后、解压缩 .zip 归档并查看README文件、了解有关安
装StorageGRID 设备安装程序的重要信息。

5. 按照 StorageGRID 设备安装程序的 " 升级固件 " 页面上的说明执行以下步骤：

a. 上传适用于您的控制器类型的相应支持文件（固件映像）和校验和文件。

b. 升级非活动分区。

c. 重新启动和交换分区。

d. 升级第二个分区。

相关信息

"访问StorageGRID 设备安装程序"

配置网络链路(SG6000)

您可以为用于将设备连接到网格网络，客户端网络和管理网络的端口配置网络链路。您可
以设置链路速度以及端口和网络绑定模式。

您需要的内容

如果要克隆设备节点，请为源设备节点使用的所有链路配置目标设备的网络链路。

如果您计划使用 25 GbE 链路速度：

• 您正在使用 SFP28 双轴缆线，或者已在计划使用的网络端口中安装 SFP28 收发器。

• 您已将网络端口连接到可支持这些功能的交换机。

• 您了解如何配置交换机以使用此较高的速度。

如果您计划使用聚合端口绑定模式， LACP 网络绑定模式或 VLAN 标记：

• 您已将设备上的网络端口连接到可支持 VLAN 和 LACP 的交换机。

• 如果多个交换机参与 LACP 绑定，则这些交换机支持多机箱链路聚合组（ MLAG ）或等效项。

• 您了解如何将交换机配置为使用 VLAN ， LACP 和 MLAG 或等效项。

• 您知道要用于每个网络的唯一 VLAN 标记。此 VLAN 标记将添加到每个网络数据包中，以确保网络流量路由
到正确的网络。

关于此任务

此图显示了四个网络端口在固定端口绑定模式下的绑定方式（默认配置）。
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哪些端口已绑定

C 如果使用此网络，则端口 1 和 3 将绑定到客户端网络。

g 网格网络的端口 2 和 4 绑定在一起。

此图显示了四个网络端口在聚合端口绑定模式下的绑定方式。

哪些端口已绑定

1. 所有四个端口都分组在一个 LACP 绑定中，从而允许所有端口用于网格网络和客户端网络流
量。

下表总结了用于配置四个网络端口的选项。默认设置以粗体显示。只有在要使用非默认设置时，才需要在链路配
置页面上配置设置。

• * 固定（默认）端口绑定模式 *

网络绑定模式 客户端网络已禁用（默认） 已启用客户端网络

主动备份(默
认)

• 端口 2 和 4 对网格网络使用主动备份绑
定。

• 不使用端口 1 和 3 。

• VLAN 标记是可选的。

• 端口 2 和 4 对网格网络使用主动备份绑
定。

• 端口 1 和 3 对客户端网络使用主动备份
绑定。

• 为了方便网络管理员，可以为两个网络指
定 VLAN 标记。

LACP （
802.3ad ）

• 端口 2 和 4 对网格网络使用 LACP 绑
定。

• 不使用端口 1 和 3 。

• VLAN 标记是可选的。

• 端口 2 和 4 对网格网络使用 LACP 绑
定。

• 端口 1 和 3 对客户端网络使用 LACP 绑
定。

• 为了方便网络管理员，可以为两个网络指
定 VLAN 标记。
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• * 聚合端口绑定模式 *

网络绑定模式 客户端网络已禁用（默认） 已启用客户端网络

仅 LACP （
802.3ad ）

• 端口 1-4 对网格网络使用一个 LACP 绑
定。

• 一个 VLAN 标记用于标识网格网络数据
包。

• 端口 1-4 对网格网络和客户端网络使用一
个 LACP 绑定。

• 通过两个 VLAN 标记，可以将网格网络
数据包与客户端网络数据包隔离。

有关端口绑定和网络绑定模式的详细信息、请参见"`SG6000-CN控制器的网络端口连接`"。

此图显示了 SG6000-CN 控制器上的两个 1-GbE 管理端口如何在管理网络的主动备份网络绑定模式下绑定。

步骤

1. 在 StorageGRID 设备安装程序中，单击 * 配置网络连接 * > * 链路配置 * 。

" 网络链路配置 " 页面显示设备示意图，其中包含编号为的网络和管理端口。

链路状态表列出了已编号端口的链路状态（启动 / 关闭）和速度（ 1/25/40/100 Gbps ）。
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首次访问此页面时：

◦ * 链路速度 * 设置为 * 10GbE 。

◦ * 端口绑定模式 * 设置为 * 固定 * 。

◦ 对于网格网络， * 网络绑定模式 * 设置为 * 主动备份 * 。

◦ 此时将启用 * 管理网络 * ，并将网络绑定模式设置为 * 独立 * 。

◦ 已禁用 * 客户端网络 * 。
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2. 如果您计划对网络端口使用25 GbE链路速度、请从链路速度下拉列表中选择* 25 GbE*。

您用于网格网络和客户端网络的网络交换机也必须支持此速度并为此速度进行配置。您必须使用 SFP28 双
轴缆线或光缆和 SFP28 收发器。

3. 启用或禁用计划使用的 StorageGRID 网络。

网格网络为必填项。您不能禁用此网络。
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a. 如果设备未连接到管理网络，请取消选中管理网络的 * 启用网络 * 复选框。

b. 如果设备已连接到客户端网络，请选中客户端网络的 * 启用网络 * 复选框。

此时将显示网络端口的客户端网络设置。

4. 请参见表，并配置端口绑定模式和网络绑定模式。

此示例显示：

◦ 为网格和客户端网络选择了 * 聚合 * 和 * LACP * 。您必须为每个网络指定唯一的 VLAN 标记。您可以选
择 0 到 4095 之间的值。

◦ 已为管理网络选择 * 主动备份 * 。
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5. 对所做的选择感到满意后，单击 * 保存 * 。

如果更改了所连接的网络或链路，则可能会断开连接。如果1分钟内未重新连接、请使用分配
给StorageGRID 设备的其他IP地址之一重新输入此设备安装程序的URL：+

https://SG6000-CN_Controller_IP:8443

相关信息

"SG6000-CN控制器的端口绑定模式"

"配置StorageGRID IP地址"

配置StorageGRID IP地址

您可以使用 StorageGRID 设备安装程序在 StorageGRID 网格，管理和客户端网络上配置
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设备存储节点所使用的 IP 地址和路由信息。

关于此任务

您必须为每个已连接网络上的设备分配一个静态 IP ，或者为 DHCP 服务器上的地址分配一个永久租约。

如果要更改链路配置、请参见有关更改SG6000-CN控制器的链路配置的说明。

步骤

1. 在 StorageGRID 设备安装程序中，选择 * 配置网络连接 * > * IP 配置 * 。

此时将显示 "IP Configuration" 页面。

2. 要配置网格网络，请在页面的 * 网格网络 * 部分中选择 * 静态 * 或 * DHCP * 。
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3. 如果选择 * 静态 * ，请按照以下步骤配置网格网络：

a. 使用 CIDR 表示法输入静态 IPv4 地址。

b. 输入网关。

如果您的网络没有网关，请重新输入相同的静态 IPv4 地址。

c. 如果要使用巨型帧，请将 MTU 字段更改为适用于巨型帧的值，例如 9000 。否则，请保留默认值 1500
。

网络的 MTU 值必须与节点所连接的交换机端口上配置的值匹配。否则，可能会发生网络
性能问题或数据包丢失。

为了获得最佳网络性能，应在所有节点的网格网络接口上配置类似的 MTU 值。如果网格
网络在各个节点上的 MTU 设置有明显差异，则会触发 * 网格网络 MTU 不匹配 * 警报。
并非所有网络类型的 MTU 值都相同。

d. 单击 * 保存 * 。

更改 IP 地址时，网关和子网列表可能也会发生更改。

如果与 StorageGRID 设备安装程序的连接断开，请使用您刚刚分配的新静态 IP 地址重新输入 URL 。例

如、+ https://services_appliance_IP:8443

e. 确认网格网络子网列表正确无误。

如果您有网格子网，则需要网格网络网关。指定的所有网格子网都必须可通过此网关访问。启动
StorageGRID 安装时，还必须在主管理节点上的网格网络子网列表中定义这些网格网络子网。

未列出默认路由。如果未启用客户端网络，则默认路由将使用网格网络网关。

▪ 要添加子网，请单击插入图标  最后一个条目右侧。

▪ 要删除未使用的子网，请单击删除图标 。

f. 单击 * 保存 * 。

4. 如果选择了 * DHCP * ，请按照以下步骤配置网格网络：

a. 选择 * DHCP * 单选按钮后，单击 * 保存 * 。

系统会自动填充 * IPv4 地址 * ， * 网关 * 和 * 子网 * 字段。如果 DHCP 服务器设置为分配 MTU 值，则
* MTU * 字段将填充该值，并且该字段将变为只读。

您的 Web 浏览器会自动重定向到 StorageGRID 设备安装程序的新 IP 地址。

b. 确认网格网络子网列表正确无误。

如果您有网格子网，则需要网格网络网关。指定的所有网格子网都必须可通过此网关访问。启动
StorageGRID 安装时，还必须在主管理节点上的网格网络子网列表中定义这些网格网络子网。

未列出默认路由。如果未启用客户端网络，则默认路由将使用网格网络网关。

56



▪ 要添加子网，请单击插入图标  最后一个条目右侧。

▪ 要删除未使用的子网，请单击删除图标 。

c. 如果要使用巨型帧，请将 MTU 字段更改为适用于巨型帧的值，例如 9000 。否则，请保留默认值 1500
。

网络的 MTU 值必须与节点所连接的交换机端口上配置的值匹配。否则，可能会发生网络
性能问题或数据包丢失。

为了获得最佳网络性能，应在所有节点的网格网络接口上配置类似的 MTU 值。如果网格网络
在各个节点上的 MTU 设置有明显差异，则会触发 * 网格网络 MTU 不匹配 * 警报。并非所有
网络类型的 MTU 值都相同。

a. 单击 * 保存 * 。

5. 要配置管理网络，请在页面的 * 管理网络 * 部分中选择 * 静态 * 或 * DHCP * 。

要配置管理网络，必须在链路配置页面上启用管理网络。

6. 如果选择 * 静态 * ，请按照以下步骤配置管理网络：

a. 使用 CIDR 表示法为设备上的管理端口 1 输入静态 IPv4 地址。

管理端口 1 位于设备右端的两个 1-GbE RJ45 端口的左侧。
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b. 输入网关。

如果您的网络没有网关，请重新输入相同的静态 IPv4 地址。

c. 如果要使用巨型帧，请将 MTU 字段更改为适用于巨型帧的值，例如 9000 。否则，请保留默认值 1500
。

网络的 MTU 值必须与节点所连接的交换机端口上配置的值匹配。否则，可能会发生网络
性能问题或数据包丢失。

d. 单击 * 保存 * 。

更改 IP 地址时，网关和子网列表可能也会发生更改。

如果与 StorageGRID 设备安装程序的连接断开，请使用您刚刚分配的新静态 IP 地址重新输入 URL 。例

如、+ https://services_appliance:8443

e. 确认管理网络子网列表正确无误。

您必须验证是否可以使用提供的网关访问所有子网。

无法使用默认路由来使用管理网络网关。

▪ 要添加子网，请单击插入图标  最后一个条目右侧。

▪ 要删除未使用的子网，请单击删除图标 。

f. 单击 * 保存 * 。

7. 如果选择了 * DHCP * ，请按照以下步骤配置管理网络：

a. 选择 * DHCP * 单选按钮后，单击 * 保存 * 。

系统会自动填充 * IPv4 地址 * ， * 网关 * 和 * 子网 * 字段。如果 DHCP 服务器设置为分配 MTU 值，则
* MTU * 字段将填充该值，并且该字段将变为只读。

您的 Web 浏览器会自动重定向到 StorageGRID 设备安装程序的新 IP 地址。

b. 确认管理网络子网列表正确无误。

您必须验证是否可以使用提供的网关访问所有子网。

无法使用默认路由来使用管理网络网关。

▪ 要添加子网，请单击插入图标  最后一个条目右侧。

▪ 要删除未使用的子网，请单击删除图标 。

c. 如果要使用巨型帧，请将 MTU 字段更改为适用于巨型帧的值，例如 9000 。否则，请保留默认值 1500
。

网络的 MTU 值必须与节点所连接的交换机端口上配置的值匹配。否则，可能会发生网络
性能问题或数据包丢失。
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d. 单击 * 保存 * 。

8. 要配置客户端网络，请在页面的 * 客户端网络 * 部分中选择 * 静态 * 或 * DHCP * 。

要配置客户端网络，必须在链路配置页面上启用客户端网络。

9. 如果选择 * 静态 * ，请按照以下步骤配置客户端网络：

a. 使用 CIDR 表示法输入静态 IPv4 地址。

b. 单击 * 保存 * 。

c. 确认客户端网络网关的 IP 地址正确无误。

如果启用了客户端网络，则会显示默认路由。默认路由使用客户端网络网关，并且在启用
客户端网络时无法移至其他接口。

d. 如果要使用巨型帧，请将 MTU 字段更改为适用于巨型帧的值，例如 9000 。否则，请保留默认值 1500
。

网络的 MTU 值必须与节点所连接的交换机端口上配置的值匹配。否则，可能会发生网络
性能问题或数据包丢失。

e. 单击 * 保存 * 。

10. 如果选择了 * DHCP * ，请按照以下步骤配置客户端网络：

a. 选择 * DHCP * 单选按钮后，单击 * 保存 * 。
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系统会自动填充 * IPv4 地址 * 和 * 网关 * 字段。如果 DHCP 服务器设置为分配 MTU 值，则 * MTU *

字段将填充该值，并且该字段将变为只读。

您的 Web 浏览器会自动重定向到 StorageGRID 设备安装程序的新 IP 地址。

a. 确认网关是否正确。

如果启用了客户端网络，则会显示默认路由。默认路由使用客户端网络网关，并且在启用
客户端网络时无法移至其他接口。

b. 如果要使用巨型帧，请将 MTU 字段更改为适用于巨型帧的值，例如 9000 。否则，请保留默认值 1500
。

网络的 MTU 值必须与节点所连接的交换机端口上配置的值匹配。否则，可能会发生网络
性能问题或数据包丢失。

相关信息

"更改SG6000-CN控制器的链路配置"

验证网络连接

您应确认可以从设备访问所使用的 StorageGRID 网络。要验证通过网络网关的路由，您应
测试 StorageGRID 设备安装程序与不同子网上的 IP 地址之间的连接。您还可以验证 MTU

设置。

步骤

1. 从 StorageGRID 设备安装程序的菜单栏中，单击 * 配置网络连接 * > * Ping 和 MTU 测试 * 。

此时将显示 Ping 和 MTU 测试页面。

2. 从 * 网络 * 下拉框中，选择要测试的网络：网格，管理员或客户端。
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3. 输入该网络上某个主机的 IPv4 地址或完全限定域名（ FQDN ）。

例如，您可能需要对网络或主管理节点上的网关执行 ping 操作。

4. 或者，选中 * 测试 MTU* 复选框以验证通过网络到目标的整个路径的 MTU 设置。

例如，您可以测试设备节点与其他站点的节点之间的路径。

5. 单击 * 测试连接 * 。

如果网络连接有效，则会显示 "Ping test passed" 消息，并列出 ping 命令输出。

相关信息

"配置网络链路(SG6000)"

"更改MTU设置"

验证端口级别的网络连接

要确保 StorageGRID 设备安装程序与其他节点之间的访问不会受到防火墙的阻碍，请确认
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StorageGRID 设备安装程序可以连接到指定 IP 地址或地址范围内的特定 TCP 端口或端
口集。

关于此任务

使用 StorageGRID 设备安装程序中提供的端口列表，您可以测试设备与网格网络中其他节点之间的连接。

此外，您还可以在管理和客户端网络以及 UDP 端口上测试连接，例如用于外部 NFS 或 DNS 服务器的端口。有
关这些端口的列表，请参见 StorageGRID 网络连接准则中的端口参考。

端口连接表中列出的网格网络端口仅适用于StorageGRID 11.5.0版。要验证每种节点类型的端口
是否正确，您应始终参考适用于您的 StorageGRID 版本的网络连接准则。

步骤

1. 在 StorageGRID 设备安装程序中，单击 * 配置网络连接 * > * 端口连接测试（ nmap ） * 。

此时将显示端口连接测试页面。

端口连接表列出了网格网络上需要 TCP 连接的节点类型。对于每种节点类型，此表列出了设备应可访问的
网格网络端口。

您可以测试表中列出的设备端口与网格网络中的其他节点之间的连接。

2. 从 * 网络 * 下拉列表中，选择要测试的网络： * 网格 * ， * 管理 * 或 * 客户端 * 。

3. 为该网络上的主机指定一个 IPv4 地址范围。

例如，您可能需要探测网络或主管理节点上的网关。

使用连字符指定一个范围，如示例所示。

4. 输入 TCP 端口号，以逗号分隔的端口列表或端口范围。
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5. 单击 * 测试连接 * 。

◦ 如果选定的端口级别网络连接有效，则绿色横幅中会显示 "`Port connectivity test passed` " 消息。nmap

命令输出列在横幅下方。

◦ 如果与远程主机建立了端口级网络连接，但主机未侦听一个或多个选定端口，则黄色横幅中会显示
"`Port connectivity test failed` " 消息。nmap 命令输出列在横幅下方。

主机未侦听的任何远程端口的状态为 "`closed" 。` 例如，当您尝试连接的节点处于预安装状态且
StorageGRID NMS 服务尚未在该节点上运行时，您可能会看到此黄色横幅。
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◦ 如果无法为一个或多个选定端口建立端口级别网络连接，则红色横幅中会显示 "`Port connectivity test

failed` " 消息。nmap 命令输出列在横幅下方。

红色横幅表示已尝试通过 TCP 连接到远程主机上的某个端口，但未向发送方返回任何内容。如果未返回
任何响应，则此端口的状态为 " 已筛选 " ，并且可能会被防火墙阻止。

此外，还会列出带有 "`closed` " 的端口。

相关信息

"网络准则"

访问和配置SANtricity 系统管理器

您可以使用 SANtricity 系统管理器监控存储控制器，存储磁盘和存储控制器架中其他硬件
组件的状态。此外，您还可以为 E 系列 AutoSupport 配置代理，使您能够在不使用管理端
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口的情况下从设备发送 AutoSupport 消息。

步骤

• "设置和访问SANtricity 系统管理器"

• "在SANtricity 系统管理器中查看硬件状态"

• "使用StorageGRID 设备安装程序设置存储控制器的IP地址"

设置和访问SANtricity 系统管理器

您可能需要访问存储控制器上的 SANtricity 系统管理器来监控存储控制器架中的硬件或配
置 E 系列 AutoSupport 。

您需要的内容

• 您正在使用受支持的Web浏览器。

• 要通过网格管理器访问 SANtricity 系统管理器，您必须已安装 StorageGRID ，并且必须具有存储设备管理
员权限或根访问权限。

• 要使用 StorageGRID 设备安装程序访问 SANtricity 系统管理器，您必须具有 SANtricity 系统管理器管理员
用户名和密码。

• 要使用 Web 浏览器直接访问 SANtricity System Manager ，您必须具有 SANtricity System Manager 管理员
用户名和密码。

要使用网格管理器或 StorageGRID 设备安装程序访问 SANtricity 系统管理器，您必须安装
SANtricity 固件 8.70 或更高版本。您可以使用 StorageGRID 设备安装程序并选择 * 帮助 * > * 关
于 * 来检查固件版本。

从网格管理器或设备安装程序访问 SANtricity 系统管理器通常仅用于监控硬件和配置 E 系列
AutoSupport 。SANtricity System Manager 中的许多功能和操作（例如升级固件）不适用于监控
StorageGRID 设备。为避免出现问题，请始终按照适用于您的设备的硬件安装和维护说明进行操
作。

关于此任务

根据您所处的安装和配置过程的阶段，有三种方法可以访问 SANtricity System Manager ：

• 如果此设备尚未部署为 StorageGRID 系统中的节点，则应使用 StorageGRID 设备安装程序中的高级选项
卡。

部署节点后，您将无法再使用 StorageGRID 设备安装程序访问 SANtricity 系统管理器。

• 如果此设备已部署为 StorageGRID 系统中的节点，请使用网格管理器中节点页面上的 SANtricity 系统管理
器选项卡。

• 如果无法使用 StorageGRID 设备安装程序或网格管理器，则可以使用连接到管理端口的 Web 浏览器直接访
问 SANtricity 系统管理器。

此操作步骤 包含首次访问 SANtricity System Manager 的步骤。如果您已设置 SANtricity 系统管理器，请转到 

配置硬件警报 步骤。
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使用网格管理器或 StorageGRID 设备安装程序，您可以访问 SANtricity 系统管理器，而无需配置
或连接设备的管理端口。

您可以使用 SANtricity 系统管理器监控以下内容：

• 存储阵列级别性能， I/O 延迟， CPU 利用率和吞吐量等性能数据

• 硬件组件状态

• 支持的功能包括查看诊断数据

您可以使用 SANtricity 系统管理器配置以下设置：

• 存储控制器架中组件的电子邮件警报， SNMP 警报或系统日志警报

• 存储控制器架中组件的 E 系列 AutoSupport 设置。

有关 E 系列 AutoSupport 的更多详细信息，请参见 E 系列文档中心。

"NetApp E 系列系统文档站点"

• 驱动器安全密钥，用于解锁安全驱动器（如果启用了驱动器安全功能，则需要执行此步骤）

• 用于访问 SANtricity 系统管理器的管理员密码

步骤

1. 执行以下操作之一：

◦ 使用 StorageGRID 设备安装程序并选择 * 高级 * > * SANtricity 系统管理器 *

◦ 使用网格管理器并选择*节点*> appliance Storage Node >* SANtricity 系统管理器*

如果这些选项不可用或未显示登录页面，则必须使用存储控制器的 IP 地址。浏览到存储
控制器IP：+以访问SANtricity System Manager https://Storage_Controller_IP

此时将显示 SANtricity 系统管理器的登录页面。

2. 设置或输入管理员密码。

SANtricity 系统管理器使用一个管理员密码，该密码在所有用户之间共享。

此时将显示设置向导。
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3. 选择 * 取消 * 以关闭向导。

请勿完成 StorageGRID 设备的设置向导。

此时将显示 SANtricity System Manager 主页。

1. 配置硬件警报。
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a. 选择 * 帮助 * 以访问 SANtricity 系统管理器的联机帮助。

b. 使用联机帮助的 * 设置 * > * 警报 * 部分了解警报。

c. 按照 "`如何` " 说明设置电子邮件警报， SNMP 警报或系统日志警报。

2. 管理存储控制器架中组件的 AutoSupport 。

a. 选择 * 帮助 * 以访问 SANtricity 系统管理器的联机帮助。

b. 使用联机帮助的*支持*>*支持中心*部分了解AutoSupport 功能。

c. 按照 "`如何` " 说明管理 AutoSupport 。

有关配置 StorageGRID 代理以在不使用管理端口的情况下发送 E 系列 AutoSupport 消息的具体说明，
请转至 StorageGRID 管理说明并搜索 "E 系列 AutoSupport 的代理设置 " 。

"管理 StorageGRID"

3. 如果为设备启用了驱动器安全功能，请创建并管理安全密钥。

a. 选择 * 帮助 * 以访问 SANtricity 系统管理器的联机帮助。

b. 使用联机帮助的 * 设置 * > * 系统 * > * 安全密钥管理 * 部分了解驱动器安全性。

c. 按照 "`如何` " 说明创建和管理安全密钥。

4. 也可以更改管理员密码。

a. 选择 * 帮助 * 以访问 SANtricity 系统管理器的联机帮助。

b. 使用联机帮助的 * 主页 * > * 存储阵列管理 * 部分了解管理员密码。

c. 按照 "`如何` " 说明更改密码。

相关信息

"Web 浏览器要求"

"使用StorageGRID 设备安装程序设置存储控制器的IP地址"

在SANtricity 系统管理器中查看硬件状态

您可以使用 SANtricity 系统管理器监控和管理存储控制器架中的各个硬件组件，并查看硬
件诊断和环境信息，例如组件温度以及与驱动器相关的问题。

您需要的内容

• 您正在使用受支持的Web浏览器。

• 要通过网格管理器访问 SANtricity 系统管理器，您必须具有存储设备管理员权限或 root 访问权限。

• 要使用 StorageGRID 设备安装程序访问 SANtricity 系统管理器，您必须具有 SANtricity 系统管理器管理员
用户名和密码。

• 要使用 Web 浏览器直接访问 SANtricity System Manager ，您必须具有 SANtricity System Manager 管理员
用户名和密码。

要使用网格管理器或 StorageGRID 设备安装程序访问 SANtricity 系统管理器，您必须安装
SANtricity 固件 8.70 或更高版本。
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从网格管理器或设备安装程序访问 SANtricity 系统管理器通常仅用于监控硬件和配置 E 系列
AutoSupport 。SANtricity System Manager 中的许多功能和操作（例如升级固件）不适用于监控
StorageGRID 设备。为避免出现问题，请始终按照适用于您的设备的硬件安装和维护说明进行操
作。

步骤

1. 访问 SANtricity 系统管理器。

"设置和访问SANtricity 系统管理器"

2. 如果需要，请输入管理员用户名和密码。

3. 单击 * 取消 * 以关闭设置向导并显示 SANtricity 系统管理器主页。

此时将显示 SANtricity System Manager 主页。在 SANtricity 系统管理器中，控制器架称为存储阵列。

4. 查看显示的设备硬件信息，并确认所有硬件组件的状态均为最佳。

a. 单击 * 硬件 * 选项卡。

b. 单击 * 显示磁盘架的背面 * 。
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从磁盘架背面，您可以查看两个存储控制器，每个存储控制器中的电池，两个电源箱，两个风扇箱和扩展架
（如果有）。您还可以查看组件温度。

a. 要查看每个存储控制器的设置，请选择控制器，然后从上下文菜单中选择 * 查看设置 * 。

b. 要查看磁盘架背面其他组件的设置，请选择要查看的组件。

c. 单击 * 显示磁盘架正面 * ，然后选择要查看的组件。

从磁盘架正面，您可以查看存储控制器磁盘架或扩展磁盘架（如果有）的驱动器和驱动器抽盒。

如果需要关注任何组件的状态，请按照 Recovery Guru 中的步骤解决问题描述 或联系技术支持。

使用StorageGRID 设备安装程序设置存储控制器的IP地址

每个存储控制器上的管理端口 1 用于将设备连接到 SANtricity System Manager 的管理网
络。如果无法从 StorageGRID 设备安装程序访问 SANtricity 系统管理器，则必须为每个存
储控制器设置一个静态 IP 地址，以确保不会丢失与控制器架中的硬件和控制器固件的管理
连接。

您需要的内容

• 您正在使用可以连接到 StorageGRID 管理网络的任何管理客户端，或者您使用的是服务笔记本电脑。

• 客户端或服务笔记本电脑具有受支持的 Web 浏览器。

关于此任务

DHCP 分配的地址可以随时更改。为控制器分配静态 IP 地址，以确保一致的可访问性。

只有当您无法通过StorageGRID 设备安装程序(高级>* SANtricity 系统管理器*)或网格管理器(节
点>* SANtricity 系统管理器*)访问SANtricity 系统管理器时、才应遵循此操作步骤。
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步骤

1. 在客户端中、输入StorageGRID 设备安装程序的URL：+ https://Appliance_Controller_IP:8443

适用于 `Appliance_Controller_IP`下、使用任何StorageGRID 网络上设备的IP地址。

此时将显示 StorageGRID 设备安装程序主页页面。

2. 选择 * 配置硬件 * > * 存储控制器网络配置 * 。

此时将显示存储控制器网络配置页面。

3. 根据您的网络配置，对于 IPv4 ， IPv6 或这两者，请选择 * 已启用 * 。

4. 记下自动显示的 IPv4 地址。

DHCP 是为存储控制器管理端口分配 IP 地址的默认方法。

显示 DHCP 值可能需要几分钟的时间。

5. （可选）设置存储控制器管理端口的静态 IP 地址。

您应该为管理端口分配静态 IP ，或者为 DHCP 服务器上的地址分配永久租约。

a. 选择 * 静态 * 。

b. 使用 CIDR 表示法输入 IPv4 地址。

c. 输入默认网关。

d. 单击 * 保存 * 。

应用所做的更改可能需要几分钟的时间。

连接到SANtricity 系统管理器时、您将使用新的静态IP地址作为URL：+

https://Storage_Controller_IP
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配置BMC接口

SG6000-CN 控制器上的基板管理控制器（ Baseboard Management Controller ， BMC ）
的用户界面提供了有关硬件的状态信息，并允许您为 SG6000-CN 控制器配置 SNMP 设置
和其他选项。

步骤

• "更改BMC接口的根密码"

• "设置BMC管理端口的IP地址"

• "访问BMC界面"

• "为SG6000-CN控制器配置SNMP设置"

• "为警报设置电子邮件通知"

更改BMC接口的根密码

为了安全起见，您必须更改 BMC root 用户的密码。

您需要的内容

• 管理客户端正在使用受支持的Web浏览器。

关于此任务

首次安装此设备时、BMC会使用root用户的默认密码 (root/calvin）。您必须更改 root 用户的密码以保护您
的系统。

步骤

1. 在客户端中、输入StorageGRID 设备安装程序的URL：+ https://Appliance_Controller_IP:8443

适用于 `Appliance_Controller_IP`下、使用任何StorageGRID 网络上设备的IP地址。

此时将显示 StorageGRID 设备安装程序主页页面。

2. 选择 * 配置硬件 * > * BMC 配置 * 。

此时将显示 Baseboard Management Controller Configuration 页面。

3. 在提供的两个字段中输入 root 帐户的新密码。
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4. 单击 * 保存 * 。

设置BMC管理端口的IP地址

在访问 BMC 接口之前，您必须为 SG6000-CN 控制器上的 BMC 管理端口配置 IP 地址。

您需要的内容

• 管理客户端正在使用受支持的Web浏览器。

• 您正在使用可连接到 StorageGRID 网络的任何管理客户端。

• BMC 管理端口将连接到您计划使用的管理网络。

关于此任务

出于支持目的， BMC 管理端口允许进行低级硬件访问。

您只能将此端口连接到安全，可信的内部管理网络。如果没有此类网络可用，请保持 BMC 端口
未连接或被阻止，除非技术支持请求 BMC 连接。

步骤

1. 在客户端中、输入StorageGRID 设备安装程序的URL：+ https://SG6000-CN_Controller_IP:8443

适用于 `SG6000-CN_Controller_IP`下、使用任何StorageGRID 网络上设备的IP地址。

此时将显示 StorageGRID 设备安装程序主页页面。

2. 选择 * 配置硬件 * > * BMC 配置 * 。
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此时将显示 Baseboard Management Controller Configuration 页面。

3. 记下自动显示的 IPv4 地址。

DHCP 是为该端口分配 IP 地址的默认方法。

显示 DHCP 值可能需要几分钟的时间。

4. 也可以为 BMC 管理端口设置静态 IP 地址。

您应该为 BMC 管理端口分配静态 IP ，或者为 DHCP 服务器上的地址分配永久租约。

a. 选择 * 静态 * 。

b. 使用 CIDR 表示法输入 IPv4 地址。

c. 输入默认网关。
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d. 单击 * 保存 * 。

应用所做的更改可能需要几分钟的时间。

访问BMC界面

您可以使用 BMC 管理端口的 DHCP 或静态 IP 地址访问 SG6000-CN 控制器上的 BMC 接
口。

您需要的内容

• SG6000-CN 控制器上的 BMC 管理端口将连接到您计划使用的管理网络。

• 管理客户端正在使用受支持的Web浏览器。

步骤

1. 输入BMC接口的URL：+ https://BMC_Port_IP

适用于 `BMC_Port_IP`下、使用DHCP或静态IP地址作为BMC管理端口。

此时将显示 BMC 登录页面。

2. 使用您在更改默认root密码时设置的密码输入root用户名和密码：+ root

password
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3. 选择 * 登录 * 。

此时将显示 BMC 信息板。

4. 或者，也可以选择 * 设置 * > * 用户管理 * 并单击任何 " 已 d " 用户来创建其他用户。

当用户首次登录时，系统可能会提示他们更改密码以提高安全性。

相关信息

"更改BMC接口的根密码"
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为SG6000-CN控制器配置SNMP设置

如果您熟悉为硬件配置 SNMP ，则可以使用 BMC 界面为 SG6000-CN 控制器配置 SNMP

设置。您可以提供安全社区字符串，启用 SNMP 陷阱并最多指定五个 SNMP 目标。

您需要的内容

• 您知道如何访问 BMC 信息板。

• 您在为 SNMPv1-v2c 设备配置 SNMP 设置方面具有经验。

步骤

1. 从 BMC 信息板中，选择 * 设置 * > * SNMP 设置 * 。

2. 在 SNMP 设置页面上，选择 * 启用 SNMP V1/V2 * ，然后提供只读社区字符串和读写社区字符串。

只读社区字符串类似于用户 ID 或密码。您应更改此值，以防止入侵者获取有关网络设置的信息。读写社区
字符串可保护设备免受未经授权的更改。

3. （可选）选择 * 启用陷阱 * ，然后输入所需信息。

使用 IP 地址输入每个 SNMP 陷阱的目标 IP 。不支持完全限定域名。

如果希望 SG6000-CN 控制器在 SNMP 控制台处于异常状态时立即向其发送通知，请启用陷阱。陷阱可能
指示各种组件的硬件故障或超出温度阈值。

4. 或者，也可以单击 * 发送测试陷阱 * 来测试您的设置。

5. 如果设置正确，请单击 * 保存 * 。

为警报设置电子邮件通知

如果您希望在发生警报时发送电子邮件通知，则必须使用 BMC 界面配置 SMTP 设置，用
户， LAN 目标，警报策略和事件筛选器。

您需要的内容

您知道如何访问 BMC 信息板。

关于此任务

在 BMC 界面中，您可以使用设置页面上的 * SMTP 设置 * ， * 用户管理 * 和 * 平台事件筛选器 * 选项来配置电
子邮件通知。
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步骤

1. 配置 SMTP 设置。

a. 选择 * 设置 * > * SMTP 设置 * 。

b. 对于发件人电子邮件 ID ，请输入有效的电子邮件地址。

此电子邮件地址在 BMC 发送电子邮件时作为发件人地址提供。

2. 设置用户以接收警报。

a. 从 BMC 信息板中，选择 * 设置 * > * 用户管理 * 。

b. 至少添加一个用户以接收警报通知。

您为用户配置的电子邮件地址是 BMC 向其发送警报通知的地址。例如，您可以添加一个通用用户，例
如 "`notification -user ，` " ，并使用技术支持团队 Email发送名单 的电子邮件地址。

3. 配置警报的 LAN 目标。

a. 选择 * 设置 * > * 平台事件筛选器 * > * LAN 目标 * 。

b. 至少配置一个 LAN 目标。

▪ 选择 * 电子邮件 * 作为目标类型。

▪ 对于 BMC 用户名，请选择先前添加的用户名。

▪ 如果您添加了多个用户并希望所有用户都接收通知电子邮件，则必须为每个用户添加一个 LAN 目
标。

c. 发送测试警报。

4. 配置警报策略，以便定义 BMC 发送警报的时间和位置。

a. 选择 * 设置 * > * 平台事件筛选器 * > * 警报策略 * 。

b. 为每个 LAN 目标至少配置一个警报策略。

▪ 对于策略组编号，请选择 * 。 1

▪ 对于策略操作，选择 * 始终向此目标发送警报 * 。

▪ 对于 LAN 通道，选择 * 1 * 。

▪ 在目标选择器中，选择策略的 LAN 目标。
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5. 配置事件筛选器以将不同事件类型的警报定向到相应的用户。

a. 选择 * 设置 * > * 平台事件筛选器 * > * 事件筛选器 * 。

b. 对于警报策略组编号，输入 * 1 * 。

c. 为要通知警报策略组的每个事件创建筛选器。

▪ 您可以为电源操作，特定传感器事件或所有事件创建事件筛选器。

▪ 如果不确定要监控哪些事件，请选择 "Sensor Type" （传感器类型）为 "All 传感器 " （所有传感器）
* ，并选择 "Event Options" （事件选项）为 "All Events" （所有事件）。如果收到不需要的通知，您
可以稍后更改所做的选择。

可选：启用节点加密

如果启用了节点加密，则可以通过安全密钥管理服务器（ KMS ）加密来保护设备中的磁
盘，防止物理丢失或从站点中删除。您必须在设备安装期间选择并启用节点加密，并且在
KMS 加密过程开始后，不能取消选择节点加密。

您需要的内容

查看有关管理 StorageGRID 的说明中有关 KMS 的信息。

关于此任务

启用了节点加密的设备将连接到为 StorageGRID 站点配置的外部密钥管理服务器（ KMS ）。每个 KMS （或
KMS 集群）负责管理站点上所有设备节点的加密密钥。这些密钥对启用了节点加密的设备中每个磁盘上的数据
进行加密和解密。

可以在 StorageGRID 中安装 KMS 之前或之后在网格管理器中设置此设备。有关更多详细信息，请参见管理
StorageGRID 的说明中有关 KMS 和设备配置的信息。

• 如果在安装设备之前设置了 KMS ，则在设备上启用节点加密并将其添加到配置了 KMS 的 StorageGRID 站
点时， KMS 控制的加密将开始。

• 如果在安装此设备之前未设置 KMS ，则在为包含此设备节点的站点配置了 KMS 并可使用此 KMS 后，将对
启用了节点加密的每个设备执行 KMS 控制的加密。

启用了节点加密的设备连接到已配置的KMS之前存在的任何数据都将使用不安全的临时密钥进行
加密。除非将密钥设置为 KMS 提供的值，否则设备不会受到删除或被盗的保护。

如果没有对磁盘进行解密所需的 KMS 密钥，则无法检索设备上的数据，并且数据实际上会丢失。如果无法从
KMS 中检索到解密密钥，则会出现这种情况。如果客户清除 KMS 配置， KMS 密钥过期，与 KMS 的连接断开
或从安装了 KMS 密钥的 StorageGRID 系统中删除设备，则无法访问此密钥。

步骤

1. 打开浏览器，然后输入设备计算控制器的 IP 地址之一。

https://Controller_IP:8443

Controller_IP 是三个StorageGRID 网络中任何一个网络上计算控制器(而不是存储控制器)的IP地址。

此时将显示 StorageGRID 设备安装程序主页页面。
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使用 KMS 密钥对设备加密后，如果不使用相同的 KMS 密钥，则无法对设备磁盘进行解密。

2. 选择 * 配置硬件 * > * 节点加密 * 。

3. 选择 * 启用节点加密 * 。

您可以取消选择*启用节点加密*而不会丢失数据、直到选择*保存*、并且设备节点访问StorageGRID 系统中
的KMS加密密钥并开始磁盘加密为止。安装设备后，您无法禁用节点加密。

将启用了节点加密的设备添加到具有 KMS 的 StorageGRID 站点后，您无法停止对此节点使
用 KMS 加密。

4. 选择 * 保存 * 。

5. 将设备部署为 StorageGRID 系统中的节点。

当设备访问为 StorageGRID 站点配置的 KMS 密钥时，便会开始使用由 KMS 控制的加密。安装程序会在
KMS 加密过程中显示进度消息，此过程可能需要几分钟时间，具体取决于设备中的磁盘卷数。

设备最初会配置一个随机的非 KMS 加密密钥，该密钥会分配给每个磁盘卷。磁盘会使用此临
时加密密钥进行加密，这种加密密钥不安全，直到启用了节点加密的设备访问为
StorageGRID 站点配置的 KMS 密钥为止。

完成后

您可以查看节点加密状态， KMS 详细信息以及设备节点处于维护模式时正在使用的证书。

相关信息

"管理 StorageGRID"

"在维护模式下监控节点加密"

可选：更改RAID模式(仅限SG6000)

您可以在设备上更改为其他 RAID 模式，以满足存储和恢复要求。您只能在部署设备存储
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节点之前更改此模式。

您需要的内容

• 您正在使用可以连接到 StorageGRID 的任何客户端。

• 客户端具有受支持的Web浏览器。

关于此任务

在将设备部署为存储节点之前，您可以选择以下卷配置选项之一：

• * DDP * ：此模式每八个数据驱动器使用两个奇偶校验驱动器。这是所有设备的默认和建议模式。与 RAID6

相比， DDP 可提高系统性能，缩短驱动器发生故障后的重建时间，并简化管理。DDP 还可在 60 驱动器设
备中提供抽盒丢失保护。

• * DDP16* ：此模式每 16 个数据驱动器使用两个奇偶校验驱动器，因此与 DDP 相比，存储效率更高。与
RAID6 相比， DDP16 可提高系统性能，缩短驱动器故障后的重建时间，简化管理并提供同等的存储效率。
要使用 DDP16 模式，您的配置必须至少包含 20 个驱动器。DDP16 不提供抽盒丢失保护。

• * RAID6* ：此模式每 16 个或更多数据驱动器使用两个奇偶校验驱动器。要使用 RAID 6 模式，您的配置必
须至少包含 20 个驱动器。虽然与 DDP 相比， RAID6 可以提高设备的存储效率，但不建议在大多数
StorageGRID 环境中使用。

如果已配置任何卷或先前已安装 StorageGRID ，则更改 RAID 模式会删除和更换这些卷。这些卷
上的所有数据都将丢失。

步骤

1. 打开浏览器，然后输入设备计算控制器的 IP 地址之一。

https://Controller_IP:8443

Controller_IP 是三个StorageGRID 网络中任何一个网络上计算控制器(而不是存储控制器)的IP地址。

此时将显示 StorageGRID 设备安装程序主页页面。

2. 选择 * 高级 * > * RAID 模式 * 。

3. 在 * 配置 RAID 模式 * 页面上，从模式下拉列表中选择所需的 RAID 模式。

4. 单击 * 保存 * 。

相关信息

"NetApp E 系列系统文档站点"

可选：重新映射设备的网络端口

您可能需要将设备存储节点上的内部端口重新映射到不同的外部端口。例如，由于使用了
防火墙问题描述 ，您可能需要重新映射端口。

您需要的内容

• 您先前已访问 StorageGRID 设备安装程序。

• 您尚未配置，也不打算配置负载平衡器端点。
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如果重新映射任何端口，则不能使用相同的端口来配置负载平衡器端点。如果要配置负载平
衡器端点且已重新映射端口、请按照恢复和维护说明中的步骤删除端口重新映射。

步骤

1. 在 StorageGRID 设备安装程序中，单击 * 配置网络连接 * > * 删除端口 * 。

此时将显示 Remap Port 页面。

2. 从 * 网络 * 下拉框中，为要重新映射的端口选择网络：网格，管理员或客户端。

3. 从 * 协议 * 下拉框中，选择 IP 协议： TCP 或 UDP 。

4. 从 * 映射方向 * 下拉框中，选择要为此端口重新映射的流量方向：入站，出站或双向。

5. 对于 * 原始端口 * ，输入要重新映射的端口的编号。

6. 对于 * 映射到端口 * ，请输入要使用的端口编号。

7. 单击 * 添加规则 * 。

此时，新端口映射将添加到表中，重新映射将立即生效。

8. 要删除端口映射，请选择要删除的规则对应的单选按钮，然后单击 * 删除选定规则 * 。

部署设备存储节点

安装和配置存储设备后，您可以将其部署为 StorageGRID 系统中的存储节点。将设备部署
为存储节点时，您可以使用设备上随附的 StorageGRID 设备安装程序。

您需要的内容

• 如果要克隆设备节点，请继续执行恢复和维护过程。

"保持并恢复()"

• 此设备已安装在机架或机柜中，并已连接到您的网络并已启动。

• 已使用 StorageGRID 设备安装程序为此设备配置网络链路， IP 地址和端口重新映射（如果需要）。
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• 您知道分配给设备计算控制器的一个 IP 地址。您可以对任何已连接的 StorageGRID 网络使用此 IP 地址。

• 已部署 StorageGRID 系统的主管理节点。

• StorageGRID 设备安装程序的 IP 配置页面上列出的所有网格网络子网均已在主管理节点上的网格网络子网
列表中定义。

• 您的服务笔记本电脑具有受支持的 Web 浏览器。

关于此任务

每个存储设备都用作一个存储节点。任何设备都可以连接到网格网络，管理网络和客户端网络

要在 StorageGRID 系统中部署设备存储节点，请访问 StorageGRID 设备安装程序并执行以下步骤：

• 您可以指定或确认主管理节点的 IP 地址以及存储节点的名称。

• 您可以开始部署，并等待卷配置完毕并安装软件。

• 当安装暂停完成设备安装任务后，您可以通过登录到网格管理器，批准所有网格节点并完成 StorageGRID

安装和部署过程来恢复安装。

如果您需要一次部署多个设备节点、则可以使用自动执行安装过程 configure-sga.py 设备安
装脚本。

• 如果要执行扩展或恢复操作，请按照相应说明进行操作：

◦ 要将设备存储节点添加到现有 StorageGRID 系统，请参见有关扩展 StorageGRID 系统的说明。

◦ 要在恢复操作中部署设备存储节点，请参见有关恢复和维护的说明。

步骤

1. 打开浏览器，然后输入设备计算控制器的 IP 地址之一。+ https://Controller_IP:8443

此时将显示 StorageGRID 设备安装程序主页页面。
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2. 在 * 主管理节点连接 * 部分中，确定是否需要指定主管理节点的 IP 地址。

如果先前已在此数据中心中安装了其他节点，则 StorageGRID 设备安装程序可以自动发现此 IP 地址，前提
是主管理节点或至少一个配置了 admin_IP 的其他网格节点位于同一子网上。

3. 如果未显示此 IP 地址或您需要更改此 IP 地址，请指定地址：
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选项 Description

手动输入 IP a. 取消选中 * 启用管理节点发现 * 复选框。

b. 手动输入 IP 地址。

c. 单击 * 保存 * 。

d. 等待连接状态，使新 IP 地址准备就绪。

自动发现所有已连接的主管理节点 a. 选中 * 启用管理节点发现 * 复选框。

b. 等待显示发现的 IP 地址列表。

c. 为要部署此设备存储节点的网格选择主管理节
点。

d. 单击 * 保存 * 。

e. 等待连接状态，使新 IP 地址准备就绪。

4. 在 * 节点名称 * 字段中，输入要用于此设备节点的名称，然后单击 * 保存 * 。

节点名称将分配给 StorageGRID 系统中的此设备节点。它显示在网格管理器的节点页面（概述选项卡）
上。如果需要，您可以在批准节点时更改名称。

5. 在*安装*部分中、确认当前状态为"准备开始安装" node name 使用主管理节点进入网格 admin_ip "并启用
了*开始安装*按钮。

如果未启用 * 开始安装 * 按钮，则可能需要更改网络配置或端口设置。有关说明，请参见设备的安装和维护
说明。

如果要将存储节点设备部署为节点克隆目标，请在此停止部署过程，然后继续执行节点克隆
操作步骤 的恢复和维护。+"保持并恢复()"

6. 在 StorageGRID 设备安装程序主页中，单击 * 开始安装 * 。

当前状态将更改为 "`Installation is in progress ，` " ，此时将显示监控器安装页面。

如果需要手动访问监控器安装页面，请单击 * 监控安装 * 。

7. 如果网格包含多个设备存储节点，请对每个设备重复这些步骤。

如果您需要一次部署多个设备存储节点、则可以使用自动执行安装过程 configure-sga.py

设备安装脚本。此脚本仅适用于存储节点。

相关信息

"扩展网格"

"保持并恢复()"
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监控存储设备安装

在安装完成之前， StorageGRID 设备安装程序会提供状态。软件安装完成后，设备将重新
启动。

步骤

1. 要监控安装进度，请单击 * 监控安装 * 。

"Monitor Installation" 页面将显示安装进度。

蓝色状态栏指示当前正在进行的任务。绿色状态条表示已成功完成的任务。

安装程序可确保在先前安装中完成的任务不会重新运行。如果您要重新运行安装，则不需要
重新运行的任何任务都会显示绿色状态条和状态 Skipped 。

2. 查看前两个安装阶段的进度。

◦ 。配置存储 *

在此阶段，安装程序将连接到存储控制器，清除任何现有配置，与 SANtricity 软件通信以配置卷以及配
置主机设置。

◦ 。安装 OS*

在此阶段，安装程序会将 StorageGRID 的基本操作系统映像复制到设备。

3. 继续监控安装进度，直到 * 安装 StorageGRID 网格管理器 * 阶段暂停，并且嵌入式控制台上显示一条消息
，提示您使用网格管理器在管理节点上批准此节点。继续执行下一步。
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4. 转至网格管理器、批准待定存储节点、然后完成StorageGRID 安装过程。

在网格管理器中单击 * 安装 * 后，第 3 阶段完成，第 4 阶段 * 完成安装 * 开始。阶段 4 完成后，控制器将重
新启动。

自动化设备安装和配置

您可以自动安装和配置设备以及配置整个 StorageGRID 系统。

关于此任务

自动化安装和配置对于部署多个 StorageGRID 实例或一个大型复杂的 StorageGRID 实例非常有用。
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要自动执行安装和配置，请使用以下一个或多个选项：

• 创建一个 JSON 文件，用于指定设备的配置设置。使用 StorageGRID 设备安装程序上传 JSON 文件。

您可以使用同一文件配置多个设备。

• 使用StorageGRIDconfigure-sga.py 用于自动配置设备的Python脚本。

• 使用其他 Python 脚本配置整个 StorageGRID 系统的其他组件（ " 网格 " ）。

您可以直接使用 StorageGRID 自动化 Python 脚本，也可以使用它们作为示例，说明如何在您自
己开发的网格部署和配置工具中使用 StorageGRID 安装 REST API 。请参见恢复和维护说明中
有关下载和提取StorageGRID 安装文件的信息。

使用StorageGRID 设备安装程序自动配置设备

您可以使用包含配置信息的 JSON 文件自动配置设备。您可以使用 StorageGRID 设备安
装程序上传文件。

您需要的内容

• 您的设备必须使用与 StorageGRID 11.5 或更高版本兼容的最新固件。

• 您必须使用支持的浏览器连接到要配置的设备上的StorageGRID 设备安装程序。

关于此任务

您可以自动执行设备配置任务，例如配置以下内容：

• 网格网络，管理网络和客户端网络 IP 地址

• BMC 接口

• 网络链路

◦ 端口绑定模式

◦ 网络绑定模式

◦ 链路速度

使用上传的 JSON 文件配置设备通常比在 StorageGRID 设备安装程序中使用多个页面手动执行配置效率更高，
尤其是在需要配置多个节点时。您必须一次应用一个节点的配置文件。

如果有经验的用户希望自动安装和配置其设备、则可以使用 configure-sga.py 脚本。+"使
用configure-sga.py脚本自动安装和配置设备节点"

步骤

1. 使用以下方法之一生成 JSON 文件：

◦ ConfigBuilder 应用程序

"ConfigBuilder.netapp.com"

◦ 。 configure-sga.py 设备配置脚本。您可以从 StorageGRID 设备安装程序（ * 帮助 * > * 设备配置
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脚本 * ）下载此脚本。请参见有关使用 configure-sga.py 脚本自动配置的说明。

"使用configure-sga.py脚本自动安装和配置设备节点"

JSON 文件中的节点名称必须符合以下要求：

◦ 必须是一个有效的主机名，至少包含 1 个字符，并且不超过 32 个字符

◦ 可以使用字母、数字和连字符

◦ 不能以连字符开头或结尾、也不能仅包含数字

请确保 JSON 文件中的节点名称（顶级名称）是唯一的，否则您将无法使用 JSON 文件
配置多个节点。

2. 选择 * 高级 * > * 更新设备配置 * 。

此时将显示更新设备配置页面。

3. 选择包含要上传的配置的 JSON 文件。

a. 选择 * 浏览 * 。

b. 找到并选择文件。

c. 选择 * 打开 * 。

已上传并验证此文件。验证过程完成后，文件名会显示在绿色复选标记旁边。

如果 JSON 文件中的配置包含 "link_config" ， "networks" 或这两者的部分，则可能会断
开与设备的连接。如果 1 分钟内未重新连接，请使用分配给设备的其他 IP 地址之一重新
输入设备 URL 。
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此时将使用 JSON 文件中定义的顶级节点名称填充 * 节点名称 * 下拉列表。

如果文件无效，则文件名将显示为红色，并在黄色横幅中显示一条错误消息。此无效文件不
会应用于此设备。您可以使用 ConfigBuilder 来确保具有有效的 JSON 文件。

4. 从 * 节点名称 * 下拉列表中选择一个节点。

此时将启用 * 应用 JSON 配置 * 按钮。

5. 选择 * 应用 JSON 配置 * 。

此配置将应用于选定节点。

使用configure-sga.py脚本自动安装和配置设备节点

您可以使用 configure-sga.py 用于自动执行StorageGRID 设备节点的许多安装和配置
任务的脚本、包括安装和配置主管理节点。如果要配置大量设备，此脚本可能会很有用。
您也可以使用此脚本生成包含设备配置信息的 JSON 文件。

您需要的内容

• 此设备已安装在机架中，并已连接到您的网络并已启动。

• 已使用 StorageGRID 设备安装程序为主管理节点配置网络链路和 IP 地址。

• 如果要安装主管理节点，则您知道其 IP 地址。

• 如果要安装和配置其他节点，则已部署主管理节点，并且您知道其 IP 地址。

• 对于主管理节点以外的所有节点，已在主管理节点上的网格网络子网列表中定义 StorageGRID 设备安装程
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序的 IP 配置页面上列出的所有网格网络子网。

• 您已下载 configure-sga.py 文件该文件包含在安装归档中，您也可以通过单击 StorageGRID 设备安装
程序中的 * 帮助 * > * 设备安装脚本 * 来访问该文件。

此操作步骤 适用于在使用命令行界面方面具有一定经验的高级用户。或者，您也可以使用
StorageGRID 设备安装程序自动执行配置。+"使用StorageGRID 设备安装程序自动配置设备"

步骤

1. 登录到用于运行 Python 脚本的 Linux 计算机。

2. 要获得有关脚本语法的一般帮助以及查看可用参数列表，请输入以下内容：

configure-sga.py --help

。 configure-sga.py 脚本使用五个子命令：

◦ advanced 用于高级StorageGRID 设备交互、包括BMC配置和创建包含设备当前配置的JSON文件

◦ configure 用于配置RAID模式、节点名称和网络参数

◦ install 开始StorageGRID 安装

◦ monitor 用于监控StorageGRID 安装

◦ reboot 用于重新启动设备

如果输入子命令(高级、配置、安装、监控或重新启动)参数、然后输入 --help 选项您将看到另一个帮助文
本、其中提供了有关该子命令+中可用选项的更多详细信息 configure-sga.py subcommand --help

3. 要确认设备节点的当前配置、请在其中输入以下内容 SGA-install-ip 是设备节点的任一IP地址：+

configure-sga.py configure SGA-INSTALL-IP

结果将显示设备的当前 IP 信息，包括主管理节点的 IP 地址以及有关管理，网格和客户端网络的信息。

Connecting to +https://10.224.2.30:8443+ (Checking version and

connectivity.)

2021/02/25 16:25:11: Performing GET on /api/versions... Received 200

2021/02/25 16:25:11: Performing GET on /api/v2/system-info... Received

200

2021/02/25 16:25:11: Performing GET on /api/v2/admin-connection...

Received 200

2021/02/25 16:25:11: Performing GET on /api/v2/link-config... Received

200

2021/02/25 16:25:11: Performing GET on /api/v2/networks... Received 200

2021/02/25 16:25:11: Performing GET on /api/v2/system-config... Received

200

  StorageGRID Appliance

    Name:        LAB-SGA-2-30
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    Node type:   storage

  StorageGRID primary Admin Node

    IP:        172.16.1.170

    State:     unknown

    Message:   Initializing...

    Version:   Unknown

  Network Link Configuration

    Link Status

          Link      State      Speed (Gbps)

          ----      -----      -----

          1         Up         10

          2         Up         10

          3         Up         10

          4         Up         10

          5         Up         1

          6         Down       N/A

    Link Settings

        Port bond mode:      FIXED

        Link speed:          10GBE

        Grid Network:        ENABLED

            Bonding mode:    active-backup

            VLAN:            novlan

            MAC Addresses:   00:a0:98:59:8e:8a  00:a0:98:59:8e:82

        Admin Network:       ENABLED

            Bonding mode:    no-bond

            MAC Addresses:   00:80:e5:29:70:f4

        Client Network:      ENABLED

            Bonding mode:    active-backup

            VLAN:            novlan

            MAC Addresses:   00:a0:98:59:8e:89  00:a0:98:59:8e:81

  Grid Network

    CIDR:      172.16.2.30/21 (Static)

    MAC:       00:A0:98:59:8E:8A

    Gateway:   172.16.0.1

    Subnets:   172.17.0.0/21

               172.18.0.0/21

               192.168.0.0/21

    MTU:       1500
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  Admin Network

    CIDR:      10.224.2.30/21 (Static)

    MAC:       00:80:E5:29:70:F4

    Gateway:   10.224.0.1

    Subnets:   10.0.0.0/8

               172.19.0.0/16

               172.21.0.0/16

    MTU:       1500

  Client Network

    CIDR:      47.47.2.30/21 (Static)

    MAC:       00:A0:98:59:8E:89

    Gateway:   47.47.0.1

    MTU:       2000

##############################################################

#####   If you are satisfied with this configuration,    #####

##### execute the script with the "install" sub-command. #####

##############################################################

4. 如果需要更改当前配置中的任何值、请使用 configure 用于更新它们的子命令。例如、如果要将设备用于
连接到主管理节点的IP地址更改为 172.16.2.99、输入以下内容：+ configure-sga.py configure

--admin-ip 172.16.2.99 SGA-INSTALL-IP

5. 如果要将设备配置备份到JSON文件、请使用 advanced 和 backup-file 子命令。例如、如果要备份具
有IP地址的设备的配置 SGA-INSTALL-IP 到名为的文件 appliance-SG1000.json、输入以下内容：+

configure-sga.py advanced --backup-file appliance-SG1000.json SGA-INSTALL-IP

包含配置信息的 JSON 文件将写入执行脚本的同一目录。

检查生成的 JSON 文件中的顶级节点名称是否与设备名称匹配。请勿对此文件进行任何更改
，除非您是经验丰富的用户并全面了解 StorageGRID API 。

6. 如果您对设备配置满意、请使用 install 和 monitor 用于安装设备的子命令：+ configure-sga.py

install --monitor SGA-INSTALL-IP

7. 如果要重新启动设备、请输入以下内容：+ configure-sga.py reboot SGA-INSTALL-IP

自动化配置StorageGRID

部署网格节点后，您可以自动配置 StorageGRID 系统。

您需要的内容

• 您可以从安装归档中了解以下文件的位置。

文件名 Description

configure-storagegrid.py 用于自动配置的 Python 脚本
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文件名 Description

configure-storagegrid.sample.json 用于脚本的示例配置文件

configure-storagegrid.blank.json 用于脚本的空配置文件

• 您已创建 configure-storagegrid.json 配置文件。要创建此文件、您可以修改示例配置文件
(configure-storagegrid.sample.json)或空白配置文件 (configure-storagegrid.blank.json
）。

关于此任务

您可以使用 configure-storagegrid.py Python脚本和 configure-storagegrid.json 用于自动配
置StorageGRID 系统的配置文件。

您也可以使用网格管理器或安装 API 配置系统。

步骤

1. 登录到用于运行 Python 脚本的 Linux 计算机。

2. 更改为提取安装归档的目录。

例如：+ cd StorageGRID-Webscale-version/platform

其中： platform 为 debs， rpms`或 `vsphere。

3. 运行 Python 脚本并使用您创建的配置文件。

例如：

./configure-storagegrid.py ./configure-storagegrid.json --start-install

完成后

一个恢复包 .zip 文件将在配置过程中生成、并下载到运行安装和配置过程的目录中。您必须备份恢复软件包文
件，以便在一个或多个网格节点发生故障时恢复 StorageGRID 系统。例如，将其复制到安全的备份网络位置和
安全的云存储位置。

恢复包文件必须受到保护，因为它包含可用于从 StorageGRID 系统获取数据的加密密钥和密码。

如果您指定应生成随机密码、则需要提取 Passwords.txt 归档并查找访问StorageGRID 系统所需的密码。
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######################################################################

##### The StorageGRID "recovery package" has been downloaded as: #####

#####           ./sgws-recovery-package-994078-rev1.zip          #####

#####   Safeguard this file as it will be needed in case of a    #####

#####                 StorageGRID node recovery.                 #####

######################################################################

系统会在显示确认消息时安装并配置 StorageGRID 系统。

StorageGRID has been configured and installed.

安装 REST API 概述

StorageGRID 提供了两个用于执行安装任务的 REST API ： StorageGRID 安装 API 和
StorageGRID 设备安装程序 API 。

这两个 API 都使用 Swagger 开源 API 平台来提供 API 文档。Swagger 允许开发人员和非开发人员在用户界面
中与 API 进行交互，以说明 API 如何响应参数和选项。本文档假定您熟悉标准 Web 技术和 JSON （ JavaScript

对象表示法）数据格式。

使用 API 文档网页执行的任何 API 操作均为实时操作。请注意，不要错误地创建，更新或删除配
置数据或其他数据。

每个 REST API 命令都包括 API 的 URL ， HTTP 操作，任何必需或可选的 URL 参数以及预期的 API 响应。

StorageGRID 安装 API

只有在首次配置 StorageGRID 系统时，以及在需要执行主管理节点恢复时， StorageGRID 安装 API 才可用。
可以从网格管理器通过 HTTPS 访问安装 API 。

要访问 API 文档，请转到主管理节点上的安装网页，然后从菜单栏中选择 * 帮助 * > * API 文档 * 。

StorageGRID 安装 API 包括以下部分：

• config —与 API 的产品版本相关的操作。您可以列出该版本支持的产品版本和主要 API 版本。

• * 网格 * - 网格级配置操作。您可以获取和更新网格设置，包括网格详细信息，网格网络子网，网格密码以及
NTP 和 DNS 服务器 IP 地址。

• "Nodes - 节点级别的配置操作 " 。您可以检索网格节点列表，删除网格节点，配置网格节点，查看网格节点
以及重置网格节点的配置。

• * 配置 * —配置操作。您可以启动配置操作并查看配置操作的状态。

• * 恢复 * —主管理节点恢复操作。您可以重置信息，上传恢复软件包，启动恢复以及查看恢复操作的状态。

• recovery-package —下载恢复软件包的操作。

• * 站点 * —站点级配置操作。您可以创建，查看，删除和修改站点。
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StorageGRID 设备安装程序 API

可以从通过HTTPS访问StorageGRID 设备安装程序API Controller_IP:8443。

要访问 API 文档，请转到设备上的 StorageGRID 设备安装程序，然后从菜单栏中选择 * 帮助 * > * API 文档 * 。

StorageGRID 设备安装程序 API 包括以下部分：

• * 克隆 * —用于配置和控制节点克隆的操作。

• * 加密 * —用于管理加密和查看加密状态的操作。

• * 硬件配置 * —用于在连接的硬件上配置系统设置的操作。

• * 安装 * —用于开始设备安装和监控安装状态的操作。

• * 网络连接 * - 与 StorageGRID 设备的网格，管理和客户端网络配置以及设备端口设置相关的操作。

• * 设置 * —用于帮助初始设备安装设置的操作，包括请求获取有关系统的信息并更新主管理节点 IP 。

• 支持—用于重新启动控制器和获取日志的操作。

• * 升级 * —与升级设备固件相关的操作。

• uploadsg —用于上传 StorageGRID 安装文件的操作。

对硬件安装进行故障排除

如果您在安装期间遇到问题，查看与硬件设置和连接问题相关的故障排除信息可能会很有
帮助。

相关信息

"硬件设置似乎挂起"

"对连接问题进行故障排除"

查看SG6000-CN控制器的启动代码

在为设备接通电源时， BMC 会为 SG6000-CN 控制器记录一系列启动代码。您可以通过
多种方式查看这些代码。

您需要的内容

• 您知道如何访问 BMC 信息板。

• 如果您要使用基于内核的虚拟机(KVM)、则在部署和使用KVM应用程序方面具有丰富的经验。

• 如果您要使用 LAN 上串行（ Serial Over LAN ，故障转移），则具有使用 IPMI 故障转移控制台应用程序的
经验。

步骤

1. 选择以下方法之一以查看设备控制器的启动代码，并收集所需的设备。
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方法 所需设备

VGA 控制台 • 支持 VGA 的显示器

• VGA 缆线

KVM • KVM应用程序

• RJ-45 缆线

串行端口 • DB-9 串行缆线

• 虚拟串行终端

解决 • 虚拟串行终端

2. 如果您使用的是 VGA 控制台，请执行以下步骤：

a. 将支持 VGA 的显示器连接到设备背面的 VGA 端口。

b. 查看监控器上显示的代码。

3. 如果您使用的是 BMC KVM ，请执行以下步骤：

a. 连接到 BMC 管理端口并登录到 BMC Web 界面。

b. 选择 * 远程控制 * 。

c. 启动 KVM 。

d. 在虚拟监控器上查看代码。

4. 如果您使用的是串行端口和终端，请执行以下步骤：

a. 连接到设备背面的 DB-9 串行端口。

b. 使用设置 115200 8-N-1。

c. 查看通过串行终端打印的代码。

5. 如果您使用的是 SOL ，请执行以下步骤：

a. 使用 BMC IP 地址和登录凭据连接到 IPMI SOL 。

ipmitool -I lanplus -H 10.224.3.91 -U root -P calvin sol activate

b. 查看虚拟串行终端上的代码。

6. 使用下表查找您的设备的代码。

代码 表示

您好 主启动脚本已启动。

HP 系统正在检查是否需要更新网络接口卡（ Network

Interface Card ， NIC ）固件。
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代码 表示

RB 应用固件更新后，系统正在重新启动。

FP 硬件子系统固件更新检查已完成。控制器间通信服务
正在启动。

他 仅适用于设备存储节点：

系统正在等待与存储控制器建立连接并与 SANtricity

操作系统同步。

• 注： * 如果启动操作步骤 在此阶段未进展，请执
行以下步骤：

a. 确认 SG6000-CN 控制器与两个存储控制器
之间的四根互连缆线已牢固连接。

b. 根据需要更换一根或多根缆线，然后重试。

c. 如果无法解决问题描述 问题，请联系技术支
持。

HC 系统正在检查现有 StorageGRID 安装数据。

好的 StorageGRID 设备安装程序正在运行。

HA StorageGRID 正在运行。

查看SG6000-CN控制器的错误代码

如果在 SG6000-CN 控制器启动时发生硬件错误，则 BMC 会记录一个错误代码。您可以
根据需要使用 BMC 界面查看这些错误代码，然后与技术支持联系以解决此问题描述 。

您需要的内容

• 您知道如何访问 BMC 信息板。

步骤

1. 从 BMC 信息板中，选择 * BIOS POST Code* 。

2. 查看为当前代码和先前代码显示的信息。

如果显示以下任一错误代码，请与技术支持联系以解决此问题描述 。

代码 表示

0x0E 未找到微代码

0x0F 未加载微代码
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代码 表示

0x50 内存初始化错误。内存类型无效或内存速度不兼容。

0x51 内存初始化错误。SPD 读取失败。

0x52 内存初始化错误。内存大小无效或内存模块不匹配。

0x53 内存初始化错误。未检测到可用内存。

0x54 未指定的内存初始化错误

0x55 未安装内存

0x56 CPU 类型或速度无效

0x57 CPU 不匹配

0x58 CPU 自检失败或可能出现 CPU 缓存错误

0x59 未找到 CPU 微代码或微代码更新失败

0x5A 内部 CPU 错误

0x5B 重置 PPI 不可用

0x5C PEI 阶段 BMC 自检失败

0xD0 CPU 初始化错误

0xD1 北网桥初始化错误

0xD2 南桥初始化错误

0xD3 某些架构协议不可用

0xd4 PCI 资源分配错误。资源不足。

0xD5 原有选项 ROM 没有空间

0xD6 未找到控制台输出设备

0xD7 未找到控制台输入设备
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代码 表示

0xD8 密码无效

0xD9 加载启动选项时出错（ LoadImage 返回错误）

0xDA 启动选项失败（ StartImage 返回错误）

0xDB 闪存更新失败

0xDC 重置协议不可用

0xDD Dxe 阶段 BMC 自检失败

0xE8 MRC ： err_no_memory

0xE9 MRC ： err_lt_lock

0xEA MRC ： err_DDR_init

0xEB MRC ： ERR_MEM_TEST

0xEC MRC ： err_vendor_specific

0xED MRC ： ERR_DIMM_COMPAT

0xEE MRC ： err_MRC_compatibility

0xEF MRC ： err_MRC_struct

0xF0 MRC ： ERR_SET_VDD

0xF1 MRC ： ERR_IOT_MEM_buffer

0xF2 MRC ： err_rc_internal

0xF MRC ： err_invalid_REG_access

0xf4 MRC ： ERR_SET_MC_FRQ

0xf5 MRC ： err_read_mc_fREQ

0x70 MRC ： err_DIMM_channel
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代码 表示

0x74 MRC ： err_smix_check

0xf6 MRC ： err_SMBUS

0xF7 MRC ： ERR_PCU

0xf8. MRC ： err_NGN

0xf9 MRC ： err_interlef_failure

硬件设置似乎挂起

如果硬件故障或布线错误导致存储控制器或 SG6000-CN 控制器无法完成启动处理，则
StorageGRID 设备安装程序可能不可用。

步骤

1. 对于存储控制器，请查看七段显示器上的代码。

在启动期间初始化硬件时，两个七段显示一系列代码。硬件成功启动后、这两个七段显示show 99。

2. 查看 SG6000-CN 控制器上的 LED 以及 BMC 中显示的启动和错误代码。

3. 如果您需要有关解决问题描述 的帮助，请联系技术支持。

相关信息

"查看SG6000存储控制器的启动状态代码"

"《 E5700 和 E2800 系统监控指南》"

"查看SG6000-CN控制器上的状态指示灯和按钮"

"查看SG6000-CN控制器的启动代码"

"查看SG6000-CN控制器的错误代码"

对连接问题进行故障排除

如果您在 StorageGRID 设备安装期间遇到连接问题，应执行列出的更正操作步骤。

无法连接到设备

如果无法连接到设备，则可能存在网络问题描述 ，或者硬件安装可能未成功完成。

步骤

1. 如果无法连接到 SANtricity 系统管理器：
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a. 尝试使用管理网络上任一存储控制器的IP地址对SANtricity System Manager执行ping操作：+ ping

Storage_Controller_IP

b. 如果 ping 未收到任何响应，请确认您使用的 IP 地址正确无误。

使用任一存储控制器上的管理端口 1 的 IP 地址。

c. 如果 IP 地址正确，请检查设备布线和网络设置。

如果无法解决问题描述 问题，请联系技术支持。

d. 如果 ping 成功，请打开 Web 浏览器。

e. 输入SANtricity 系统管理器的URL：+ https://Storage_Controller_IP

此时将显示 SANtricity 系统管理器的登录页面。

2. 如果无法连接到 SG6000-CN 控制器：

a. 尝试使用SG6000-CN控制器的IP地址对设备执行ping操作：+ ping SG6000-CN_Controller_IP

b. 如果 ping 未收到任何响应，请确认您使用的 IP 地址正确无误。

您可以使用网格网络，管理网络或客户端网络上设备的 IP 地址。

c. 如果 IP 地址正确，请检查设备布线， SFP 收发器和网络设置。

如果无法解决问题描述 问题，请联系技术支持。

d. 如果 ping 成功，请打开 Web 浏览器。

e. 输入StorageGRID 设备安装程序的URL：+ https://SG6000-CN_Controller_IP:8443

此时将显示主页页面。

扩展架未显示在设备安装程序中

如果您为 SG6060 安装了扩展架，但这些扩展架未显示在 StorageGRID 设备安装程序中
，则应验证这些磁盘架是否已完全安装并打开电源。

关于此任务

您可以通过在 StorageGRID 设备安装程序中查看以下信息来验证扩展架是否已连接到设备：

• 主页 * 页面包含一条有关扩展架的消息。

• * 高级 * > * RAID 模式 * 页面可通过驱动器数量指示设备是否包含扩展架。例如，在以下屏幕截图中，显示
了两个 SSD 和 178 个 HDD 。包含两个扩展架的 SG6060 总共包含 180 个驱动器。
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如果 StorageGRID 设备安装程序页面未指示存在扩展架，请遵循此操作步骤 。

步骤

1. 确认所有所需的缆线均已牢固连接。

2. 验证是否已打开扩展架的电源。

3. 如果您需要有关解决问题描述 的帮助，请联系技术支持。

相关信息

"SG6060：为可选扩展架布线"

"连接电源线并接通电源(SG6000)"

在StorageGRID 设备安装程序运行时重新启动SG6000-CN控制器

在 StorageGRID 设备安装程序运行期间，您可能需要重新启动 SG6000-CN 控制器。例如
，如果安装失败，您可能需要重新启动控制器。

关于此任务

只有在 SG6000-CN 控制器运行 StorageGRID 设备安装程序时，此操作步骤 才适用。安装完成后，此步骤将不
再起作用，因为 StorageGRID 设备安装程序不再可用。

步骤

1. 在 StorageGRID 设备安装程序中，单击 * 高级 * > * 重新启动控制器 * ，然后选择以下选项之一：

◦ 选择 * 重新启动到 StorageGRID * 以在节点重新加入网格的情况下重新启动控制器。如果您已完成维护
模式下的工作并准备好将节点恢复正常运行，请选择此选项。

◦ 选择 * 重新启动至维护模式 * 以重新启动控制器，同时使节点仍处于维护模式。如果在重新加入网格之
前需要对节点执行其他维护操作、请选择此选
项。
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SG6000-CN 控制器将重新启动。

维护SG6000设备

您可能需要对 SG6000 设备执行维护过程。本节中的过程假定设备已部署为 StorageGRID

系统中的存储节点。

步骤

• "将设备置于维护模式"

• "升级存储控制器上的SANtricity 操作系统"

• "使用SANtricity 系统管理器升级驱动器固件"

• "向已部署的SG6060添加扩展架"

• "打开和关闭控制器标识LED"

• "在数据中心中查找控制器"

• "更换存储控制器"

• "更换存储控制器架中的硬件组件"

• "更换可选60驱动器扩展架中的硬件组件"

• "关闭SG6000-CN控制器"

• "打开SG6000-CN控制器的电源并验证操作"

• "更换SG6000-CN控制器"

• "更换SG6000-CN控制器中的电源"

• "从机柜或机架中删除SG6000-CN控制器"

• "将SG6000-CN控制器重新安装到机柜或机架中"

• "卸下SG6000-CN控制器盖板"

• "重新安装SG6000-CN控制器盖板"

• "更换SG6000-CN控制器中的光纤通道HBA"
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• "更改SG6000-CN控制器的链路配置"

• "更改MTU设置"

• "正在检查DNS服务器配置"

• "在维护模式下监控节点加密"

将设备置于维护模式

在执行特定维护过程之前，您必须将设备置于维护模式。

您需要的内容

• 您必须使用支持的浏览器登录到网格管理器。

• 您必须具有维护或根访问权限。有关详细信息，请参见有关管理 StorageGRID 的说明。

关于此任务

将StorageGRID 设备置于维护模式可能会使此设备无法进行远程访问。

处于维护模式的StorageGRID 设备的密码和主机密钥与该设备运行时的密码和主机密钥保持不
变。

步骤

1. 在网格管理器中、选择*节点*。

2. 从节点页面的树视图中，选择设备存储节点。

3. 选择 * 任务 * 。

4. 选择*维护模式*。

此时将显示确认对话框。
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5. 输入配置密码短语，然后选择 * 确定 * 。

进度条和一系列消息（包括 " 已发送请求 " ， " 正在停止 StorageGRID " 和 " 正在重新启动 " ）表示设备正
在完成进入维护模式的步骤。

设备处于维护模式时，会显示一条确认消息，其中列出了可用于访问 StorageGRID 设备安装程序的 URL 。
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6. 要访问 StorageGRID 设备安装程序，请浏览到显示的任何 URL 。

如果可能，请使用包含设备管理网络端口 IP 地址的 URL 。

访问 https://169.254.0.1:8443 需要直接连接到本地管理端口。

7. 在 StorageGRID 设备安装程序中，确认设备处于维护模式。

8. 执行任何必要的维护任务。

9. 完成维护任务后，退出维护模式并恢复正常节点操作。在 StorageGRID 设备安装程序中，选择 * 高级 * > *

重新启动控制器 * ，然后选择 * 重新启动至 StorageGRID * 。
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设备重新启动并重新加入网格可能需要长达 20 分钟的时间。要确认重新启动已完成且节点已重新加入网格
，请返回网格管理器。"节点"选项卡应显示正常状态  对于设备节点、表示没有处于活动状态的警报、并
且节点已连接到网格。

升级存储控制器上的SANtricity 操作系统

为了确保存储控制器能够以最佳方式运行，您必须升级到适用于您的 StorageGRID 设备的
最新 SANtricity 操作系统维护版本。请参考 NetApp 互操作性表工具（ IMT ）来确定应使
用的版本。如果需要帮助，请联系技术支持。

根据当前安装的 SANtricity OS 版本，使用以下过程之一：

• 如果存储控制器使用的是 SANtricity OS 08.42.20.00 （ 11.42 ）或更高版本，请使用网格管理器执行升级。

"使用网格管理器升级存储控制器上的SANtricity 操作系统"

• 如果存储控制器使用的 SANtricity 操作系统版本早于 08.42.20.00 （ 11.42 ），请使用维护模式执行升级。

"使用维护模式升级存储控制器上的SANtricity 操作系统"

升级存储设备的 SANtricity 操作系统时，必须按照 StorageGRID 文档中的说明进行操作。如果您
使用任何其他说明，则设备可能无法运行。
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相关信息

"NetApp 互操作性表工具"

"NetApp 下载： SANtricity OS"

"监控和放大；故障排除"

使用网格管理器升级存储控制器上的SANtricity 操作系统

对于当前使用 SANtricity OS 08.42.20.00 （ 11.42 ）或更高版本的存储控制器，您必须使
用网格管理器应用升级。

您需要的内容

• 您已查阅 NetApp 互操作性表工具（ IMT ）以确认用于升级的 SANtricity 操作系统版本与您的设备兼容。

• 您必须具有维护权限。

• 您必须使用支持的浏览器登录到网格管理器。

• 您必须具有配置密码短语。

• 您必须有权访问SANtricity 操作系统的NetApp下载页面。

关于此任务

在完成 SANtricity 操作系统升级过程之前，您无法执行其他软件更新（ StorageGRID 软件升级或修补程序）。
如果您尝试在 SANtricity 操作系统升级过程完成之前启动修补程序或 StorageGRID 软件升级，则系统会重定向
到 SANtricity 操作系统升级页面。

只有在将SANtricity 操作系统升级成功应用于所有适用节点之后、操作步骤 才会完成。在每个节点上加
载SANtricity 操作系统可能需要30分钟以上的时间、并且重新启动每个StorageGRID 存储设备可能需要长达90

分钟的时间。

只有在使用网格管理器执行升级时，以下步骤才适用。如果SG6000系列设备中的存储控制器使
用的SANtricity 操作系统早于08.42.20.00 (11.42)、则无法使用网格管理器进行升级。

此操作步骤 会自动将 NVSRAM 升级到与 SANtricity 操作系统升级相关的最新版本。您无需应用
单独的 NVSRAM 升级文件。

步骤

1. 从服务笔记本电脑上、从NetApp 支持站点 下载新的SANtricity 操作系统软件文件。

请务必为设备中的存储控制器选择正确的SANtricity 操作系统版本。SG6060使用E2800控制器、
而SGF6024使用EF570控制器。

"NetApp 下载： SANtricity OS"

2. 使用支持的浏览器登录到网格管理器。

3. 选择*维护*。然后、在菜单的系统部分中、选择*软件更新*。

此时将显示软件更新页面。
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4. 单击* SANtricity OS*。

此时将显示SANtricity OS页面。

5. 选择从 NetApp 支持站点下载的 SANtricity OS 升级文件。

a. 单击 * 浏览 * 。

b. 找到并选择文件。
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c. 单击 * 打开 * 。

已上传并验证此文件。验证过程完成后、文件名将显示在详细信息字段中。

请勿更改文件名，因为它是验证过程的一部分。

6. 输入配置密码短语。

已启用 * 开始 * 按钮。
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7. 单击 * 开始 * 。

此时将显示一个警告框，指出在重新启动已升级的节点上的服务时，浏览器的连接可能会暂时断开。

8. 单击*确定*将SANtricity 操作系统升级文件暂存到主管理节点。

SANtricity 操作系统升级开始时：

a. 运行状况检查已运行。此过程会检查是否没有节点的状态为 "Needs Attention （需要注意） " 。

如果报告了任何错误、请解决这些错误、然后再次单击*启动*。

b. 此时将显示 SANtricity 操作系统升级进度表。此表显示了网格中的所有存储节点以及每个节点的当前升
级阶段。
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此表显示了所有存储节点、包括基于软件的存储节点。您必须批准所有存储节点的升级、
即使SANtricity 操作系统升级对基于软件的存储节点没有影响也是如此。为基于软件的存
储节点返回的升级消息为"`SANtricity OS upgrade is not applicable to this node.`"

9. 或者、也可以按*站点*、名称、进度、*阶段*或*详细信息*按升序或降序对节点列表进行排序。或者，在 * 搜
索 * 框中输入一个术语以搜索特定节点。

您可以使用此部分右下角的左箭头和右箭头滚动浏览节点列表。

10. 批准已准备好添加到升级队列的网格节点。相同类型的已批准节点将一次升级一个。

除非您确定某个设备存储节点已准备好停止并重新启动、否则请勿批准对该节点执
行SANtricity 操作系统升级。在某个节点上批准SANtricity 操作系统升级后、该节点上的服务
将停止。稍后、在升级节点时、设备节点将重新启动。对于与节点通信的客户端，这些操作
可能会导致发生原因 服务中断。

◦ 单击*全部批准*按钮之一、将所有存储节点添加到SANtricity 操作系统升级队列。

如果节点升级顺序非常重要，请一次批准一个节点或一组节点，并等待每个节点完成升级
，然后再批准下一个节点。

◦ 单击一个或多个*批准*按钮将一个或多个节点添加到SANtricity OS升级队列。

您可以延迟对节点应用SANtricity 操作系统升级、但在所有列出的存储节点上批
准SANtricity 操作系统升级之前、SANtricity 操作系统升级过程将无法完成。

单击*批准*后、升级过程将确定是否可以升级此节点。如果某个节点可以升级，则会将其添加到升级队
列中。+

对于某些节点，不会有意应用选定的升级文件，您可以在不升级这些特定节点的情况下完成升级过程。
对于有意不升级的节点、此过程将显示"完成"阶段、并在"详细信息"列中显示以下消息之一：
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▪ 存储节点已升级。

▪ SANtricity 操作系统升级不适用于此节点。

▪ SANtricity 操作系统文件与此节点不兼容。

消息"`SANtricity OS upgrade is not applicable to this node`"表示此节点没有可由StorageGRID 系统管理的
存储控制器。对于非设备存储节点、将显示此消息。您可以在不升级显示此消息的节点的情况下完
成SANtricity 操作系统升级过程。+消息"`SANtricity OS file is not compatible with this node`"指示节点所需
的SANtricity OS文件与进程尝试安装的文件不同。完成当前SANtricity 操作系统升级后、下载适用于此节点
的SANtricity 操作系统、然后重复升级过程。

11. 如果需要从SANtricity 操作系统升级队列中删除一个或所有节点、请单击*删除*或*全部删除*。

如示例所示、当此阶段超出已排队的范围时、*删除*按钮将处于隐藏状态、您无法再从SANtricity 操作系统
升级过程中删除此节点。

12. 等待 SANtricity 操作系统升级应用于每个批准的网格节点。

如果在应用SANtricity 操作系统升级期间任何节点显示错误阶段、则此节点的升级将失败。设
备可能需要置于维护模式才能从故障中恢复。请先联系技术支持、然后再继续。

如果节点上的固件版本太旧，无法使用网格管理器进行升级，则节点将显示错误阶段并提供详细信息： "`您
必须使用维护模式升级此节点上的 SANtricity OS 。请参见适用于您的设备的安装和维护说明。升级后，您
可以使用此实用程序进行将来的升级。` 要解决此错误，请执行以下操作：

a. 使用维护模式升级显示 " 错误 " 阶段的节点上的 SANtricity OS 。

b. 使用网格管理器重新启动并完成SANtricity 操作系统升级。

在所有已批准的节点上完成 SANtricity 操作系统升级后， SANtricity 操作系统升级进度表将关闭，绿色
横幅将显示 SANtricity 操作系统升级完成的日期和时间。
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13. 对处于完成阶段且需要其他 SANtricity 操作系统升级文件的所有节点重复此升级操作步骤 。

对于状态为 "Needs Attenance" 的任何节点，请使用维护模式执行升级。

相关信息

"NetApp 互操作性表工具"

"使用维护模式升级存储控制器上的SANtricity 操作系统"

使用维护模式升级存储控制器上的SANtricity 操作系统

对于当前使用的 SANtricity 操作系统版本早于 08.42.20.00 （ 11.42 ）的存储控制器，您
必须使用维护模式操作步骤 来应用升级。

您需要的内容

• 您已查阅 NetApp 互操作性表工具（ IMT ）以确认用于升级的 SANtricity 操作系统版本与您的设备兼容。

• 如果 StorageGRID 设备在 StorageGRID 系统中运行，则 SG6000-CN 控制器已置于维护模式。

维护模式会中断与存储控制器的连接。

"将设备置于维护模式"

关于此任务

请勿一次在多个 StorageGRID 设备上升级 E 系列控制器中的 SANtricity 操作系统或 NVSRAM 。

一次升级多个 StorageGRID 设备可能会导致发生原因 数据不可用，具体取决于您的部署模式和
ILM 策略。

步骤

1. 从服务笔记本电脑访问 SANtricity 系统管理器并登录。

2. 将新的 SANtricity OS 软件文件和 NVSRAM 文件下载到管理客户端。

NVSRAM 是特定于 StorageGRID 设备的。请勿使用标准 NVSRAM 下载。

3. 按照 upgrading SANtricity OS 指南或 SANtricity 系统管理器联机帮助中的说明升级固件和 NVSRAM 。
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立即激活升级文件。请勿延迟激活。

4. 升级操作完成后、重新启动节点。在 StorageGRID 设备安装程序中，选择 * 高级 * > * 重新启动控制器 * ，
然后选择以下选项之一：

◦ 选择 * 重新启动到 StorageGRID * 以在节点重新加入网格的情况下重新启动控制器。如果您已完成维护
模式下的工作并准备好将节点恢复正常运行，请选择此选项。

◦ 选择 * 重新启动至维护模式 * 以重新启动控制器，同时使节点仍处于维护模式。如果在重新加入网格之
前需要对节点执行其他维护操作、请选择此选
项。

设备重新启动并重新加入网格可能需要长达 20 分钟的时间。要确认重新启动已完成且节点已重新加入网
格，请返回网格管理器。"节点"选项卡应显示正常状态  对于设备节点、表示没有处于活动状态的警
报、并且节点已连接到网格。

相关信息

"NetApp 互操作性表工具"

"使用网格管理器升级存储控制器上的SANtricity 操作系统"

使用SANtricity 系统管理器升级驱动器固件

您可以升级驱动器固件，以确保具有所有最新功能和错误修复。

116

https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix


您需要的内容

• 存储设备处于最佳状态。

• 所有驱动器均处于最佳状态。

• 您已安装与您的 SANtricity 版本兼容的最新版本 StorageGRID System Manager 。

• 您已将StorageGRID 设备置于维护模式。

"将设备置于维护模式"

维护模式会中断与存储控制器的连接，停止所有 I/O 活动并使所有驱动器脱机。

请勿一次升级多个 StorageGRID 设备上的驱动器固件。这样做可能会导致发生原因 数据不可
用，具体取决于您的部署模式和 ILM 策略。

步骤

1. 使用以下方法之一访问 SANtricity System Manager ：

◦ 使用 StorageGRID 设备安装程序并选择 * 高级 * > * SANtricity 系统管理器 *

◦ 使用网格管理器并选择*节点*> appliance Storage Node >* SANtricity 系统管理器*

如果这些选项不可用或未显示SANtricity 系统管理器登录页面、请浏览到存储控制器IP：+

以访问SANtricity 系统管理器 https://Storage_Controller_IP

2. 如果需要，输入 SANtricity System Manager 管理员用户名和密码。

3. 验证存储设备中当前安装的驱动器固件版本：

a. 在SANtricity 系统管理器中、选择*支持*>*升级中心*。

b. 在驱动器固件升级下，选择 * 开始升级 * 。

升级驱动器固件将显示当前安装的驱动器固件文件。

c. 请在当前驱动器固件列中记下当前驱动器固件版本和驱动器标识符。
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在此示例中：

▪ 驱动器固件修订版为 * 。 MS02* 。

▪ 驱动器标识符为 * 。 KPM51 VVG800G* 。

在关联驱动器列中选择 * 查看驱动器 * ，以显示这些驱动器在存储设备中的安装位置。

a. 关闭升级驱动器固件窗口。

4. 下载并准备可用的驱动器固件升级：

a. 在驱动器固件升级下，选择 * NetApp 支持 * 。

b. 在 NetApp 支持网站上，选择 * 下载 * 选项卡，然后选择 * E 系列磁盘驱动器固件 * 。

此时将显示 E 系列磁盘固件页面。

c. 搜索存储设备中安装的每个 * 驱动器标识符 * ，并验证每个驱动器标识符是否具有最新的固件版本。

▪ 如果固件版本不是链接，则此驱动器标识符的固件版本为最新。

▪ 如果为驱动器标识符列出了一个或多个驱动器部件号，则可以对这些驱动器进行固件升级。您可以
选择任何链接来下载固件文
件。
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d. 如果列出了更高版本的固件，请选择固件修订版中的链接(download)列以下载 .zip 包含固件文件的归
档。

e. 提取（解压缩）从支持站点下载的驱动器固件归档文件。

5. 安装驱动器固件升级：

a. 在 SANtricity 系统管理器的驱动器固件升级下，选择 * 开始升级 * 。

b. 选择 * 浏览 * ，然后选择从支持站点下载的新驱动器固件文件。

驱动器固件文件的文件名类似于+ D_HUC101212CSS600_30602291_MS01_2800_0002.dlp。

您最多可以选择四个驱动器固件文件，一次一个。如果多个驱动器固件文件与同一驱动器兼容，则会收
到文件冲突错误。确定要用于升级的驱动器固件文件，然后删除另一个驱动器固件文件。

c. 选择 * 下一步 * 。

▪ 选择驱动器 * 列出了可使用选定固件文件进行升级的驱动器。

仅显示兼容的驱动器。

为驱动器选择的固件将显示在 * 建议的固件 * 中。如果必须更改此固件，请选择 * 返回 * 。

d. 选择 * 脱机（并行） * 升级。

您可以使用脱机升级方法，因为设备处于维护模式，此时所有驱动器和所有卷的 I/O 活动都将停止。

e. 在表的第一列中，选择要升级的一个或多个驱动器。

最佳实践是，将所有相同型号的驱动器升级到相同的固件修订版。

f. 选择 * 开始 * ，然后确认要执行升级。

如果需要停止升级，请选择 * 停止 * 。当前正在进行的所有固件下载均已完成。已取消所有尚未启动的
固件下载。

停止驱动器固件升级可能会导致数据丢失或驱动器不可用。

g. （可选）要查看已升级内容的列表，请选择 * 保存日志 * 。
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日志文件将保存在浏览器的下载文件夹中、并带有名称 latest-upgrade-log-timestamp.txt。

如果在升级操作步骤期间出现以下任何错误，请采取适当的建议操作。

▪ * 已分配的驱动器出现故障 *

出现此故障的一个原因可能是驱动器没有相应的签名。确保受影响的驱动器为授权驱动器。有关详
细信息，请联系技术支持。

更换驱动器时，请确保更换驱动器的容量等于或大于要更换的故障驱动器。

您可以在存储阵列接收 I/O 时更换故障驱动器

◦ * 检查存储阵列 *

▪ 确保已为每个控制器分配 IP 地址。

▪ 确保连接到控制器的所有缆线均未损坏。

▪ 确保所有缆线均已紧密连接。

◦ * 集成热备用驱动器 *

必须先更正此错误情况，然后才能升级固件。

◦ * 卷组不完整 *

如果一个或多个卷组或磁盘池不完整，则必须更正此错误情况，然后才能升级固件。

◦ * 当前正在任何卷组上运行的独占操作（后台介质 / 奇偶校验扫描除外） *

如果正在执行一个或多个独占操作，则必须先完成这些操作，然后才能升级固件。使用 System

Manager 监控操作进度。

◦ * 缺少卷 *

您必须先更正缺少的卷情况，然后才能升级固件。

◦ * 任一控制器处于非最佳状态 *

其中一个存储阵列控制器需要注意。必须先更正此情况，然后才能升级固件。

◦ 控制器对象图形之间的存储分区信息不匹配 *

验证控制器上的数据时出错。请联系技术支持以解决此问题描述。

◦ * SPM 验证数据库控制器检查失败 *

控制器上发生存储分区映射数据库错误。请联系技术支持以解决此问题描述。

◦ * 配置数据库验证（如果存储阵列的控制器版本支持） *

控制器上发生配置数据库错误。请联系技术支持以解决此问题描述。

◦ * 与 MEL 相关的检查 *
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请联系技术支持以解决此问题描述。

◦ * 在过去 7 天内报告了 10 个以上的 DDN 信息性或严重 MEL 事件 *

请联系技术支持以解决此问题描述。

◦ * 过去 7 天报告了 2 页以上的 2C 严重 MEL 事件 *

请联系技术支持以解决此问题描述。

◦ * 过去 7 天报告了 2 个以上的 " 降级驱动器通道 " 严重 MEL 事件 *

请联系技术支持以解决此问题描述。

◦ * 过去 7 天内 4 个以上的关键 MEL 条目 *

请联系技术支持以解决此问题描述。

6. 升级操作完成后、重新启动设备。在 StorageGRID 设备安装程序中，选择 * 高级 * > * 重新启动控制器 * ，
然后选择以下选项之一：

◦ 选择 * 重新启动到 StorageGRID * 以在节点重新加入网格的情况下重新启动控制器。如果您已完成维护
模式下的工作并准备好将节点恢复正常运行，请选择此选项。

◦ 选择 * 重新启动至维护模式 * 以重新启动控制器，同时使节点仍处于维护模式。如果在重新加入网格之
前需要对节点执行其他维护操作、请选择此选
项。

设备重新启动并重新加入网格可能需要长达 20 分钟的时间。要确认重新启动已完成且节点已重新加入网
格，请返回网格管理器。"节点"选项卡应显示正常状态  对于设备节点、表示没有处于活动状态的警
报、并且节点已连接到网格。
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相关信息

"升级存储控制器上的SANtricity 操作系统"

向已部署的SG6060添加扩展架

要增加存储容量，您可以向 StorageGRID 系统中部署的 SG6060 添加一个或两个扩展
架。

您需要的内容

• 您必须具有配置密码短语。

• 您必须运行 StorageGRID 11.4 或更高版本。

• 每个扩展架都有扩展架和两根 SAS 缆线。

• 您已将要在数据中心中添加扩展架的存储设备物理定位。

"在数据中心中查找控制器"

关于此任务

要添加扩展架，请执行以下高级步骤：

• 在机柜或机架中安装硬件。

• 将 SG6060 置于维护模式。

• 将扩展架连接到 E2860 控制器架或其他扩展架。

• 使用 StorageGRID 设备安装程序启动扩展

• 请稍候，直到配置完新卷为止。

每个设备节点为一个或两个扩展架完成操作步骤 所需时间应至少为一小时。为了最大限度地减少停机时间，以
下步骤将指导您在将 SG6060 置于维护模式之前安装新的扩展架和驱动器。每个设备节点的其余步骤大约需要
20 到 30 分钟。

步骤

1. 按照说明将 60 个驱动器磁盘架安装到机柜或机架中。

"SG6060：将60个驱动器磁盘架安装到机柜或机架中"
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2. 按照说明安装驱动器。

"SG6060：安装驱动器"

3. 在网格管理器中、将SG6000-CN控制器置于维护模式。

"将设备置于维护模式"

4. 将每个扩展架连接到 E2860 控制器架，如图所示。

此图显示了两个扩展架。如果只有一个，请将 IOM A 连接到控制器 A ，并将 IOM B 连接到控制器 B
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Description

1. SG6000-CN
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Description

2. E2860 控制器架

3. 控制器 A

4. 控制器 B

5. 扩展架 1

6. 扩展架 1 的 IOM A

7. 扩展架 1 的 IOM B

8. 扩展架 2.

9 扩展架 2 的 IOM A

10 扩展架 2 的 IOM B

5. 连接电源线并为扩展架通电。

a. 将电源线连接到每个扩展架中的两个电源设备中的每个设备。

b. 将每个扩展架中的两条电源线连接到机柜或机架中的两个不同 PDU 。

c. 打开每个扩展架的两个电源开关。

▪ 请勿在启动过程中关闭电源开关。

▪ 首次启动时，扩展架中的风扇可能会发出很大的声音。启动期间发出较大的噪音是正常的。

6. 监控 StorageGRID 设备安装程序的主页页面。

大约五分钟后，扩展架将完成启动，系统会检测到这些扩展架。主页页面将显示检测到的新扩展架数量，并
且已启用开始扩展按钮。

屏幕截图显示了主页上可能显示的消息示例，具体取决于现有或新扩展架的数量，如下所示：

◦ 此页面顶部圈出的横幅指示检测到的扩展架总数。

▪ 此横幅将指示扩展架的总数，无论是已配置和部署磁盘架，还是新磁盘架和未配置磁盘架。

▪ 如果未检测到扩展架，则不会显示横幅。

◦ 页面底部圆圈内的消息表示扩展已准备就绪，可以启动。

▪ 此消息指示 StorageGRID 检测到的新扩展架数量。"`Attached` " 表示检测到磁盘
架。"`Unconfigured` " 表示磁盘架为新磁盘架，尚未使用 StorageGRID 设备安装程序进行配置。

此消息不包含已部署的扩展架。它们包含在页面顶部横幅的计数中。
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▪ 如果未检测到新的扩展架，则不会显示此消息。

7. 如有必要，请解决主页上的消息中所述的任何问题。

例如，使用 SANtricity 系统管理器解决任何存储硬件问题。

8. 验证主页上显示的扩展架数量是否与要添加的扩展架数量匹配。

如果未检测到新的扩展架，请验证它们是否已正确布线并已启动。

9. 单击*启动扩展*以配置扩展架并使其可用于对象存储。

10. 监控扩展架配置的进度。

进度条会显示在网页上，就像在初始安装期间一样。
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配置完成后，设备将自动重新启动以退出维护模式并重新加入网格。此过程可能需要长达 20 分钟。

如果设备未重新加入网格、请转到StorageGRID 设备安装程序主页页面、选择*高级*>*重新
启动控制器*、然后选择*重新启动到维护模式*。

重新启动完成后， * 任务 * 选项卡将显示以下屏幕截图：

11. 验证设备存储节点和新扩展架的状态。

a. 在网格管理器中、选择*节点*并验证设备存储节点是否具有绿色复选标记图标。

绿色复选标记图标表示没有处于活动状态的警报，并且节点已连接到网格。有关节点图标的问题描述 ，
请参见有关 StorageGRID 监控和故障排除的说明。

b. 选择 * 存储 * 选项卡，然后确认添加的每个扩展架的对象存储表中显示了 16 个新的对象存储。

c. 验证每个新扩展架的磁盘架状态是否为标称，配置状态是否为已配置。

相关信息

"打开包装箱的包装(SG6000)"

"SG6060：将60个驱动器磁盘架安装到机柜或机架中"

"SG6060：安装驱动器"

"监控和放大；故障排除"

打开和关闭控制器标识LED

可以打开控制器正面和背面的蓝色标识 LED ，以帮助在数据中心中找到设备。
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您需要的内容

您必须具有要标识的控制器的 BMC IP 地址。

步骤

1. 访问控制器 BMC 界面。

2. 选择 * 服务器标识 * 。

3. 选择 * 开 * ，然后选择 * 执行操作 * 。

结果

控制器正面（如图所示）和背面的蓝色标识 LED 亮起。

如果控制器上安装了挡板，则可能很难看到正面的识别 LED 。

完成后

要关闭控制器识别 LED ，请执行以下操作：

• 按下控制器前面板上的识别 LED 开关。

• 从控制器 BMC 界面中，选择 * 服务器标识 * ，选择 * 关闭 * ，然后选择 * 执行操作 * 。
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控制器正面和背面的蓝色标识 LED 熄灭。

相关信息

"验证要更换的光纤通道HBA"

"在数据中心中查找控制器"

"访问BMC界面"

在数据中心中查找控制器

找到控制器，以便执行硬件维护或升级。

您需要的内容

• 您已确定哪个控制器需要维护。

（可选）要帮助查找数据中心中的控制器，请打开蓝色的 "Identify" LED 。

"打开和关闭控制器标识LED"

步骤

1. 在数据中心中查找需要维护的控制器。

◦ 查看控制器正面或背面的蓝色标识 LED 是否亮起。

正面识别 LED 位于控制器前挡板后面，如果已安装挡板，可能很难查看。
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◦ 检查每个控制器正面附加的标签，以获取匹配的部件号。

2. 卸下控制器前挡板（如果已安装），以访问前面板控件和指示灯。

3. 可选：如果您使用蓝色标识 LED 来查找控制器，请将其关闭。

◦ 按下控制器前面板上的识别 LED 开关。

◦ 使用控制器 BMC 界面。

"打开和关闭控制器标识LED"

相关信息

"删除光纤通道HBA"

"从机柜或机架中删除SG6000-CN控制器"

"关闭SG6000-CN控制器"

更换存储控制器

如果 E2800 控制器或 EF570 控制器运行不正常或出现故障，您可能需要更换该控制器。

您需要的内容

• 您的更换控制器的部件号与要更换的控制器相同。

• 您可以通过标签来识别连接到控制器的每个缆线。

• 您已安装 ESD 腕带，或者已采取其他防静电预防措施。

• 您有一个 1 号十字螺丝刀。

• 您可以按照 E 系列说明更换双工配置中的控制器。

请仅在收到指示时或需要执行特定步骤的更多详细信息时才参考 E 系列说明。请勿依赖 E 系
列说明来更换 StorageGRID 设备中的控制器，因为这些过程是不同的。

• 您已在数据中心中找到要更换控制器的物理存储设备。

"在数据中心中查找控制器"
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关于此任务

您可以通过以下两种方式确定控制器是否出现故障：

• SANtricity System Manager 中的恢复 Guru 可指示您更换控制器。

• 控制器上的琥珀色警示 LED 亮起，表示控制器出现故障。

如果磁盘架中的两个控制器的警示 LED 均亮起，请联系技术支持以获得帮助。

由于存储控制器架包含两个存储控制器，因此，只要满足以下条件，您就可以在设备启动并执行读 / 写操作时更
换其中一个控制器：

• 磁盘架中的第二个控制器处于最佳状态。

• SANtricity System Manager 中 Recovery Guru 的详细信息区域中的 "`确定删除` " 字段显示是，表示可以安
全删除此组件。

如果磁盘架中的第二个控制器箱状态不是最佳，或者 Recovery Guru 指示无法卸下控制器箱，请
联系技术支持。

更换控制器时，您必须从原始控制器中取出电池，然后将其安装到替代控制器中。

设备中的存储控制器不包括主机接口卡(HIC)。

步骤

1. 拆开新控制器的包装，将其放在无静电的平面上。

请保存包装材料，以便在运输故障控制器时使用。

2. 在替代控制器的背面找到 MAC 地址和 FRU 部件号标签。

此图显示了 E2800 控制器。用于更换 EF570 控制器的操作步骤 是相同的。
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Label Label Description

1. MAC 地址 管理端口 1 的 MAC 地址（ "`P1` "

）。如果您使用 DHCP 获取原始
控制器的 IP 地址，则需要使用此
地址连接到新控制器。

2. FRU 部件号 FRU 部件号。此编号必须与当前
安装的控制器的更换部件号匹配。

3. 准备删除控制器。

您可以使用 SANtricity 系统管理器执行这些步骤。有关其他详细信息，请根据需要参阅 E 系列说明以更换存
储控制器。

a. 确认故障控制器的更换部件号与更换控制器的 FRU 部件号相同。

如果控制器出现故障并需要更换，则更换部件号将显示在 Recovery Guru 的 Details 区域中。如果需要
手动查找此数字，可以在 * 基础 * 选项卡上查看控制器。

* 可能会丢失数据访问机会 -* 如果两个部件号不同，请勿尝试使用此操作步骤 。

a. 备份配置数据库。

如果删除控制器时出现问题，您可以使用保存的文件还原配置。

b. 收集设备的支持数据。

在更换组件之前和之后收集支持数据可确保在更换组件无法解决问题时，您可以向技术支
持发送一整套日志。

c. 使计划更换的控制器脱机。

4. 从设备中删除控制器：

a. 戴上 ESD 腕带或采取其他防静电预防措施。

b. 为缆线贴上标签，然后断开缆线和 SFP 的连接。

To prevent degraded performance, do not twist, fold, pinch, or step on the cables.

c. 通过挤压凸轮把手上的闩锁，直到其释放，然后打开右侧的凸轮把手，将控制器从设备中释放。

d. 用两只手和凸轮把手将控制器滑出设备。

请始终用双手支撑控制器的重量。

e. 将控制器放在无静电的平面上，可拆卸盖朝上。

f. 向下按按钮并滑动外盖，以卸下外盖。

5. 从发生故障的控制器中取出电池，然后将其安装到替代控制器中：
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a. 确认控制器（电池和 DIMM 之间）中的绿色 LED 熄灭。

如果此绿色 LED 亮起，则表示控制器仍在使用电池电源。您必须等待此 LED 熄灭，然后才能卸下任何
组件。

项目 Description

内部缓存活动 LED

电池

b. 找到电池的蓝色释放闩锁。

c. 向下推动释放闩锁并将其从控制器中移出，以解锁电池。
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项目 Description

电池释放闩锁

电池

d. 抬起电池，将其滑出控制器。

e. 从更换用的控制器上卸下盖板。

f. 调整更换控制器的方向，使电池插槽面向您。

g. 将电池略微向下插入控制器。

您必须将电池前部的金属法兰插入控制器底部的插槽中，然后将电池顶部滑入控制器左侧的小对齐销
下。

h. 向上移动电池闩锁以固定电池。

当闩锁卡入到位时，闩锁的底部会挂到机箱上的金属插槽中。

i. 将控制器翻转，以确认电池安装正确。
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* 可能的硬件损坏 * —电池正面的金属法兰必须完全插入控制器上的插槽（如第一图所示
）。如果电池安装不正确（如图 2 所示），则金属法兰可能会接触控制器板，从而导致损
坏。

▪ * 正确—电池的金属法兰已完全插入控制器上的插槽： *

▪ * 不正确 - 电池的金属法兰未插入控制器上的插槽： *

j. 更换控制器盖板。

6. 将替代控制器安装到设备中。

a. 将控制器翻转，使可拆卸盖朝下。

b. 在凸轮把手处于打开位置的情况下，将控制器完全滑入设备中。

c. 将凸轮把手移至左侧，将控制器锁定到位。

d. 更换缆线和 SFP 。

e. 如果原始控制器使用 DHCP 作为 IP 地址，请在替代控制器背面的标签上找到 MAC 地址。请您的网络管
理员将您删除的控制器的 DNS/network 和 IP 地址与替代控制器的 MAC 地址相关联。

如果原始控制器未使用 DHCP 作为 IP 地址，则新控制器将采用您删除的控制器的 IP 地
址。
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7. 使用 SANtricity 系统管理器使控制器联机：

a. 选择 * 硬件 * 。

b. 如果图形显示了驱动器，请选择 * 显示磁盘架背面 * 。

c. 选择要置于联机状态的控制器。

d. 从上下文菜单中选择 * 置于联机状态 * ，然后确认要执行此操作。

e. 验证七段显示器是否显示状态 99。

8. 确认新控制器处于最佳状态，并收集支持数据。

相关信息

"NetApp E 系列系统文档站点"

更换存储控制器架中的硬件组件

如果发生硬件问题，您可能需要更换存储控制器架中的组件。

您需要的内容

• 您已安装 E 系列硬件更换操作步骤 。

• 您已在物理上找到要在数据中心中更换存储架硬件组件的存储设备。

"在数据中心中查找控制器"

关于此任务

要更换存储控制器中的电池，请参见这些说明中有关更换存储控制器的说明。这些说明介绍了如何从设备中卸下
控制器，从控制器中取出电池，安装电池以及更换控制器。

有关控制器架中其他现场可更换单元（ FRU ）的说明，请访问 E 系列系统维护流程。

FRU 请参见说明

电池 StorageGRID （以下说明）：更换存储控制器

驱动器 E 系列：

• 更换驱动器（ 60 个驱动器）

• 更换驱动器（ 12 个或 24 个驱动器）

动力箱 E 系列

• 更换电源箱（ 60 个驱动器）

• 更换电源（ 12 个或 24 个驱动器）

风扇箱（仅限 60 驱动器架） E 系列：更换风扇箱（ 60 个驱动器）
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FRU 请参见说明

驱动器抽盒（仅限 60 驱动器磁盘架） E 系列：更换驱动器抽盒（ 60 个驱动器）

相关信息

"NetApp E 系列系统文档站点"

"更换存储控制器"

更换可选60驱动器扩展架中的硬件组件

您可能需要更换扩展架中的输入 / 输出模块，电源或风扇。

您需要的内容

• 您已安装 E 系列硬件更换操作步骤 。

• 您已在物理上找到要在数据中心更换扩展架硬件组件的存储设备。

"在数据中心中查找控制器"

关于此任务

要更换 60 驱动器扩展架中的输入 / 输出模块（ IOM ），请参见这些说明中有关更换存储控制器的说明。

要更换 60 驱动器扩展架中的电源或风扇，请访问 E 系列维护 60 驱动器硬件的过程。

FRU 请参见 E 系列说明

输入 / 输出模块（ IOM ） 更换 IOM

动力箱 更换电源箱（ 60 个驱动器）

风扇箱 更换风扇箱（ 60 个驱动器）

关闭SG6000-CN控制器

关闭 SG6000-CN 控制器以执行硬件维护。

您需要的内容

• 您已将需要维护的 SG6000-CN 控制器物理定位在数据中心。

"在数据中心中查找控制器"

• 设备已置于维护模式。

"将设备置于维护模式"

关于此任务
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要防止服务中断、请在关闭控制器之前确认所有其他存储节点均已连接到网格、或者在计划的维护时段关闭控制
器、此时通常会发生服务中断。请参见有关通过信息生命周期管理管理对象的说明中有关确定节点连接状态的信
息。

如果您使用的 ILM 规则只创建一个对象的一个副本，则必须在计划的维护窗口期间关闭控制器。
否则，在此操作步骤 期间，您可能暂时无法访问这些对象。+ 查看有关通过信息生命周期管理管
理对象的信息。

步骤

1. 将设备置于维护模式后，关闭 SG6000-CN 控制器：

您必须通过输入以下指定的命令来控制控制器的关闭。使用电源开关关闭控制器将导致数据
丢失。

a. 使用 PuTTY 或其他 ssh 客户端登录到网格节点：

i. 输入以下命令： ssh admin@grid_node_IP

ii. 输入中列出的密码 Passwords.txt 文件

iii. 输入以下命令切换到root： su -

iv. 输入中列出的密码 Passwords.txt 文件

以root用户身份登录后、提示符将从变为 $ to #。

b. 关闭SG6000-CN控制器：+ shutdown -h now

此命令可能需要长达 10 分钟才能完成。

2. 使用以下方法之一验证 SG6000-CN 控制器是否已关闭：

◦ 查看控制器正面的蓝色电源 LED ，确认其已关闭。

◦ 查看控制器背面两个电源上的绿色 LED ，确认它们以正常速率闪烁（大约每秒闪烁一次）。
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◦ 使用控制器 BMC 界面：

i. 访问控制器 BMC 界面。

"访问BMC界面"

ii. 选择 * 电源控制 * 。

iii. 验证电源操作是否指示主机当前已关闭。

相关信息

"从机柜或机架中删除SG6000-CN控制器"
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打开SG6000-CN控制器的电源并验证操作

完成维护后，打开控制器电源。

您需要的内容

• 您已将控制器安装在机柜或机架中并连接了数据和电源线。

"将SG6000-CN控制器重新安装到机柜或机架中"

• 您已将控制器物理定位在数据中心中。

"在数据中心中查找控制器"

步骤

1. 启动 SG6000-CN 控制器，并使用以下方法之一监控控制器 LED 和启动代码：

◦ 按下控制器正面的电源开关。

◦ 使用控制器 BMC 界面：

i. 访问控制器 BMC 界面。

"访问BMC界面"

ii. 选择 * 电源控制 * 。

iii. 选择 * 启动服务器 * ，然后选择 * 执行操作 * 。
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使用 BMC 界面监控启动状态。

2. 确认设备控制器显示在网格管理器中且未显示任何警报。

控制器可能需要长达 20 分钟才能显示在网格管理器中。

3. 确认新的 SG6000-CN 控制器已完全正常运行：

a. 使用 PuTTY 或其他 ssh 客户端登录到网格节点：

i. 输入以下命令： ssh admin@grid_node_IP

ii. 输入中列出的密码 Passwords.txt 文件

iii. 输入以下命令切换到root： su -

iv. 输入中列出的密码 Passwords.txt 文件

以root用户身份登录后、提示符将从变为 $ to #。

b. 输入以下命令并验证其是否返回预期输出：+ cat /sys/class/fc_host/*/port_state

预期输出：
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Online

Online

Online

如果未返回预期输出，请联系技术支持。

c. 输入以下命令并验证其是否返回预期输出：+ cat /sys/class/fc_host/*/speed

预期输出：

16 Gbit

16 Gbit

16 Gbit16 Gbit

16 Gbit

+ 如果未返回预期输出，请联系技术支持。

a. 在网格管理器的节点页面中，确保设备节点已连接到网格，并且没有任何警报。

请勿使其他设备节点脱机，除非此设备具有绿色图标。

4. 可选：如果已卸下前挡板，请安装前挡板。

相关信息

"查看SG6000-CN控制器上的状态指示灯和按钮"

"查看SG6000存储控制器的启动状态代码"

更换SG6000-CN控制器

如果 SG6000-CN 控制器运行不正常或出现故障，您可能需要更换该控制器。

您需要的内容

• 您的更换控制器的部件号与要更换的控制器相同。

• 您可以通过标签来识别连接到控制器的每个缆线。

• 您已在数据中心中找到要更换的控制器。

"在数据中心中查找控制器"

关于此任务

更换 SG6000-CN 控制器后，无法访问设备存储节点。如果 SG6000-CN 控制器运行正常，则可以在此操作步骤
开始时执行受控关闭。
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如果在安装 StorageGRID 软件之前更换控制器，则在完成此操作步骤 后，您可能无法立即访问
StorageGRID 设备安装程序。虽然您可以从与设备位于同一子网上的其他主机访问 StorageGRID

设备安装程序，但不能从其他子网上的主机访问它。此情况应在 15 分钟内自行解决（当原始控
制器的任何 ARP 缓存条目超时），或者您也可以通过手动从本地路由器或网关清除任何旧的
ARP 缓存条目来立即清除此情况。

步骤

1. 如果 SG6000-CN 控制器运行充分，可以进行可控的关闭，请关闭 SG6000-CN 控制器。

"关闭SG6000-CN控制器"

当需要将缓存数据写入驱动器时， E2800 控制器背面的绿色缓存活动 LED 亮起。您必须等待此 LED 关
闭。

2. 使用以下两种方法之一验证 SG6000-CN 控制器是否已关闭电源：

◦ 控制器正面的电源指示灯 LED 熄灭。

◦ BMC 界面的电源控制页面指示控制器已关闭。

3. 如果连接到控制器的 StorageGRID 网络使用 DHCP 服务器，请更新 DNS/network 和 IP 地址设置。

a. 找到 SG6000-CN 控制器正面的 MAC 地址标签，并确定管理网络端口的 MAC 地址。

MAC 地址标签列出了 BMC 管理端口的 MAC 地址。+ 要确定管理网络端口的 MAC 地址
，必须在标签上的十六进制数中添加 * 。 2 例如，如果标签上的 MAC 地址以 *09 结尾，
则管理端口的 MAC 地址将以 0B 结尾。如果标签上的 MAC 地址以 * （ y ） FF* 结尾，
则管理端口的 MAC 地址将以 * （ y+1 ） 01* 结尾。您可以通过在 Windows 中打开
Calculator ，将其设置为程序编程模式，选择十六进制，键入 MAC 地址，然后键入 * + 2

=* 来轻松进行计算。

b. 请您的网络管理员将您删除的控制器的 DNS/network 和 IP 地址与替代控制器的 MAC 地址相关联。

在为替代控制器接通电源之前，您必须确保原始控制器的所有 IP 地址均已更新。否则，
控制器将在启动时获取新的 DHCP IP 地址，并且可能无法重新连接到 StorageGRID 。此
步骤将对连接到控制器的所有 StorageGRID 网络执行适用场景 。

如果原始控制器使用静态 IP 地址，则新控制器将自动采用您删除的控制器的 IP 地址。

4. 卸下并更换 SG6000-CN 控制器：

a. 为缆线贴上标签，然后断开缆线以及任何 SFP+ 或 SFP28 收发器。

To prevent degraded performance, do not twist, fold, pinch, or step on the cables.

b. 从机柜或机架中卸下故障控制器。

c. 将替代控制器安装到机柜或机架中。

d. 更换缆线以及任何 SFP+ 或 SFP28 收发器。

e. 打开控制器电源并监控控制器 LED 和启动代码。

5. 确认设备存储节点显示在网格管理器中且未显示任何警报。
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6. 在网格管理器中、选择*节点*、然后验证节点控制器的BMC IP地址是否正确。

如果节点控制器 IP 地址无效或不在预期范围内，请按照恢复和维护说明中所述重新配置 IP 地址。

"保持并恢复()"

相关信息

"SG6000-CN：安装到机柜或机架中"

"查看SG6000-CN控制器上的状态指示灯和按钮"

"查看SG6000-CN控制器的启动代码"

更换SG6000-CN控制器中的电源

SG6000-CN 控制器具有两个电源以实现冗余。如果其中一个电源发生故障，您必须尽快
更换，以确保计算控制器具有冗余电源。

您需要的内容

• 您已卸载替代电源设备。

• 您已在数据中心中找到要更换电源的控制器。

"在数据中心中查找控制器"

• 您已确认另一个电源已安装且正在运行。

关于此任务

此图显示了 SG6000-CN 控制器的两个电源设备，可从控制器背面访问这些设备。

步骤

1. 从电源拔下电源线。

2. 提起凸轮把手。
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3. 按下蓝色闩锁并拉出电源。

4. 将替代电源滑入机箱。

在滑入设备时，请确保蓝色闩锁位于右侧。
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5. 向下推凸轮把手以固定电源。

6. 将电源线连接到电源，并确保绿色 LED 亮起。

从机柜或机架中删除SG6000-CN控制器

从机柜或机架中卸下 SG6000-CN 控制器，以便检修顶盖或将控制器移至其他位置。

您需要的内容

• 您可以通过标签来标识连接到 SG6000-CN 控制器的每个缆线。

• 您已实际找到要在数据中心中执行维护的 SG6000-CN 控制器。

"在数据中心中查找控制器"

• 您已关闭 SG6000-CN 控制器。

"关闭SG6000-CN控制器"

请勿使用电源开关关闭控制器。

步骤

1. 标记并断开控制器电源线。

2. 将 ESD 腕带的腕带一端绕在腕带上，并将扣具一端固定到金属接地，以防止静电放电。

3. 标记并断开控制器数据缆线以及任何 SFP+ 或 SFP28 收发器的连接。

To prevent degraded performance, do not twist, fold, pinch, or step on the cables.

4. 松开控制器前面板上的两个固定螺钉。
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5. 将 SG6000-CN 控制器向前滑出机架，直到安装导轨完全展开，并且您可以听到两侧的闩锁卡嗒声。

可以访问控制器顶盖。

6. 可选：如果要从机柜或机架中完全卸下控制器，请按照导轨套件的说明从导轨中卸下控制器。

相关信息

"卸下SG6000-CN控制器盖板"

将SG6000-CN控制器重新安装到机柜或机架中

硬件维护完成后，将控制器重新安装到机柜或机架中。

您需要的内容

您已重新安装控制器盖板。

"重新安装SG6000-CN控制器盖板"

步骤

1. 按下蓝色导轨可同时释放两个机架导轨，并将 SG6000-CN 控制器滑入机架，直到其完全就位。

如果无法再移动控制器，请拉动机箱两侧的蓝色闩锁，将控制器完全滑入。
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在打开控制器电源之前，请勿连接前挡板。

2. 拧紧控制器前面板上的固定螺钉，将控制器固定在机架中。

3. 将 ESD 腕带的腕带一端绕在腕带上，并将扣具一端固定到金属接地，以防止静电放电。

4. 重新连接控制器数据缆线以及任何 SFP+ 或 SFP28 收发器。

To prevent degraded performance, do not twist, fold, pinch, or step on the cables.

"为设备布线(SG6000)"

5. 重新连接控制器电源线。

"连接电源线并接通电源(SG6000)"

完成后

可以重新启动控制器。

"打开SG6000-CN控制器的电源并验证操作"

卸下SG6000-CN控制器盖板

拆下控制器盖板，以便检修内部组件以进行维护。

您需要的内容

从机柜或机架中卸下控制器，以便检修顶盖。

"从机柜或机架中删除SG6000-CN控制器"

步骤

1. 确保 SG6000-CN 控制器盖板闩锁未锁定。如有必要，将蓝色塑料闩锁按解锁方向转动四分之一圈，如闩锁
上所示。

2. 将闩锁向 SG6000-CN 控制器机箱的后部来回旋转，直到其停止为止；然后，小心地将机箱盖从机箱中提起
并放在一旁。
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将 ESD 腕带的腕带一端绑在腕带周围，并将扣具一端固定到金属接地，以防止在 SG6000-

CN 控制器内部工作时发生静电放电。

相关信息

"删除光纤通道HBA"

重新安装SG6000-CN控制器盖板

内部硬件维护完成后，重新安装控制器盖板。

您需要的内容

您已完成控制器内部的所有维护过程。

步骤

1. 打开主机盖闩锁后，握住机箱上方的主机盖，并将顶部主机盖闩锁中的孔与机箱中的销对齐。对齐后，将其
放低到机箱上。

2. 向前和向下旋转机箱盖闩锁，直到其停止，并且机箱盖完全就位到机箱中。确认外盖前边缘没有间隙。
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如果外盖未完全就位，则可能无法将 SG6000-CN 控制器滑入机架。

3. 可选：将蓝色塑料闩锁按锁定方向转动四分之一圈，如闩锁上所示，以将其锁定。

完成后

在机柜或机架中重新安装控制器。

"将SG6000-CN控制器重新安装到机柜或机架中"

更换SG6000-CN控制器中的光纤通道HBA

如果 SG6000-CN 控制器运行不正常或发生故障，您可能需要更换该控制器中的光纤通道
主机总线适配器（ HBA ）。

验证要更换的光纤通道HBA

如果您不确定要更换哪个光纤通道主机总线适配器（ HBA ），请完成此操作步骤 以进行
识别。

您需要的内容

• 您拥有需要更换光纤通道 HBA 的存储设备或 SG6000-CN 控制器的序列号。

如果包含要更换的光纤通道 HBA 的存储设备的序列号以字母 Q 开头，则它不会在网格管理
器中列出。您必须检查附加到数据中心中每个 SG6000-CN 控制器正面的标签，直到找到匹
配项为止。

• 您必须使用支持的浏览器登录到网格管理器。

步骤

1. 在网格管理器中、选择*节点*。

2. 从节点页面的树视图中、选择设备存储节点。

3. 选择 * 硬件 * 选项卡。

检查StorageGRID 设备部分中的存储设备机箱序列号和计算控制器序列号、查看其中一个序列号是否与要更
换光纤通道HBA的存储设备的序列号匹配。如果任一序列号匹配，则表明您找到了正确的设备。
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◦ 如果未显示 StorageGRID 设备部分，则选定节点不是 StorageGRID 设备。从树视图中选择其他节点。

◦ 如果设备型号不是 SG6060 ，请从树视图中选择其他节点。

◦ 如果序列号不匹配，请从树视图中选择其他节点。

4. 找到需要更换光纤通道HBA的节点后、记下StorageGRID 设备部分列出的计算控制器BMC IP地址。

您可以使用此 IP 地址打开计算控制器识别 LED ，以帮助您在数据中心中找到设备。

"打开和关闭控制器标识LED"

相关信息

"删除光纤通道HBA"

删除光纤通道HBA

如果 SG6000-CN 控制器运行不正常或发生故障，您可能需要更换该控制器中的光纤通道
主机总线适配器（ HBA ）。

您需要的内容

• 您拥有正确的替代光纤通道 HBA 。

• 您已确定哪个 SG6000-CN 控制器包含要替换的光纤通道 HBA 。

"验证要更换的光纤通道HBA"

• 您已在物理上找到要在数据中心中更换光纤通道 HBA 的 SG6000-CN 控制器。

"在数据中心中查找控制器"
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• 您已卸下控制器盖板。

"卸下SG6000-CN控制器盖板"

关于此任务

为了防止服务中断，请在开始更换光纤通道 HBA 之前确认所有其他存储节点均已连接到网格，或者在计划的维
护时段内更换适配器，此时通常会发生服务中断。请参见有关通过信息生命周期管理管理对象的说明中有关确定
节点连接状态的信息。

如果您使用的 ILM 规则只创建一个对象的一个副本，则必须在计划的维护窗口期间更换光纤通道
HBA 。否则，在此操作步骤 期间，您可能暂时无法访问这些对象。+ 查看有关通过信息生命周期
管理管理对象的信息。

步骤

1. 将 ESD 腕带的腕带一端绕在腕带上，并将扣具一端固定到金属接地，以防止静电放电。

2. 找到包含光纤通道 HBA 的控制器背面的提升板部件。

3. 抓住竖板部件并穿过蓝色标记的孔，然后小心地将其向上提起。提起提升板部件时，将其向机箱前部移动，
以使其已安装适配器中的外部连接器能够脱离机箱。

4. 将提升板卡放在平坦的防静电表面上，并使金属机架朝下，以便接触适配器。
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提升板部件中有两个适配器：一个光纤通道 HBA 和一个以太网网络适配器。图中显示了光纤通道 HBA 。

5. 打开蓝色适配器闩锁（带圆圈），然后小心地从提升板部件中卸下光纤通道 HBA 。稍微摇晃适配器，以便
从其连接器中卸下适配器。请勿用力过大。

6. 将适配器放在平坦的防静电表面上。

完成后

安装替代光纤通道 HBA 。

"重新安装光纤通道HBA"

相关信息

"重新安装光纤通道HBA"

"管理 StorageGRID"

"监控和放大；故障排除"

"使用 ILM 管理对象"

重新安装光纤通道HBA

替代光纤通道 HBA 安装在与已删除的光纤通道 HBA 相同的位置。

您需要的内容

• 您拥有正确的替代光纤通道 HBA 。

• 您已删除现有光纤通道 HBA 。

"删除光纤通道HBA"

步骤

1. 将 ESD 腕带的腕带一端绕在腕带上，并将扣具一端固定到金属接地，以防止静电放电。

2. 从包装中取出更换用的光纤通道 HBA 。

3. 在蓝色适配器闩锁处于打开位置的情况下，将光纤通道 HBA 与其在提升板部件上的连接器对齐；然后，小
心地将适配器按入连接器中，直到其完全就位。
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提升板部件中有两个适配器：一个光纤通道 HBA 和一个以太网网络适配器。图中显示了光纤通道 HBA 。

4. 找到与系统板上的导销对齐的竖板部件上的对齐孔（带圆圈），以确保竖板部件正确定位。

5. 将提升板部件置于机箱中，确保其与系统板上的连接器和导销对齐；然后，插入提升板部件。

6. 小心地将竖板部件沿着其中心线，蓝色标记的孔旁边按到位，直到其完全就位。

7. 从要重新安装缆线的光纤通道 HBA 端口上取下保护盖。

完成后

如果控制器中没有其他要执行的维护过程，请重新安装控制器盖板。

"重新安装SG6000-CN控制器盖板"

更改SG6000-CN控制器的链路配置

您可以更改 SG6000-CN 控制器的以太网链路配置。您可以更改端口绑定模式，网络绑定
模式和链路速度。

您需要的内容

设备已置于维护模式。

"将设备置于维护模式"

关于此任务
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更改 SG6000-CN 控制器的以太网链路配置的选项包括：

• 将 * 端口绑定模式 * 从 " 固定 " 更改为 " 聚合 " 或从 " 聚合 " 更改为 " 固定 "

• 将 * 网络绑定模式 * 从主动备份更改为 LACP 或从 LACP 更改为主动备份

• 启用或禁用 VLAN 标记，或者更改 VLAN 标记的值

• 更改链路速度。

步骤

1. 从 StorageGRID 设备安装程序中，选择 * 配置网络连接 * > * 链路配置 * 。

1. 对链路配置进行所需的更改。

有关选项的详细信息，请参见 "配置网络链路(SG6000)"。

2. 对所做的选择感到满意后，单击 * 保存 * 。

如果更改了所连接的网络或链路，则可能会断开连接。如果1分钟内未重新连接、请使用分配
给StorageGRID 设备的其他IP地址之一重新输入此设备安装程序的URL：+

https://Appliance_Controller_IP:8443

如果更改了 VLAN 设置，则设备的子网可能已更改。如果需要更改设备的IP地址、请按照说明配置IP地址。

"配置StorageGRID IP地址"

3. 从菜单中选择 * 配置网络连接 * > * Ping 测试 * 。

4. 使用 Ping 测试工具检查可能受中所做链路配置更改影响的任何网络上的 IP 地址连接 链路配置更改 步骤。

除了您选择执行的任何其他测试之外，请确认您可以对主管理节点的网格网络 IP 地址以及至少一个其他存
储节点的网格网络 IP 地址执行 ping 操作。如有必要，请返回到 链路配置更改 执行步骤并更正任何链路配
置问题。

5. 如果您对链路配置更改正常工作感到满意、请重新启动节点。在 StorageGRID 设备安装程序中，选择 * 高
级 * > * 重新启动控制器 * ，然后选择以下选项之一：

◦ 选择 * 重新启动到 StorageGRID * 以在节点重新加入网格的情况下重新启动控制器。如果您已完成维护
模式下的工作并准备好将节点恢复正常运行，请选择此选项。
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◦ 选择 * 重新启动至维护模式 * 以重新启动控制器，同时使节点仍处于维护模式。如果在重新加入网格之
前需要对节点执行其他维护操作、请选择此选
项。

设备重新启动并重新加入网格可能需要长达 20 分钟的时间。要确认重新启动已完成且节点已重新加入网
格，请返回网格管理器。"节点"选项卡应显示正常状态  对于设备节点、表示没有处于活动状态的警
报、并且节点已连接到网格。

更改MTU设置

您可以更改在为设备节点配置 IP 地址时分配的 MTU 设置。

您需要的内容

设备已置于维护模式。

"将设备置于维护模式"

步骤

1. 从 StorageGRID 设备安装程序中，选择 * 配置网络连接 * > * IP 配置 * 。

2. 对网格网络，管理网络和客户端网络的 MTU 设置进行所需的更改。
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网络的 MTU 值必须与节点所连接的交换机端口上配置的值匹配。否则，可能会发生网络性能
问题或数据包丢失。

为了获得最佳网络性能，应在所有节点的网格网络接口上配置类似的 MTU 值。如果网格网络
在各个节点上的 MTU 设置有明显差异，则会触发 * 网格网络 MTU 不匹配 * 警报。并非所有
网络类型的 MTU 值都相同。

3. 如果对设置感到满意，请选择 * 保存 * 。

4. 重新启动节点。在 StorageGRID 设备安装程序中，选择 * 高级 * > * 重新启动控制器 * ，然后选择以下选项
之一：

◦ 选择 * 重新启动到 StorageGRID * 以在节点重新加入网格的情况下重新启动控制器。如果您已完成维护
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模式下的工作并准备好将节点恢复正常运行，请选择此选项。

◦ 选择 * 重新启动至维护模式 * 以重新启动控制器，同时使节点仍处于维护模式。如果在重新加入网格之
前需要对节点执行其他维护操作、请选择此选
项。

设备重新启动并重新加入网格可能需要长达 20 分钟的时间。要确认重新启动已完成且节点已重新加入网
格，请返回网格管理器。"节点"选项卡应显示正常状态  对于设备节点、表示没有处于活动状态的警
报、并且节点已连接到网格。

相关信息

"管理 StorageGRID"

正在检查DNS服务器配置

您可以检查并临时更改此设备节点当前正在使用的域名系统（ DNS ）服务器。

您需要的内容

设备已置于维护模式。

"将设备置于维护模式"

关于此任务

如果加密设备无法连接到密钥管理服务器（ Key Management Server ， KMS ）或 KMS 集群，则可能需要更改
DNS 服务器设置，因为 KMS 的主机名指定为域名，而不是 IP 地址。对设备的 DNS 设置所做的任何更改都是
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临时的，在退出维护模式时将丢失。要使这些更改永久生效、请在网格管理器中指定DNS服务器(维护>*网络*>*

DNS服务器*)。

• 只有在节点加密的设备中，使用完全限定域名（而不是 IP 地址）为主机名定义 KMS 服务器时，才需要临时
更改 DNS 配置。

• 当节点加密设备使用域名连接到 KMS 时，它必须连接到为网格定义的一个 DNS 服务器。然后，其中一个
DNS 服务器会将域名转换为 IP 地址。

• 如果节点无法访问网格的 DNS 服务器，或者您在节点加密设备节点脱机时更改了网格范围的 DNS 设置，则
节点将无法连接到 KMS 。在解析 DNS 问题描述 之前，无法解密设备上的加密数据。

要解决 DNS 问题描述 阻止 KMS 连接的问题，请在 StorageGRID 设备安装程序中指定一个或多个 DNS 服务器
的 IP 地址。通过这些临时 DNS 设置，设备可以连接到 KMS 并对节点上的数据进行解密。

例如，如果在加密节点脱机时网格的 DNS 服务器发生更改，则该节点将无法在重新联机时访问 KMS ，因为它
仍在使用先前的 DNS 值。在 StorageGRID 设备安装程序中输入新的 DNS 服务器 IP 地址后，可以通过临时
KMS 连接对节点数据进行解密。

步骤

1. 从 StorageGRID 设备安装程序中，选择 * 配置网络连接 * > * DNS 配置 * 。

2. 验证指定的 DNS 服务器是否正确。

3. 如果需要，请更改 DNS 服务器。

对 DNS 设置所做的更改是临时的，当您退出维护模式时，这些更改将丢失。

4. 对临时 DNS 设置感到满意后，请选择 * 保存 * 。

节点使用此页面上指定的 DNS 服务器设置重新连接到 KMS ，从而可以解密节点上的数据。

5. 解密节点数据后，重新启动节点。在 StorageGRID 设备安装程序中，选择 * 高级 * > * 重新启动控制器 * ，
然后选择以下选项之一：

◦ 选择 * 重新启动到 StorageGRID * 以在节点重新加入网格的情况下重新启动控制器。如果您已完成维护
模式下的工作并准备好将节点恢复正常运行，请选择此选项。

◦ 选择 * 重新启动至维护模式 * 以重新启动控制器，同时使节点仍处于维护模式。如果在重新加入网格之
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前需要对节点执行其他维护操作、请选择此选项。

当节点重新启动并重新加入网格时，它将使用网格管理器中列出的系统范围的 DNS 服务
器。重新加入网格后，在设备处于维护模式时，设备将不再使用 StorageGRID 设备安装
程序中指定的临时 DNS 服务器。

设备重新启动并重新加入网格可能需要长达 20 分钟的时间。要确认重新启动已完成且节点已重新加入网
格，请返回网格管理器。"节点"选项卡应显示正常状态  对于设备节点、表示没有处于活动状态的警
报、并且节点已连接到网格。

在维护模式下监控节点加密

如果您在安装期间为设备启用了节点加密，则可以监控每个设备节点的节点加密状态，包
括节点加密状态和密钥管理服务器（ KMS ）详细信息。

您需要的内容

• 必须在安装期间为设备启用节点加密。安装设备后，您无法启用节点加密。

• 设备已置于维护模式。

"将设备置于维护模式"

步骤

1. 从 StorageGRID 设备安装程序中，选择 * 配置硬件 * > * 节点加密 * 。
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节点加密页面包括以下三个部分：

◦ " 加密状态 " 显示设备是启用还是禁用了节点加密。

◦ 密钥管理服务器详细信息显示了有关用于对设备进行加密的 KMS 的信息。您可以展开服务器和客户端
证书部分以查看证书详细信息和状态。

▪ 要解决证书本身的问题，例如续订已过期的证书，请参见管理 StorageGRID 的说明中有关 KMS 的
信息。

▪ 如果连接到 KMS 主机时出现意外问题，请验证域名系统（ DNS ）服务器是否正确以及设备网络连
接是否配置正确。

"正在检查DNS服务器配置"

▪ 如果无法解决证书问题，请联系技术支持。

◦ 清除 KMS 密钥会禁用设备的节点加密，删除设备与为 StorageGRID 站点配置的密钥管理服务器之间的
关联，并删除设备中的所有数据。在将此设备安装到另一个 StorageGRID 系统之前，必须清除 KMS 密
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钥。

"清除密钥管理服务器配置"

清除 KMS 配置将从设备中删除数据，从而使其永远无法访问。此数据不可恢复。

2. 检查完节点加密状态后，重新启动节点。在 StorageGRID 设备安装程序中，选择 * 高级 * > * 重新启动控制
器 * ，然后选择以下选项之一：

◦ 选择 * 重新启动到 StorageGRID * 以在节点重新加入网格的情况下重新启动控制器。如果您已完成维护
模式下的工作并准备好将节点恢复正常运行，请选择此选项。

◦ 选择 * 重新启动至维护模式 * 以重新启动控制器，同时使节点仍处于维护模式。如果在重新加入网格之
前需要对节点执行其他维护操作、请选择此选
项。

设备重新启动并重新加入网格可能需要长达 20 分钟的时间。要确认重新启动已完成且节点已重新加入网
格，请返回网格管理器。"节点"选项卡应显示正常状态  对于设备节点、表示没有处于活动状态的警
报、并且节点已连接到网格。

相关信息

"管理 StorageGRID"
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清除密钥管理服务器配置

清除密钥管理服务器（ KMS ）配置将禁用设备上的节点加密。清除 KMS 配置后，设备上
的数据将被永久删除，并且无法再访问。此数据不可恢复。

您需要的内容

如果需要保留设备上的数据、则必须先执行节点停用操作步骤 、然后再清除KMS配置。

清除 KMS 后，设备上的数据将被永久删除，并且无法再访问。此数据不可恢复。

停用节点以将其包含的任何数据移动到StorageGRID 中的其他节点。请参见有关网格节点停用的恢复和维护说
明。

关于此任务

清除设备 KMS 配置将禁用节点加密，从而删除设备节点与 StorageGRID 站点的 KMS 配置之间的关联。然后，
设备上的数据将被删除，并且设备将保持预安装状态。此过程不能逆转。

必须清除 KMS 配置：

• 在将设备安装到不使用 KMS 或使用其他 KMS 的其他 StorageGRID 系统之前，请先安装此设备。

如果您计划在使用相同 KMS 密钥的 StorageGRID 系统中重新安装设备节点，请勿清除 KMS

配置。

• 在恢复和重新安装 KMS 配置丢失且 KMS 密钥不可恢复的节点之前。

• 在退回您的站点上先前使用的任何设备之前。

• 停用已启用节点加密的设备后。

在清除 KMS 以将其数据移动到 StorageGRID 系统中的其他节点之前，请停用此设备。在停用设
备之前清除 KMS 将导致数据丢失，并可能导致设备无法运行。

步骤

1. 打开浏览器，然后输入设备计算控制器的 IP 地址之一。+ https://Controller_IP:8443

Controller_IP 是三个StorageGRID 网络中任何一个网络上计算控制器(而不是存储控制器)的IP地址。

此时将显示 StorageGRID 设备安装程序主页页面。

2. 选择 * 配置硬件 * > * 节点加密 * 。
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如果清除了 KMS 配置，则设备上的数据将被永久删除。此数据不可恢复。

3. 在窗口底部，选择 * 清除 KMS 密钥和删除数据 * 。

4. 如果确实要清除KMS配置、请键入+ clear +并选择*清除KMS密钥和删除数据*。
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KMS 加密密钥和所有数据将从节点中删除，设备将重新启动。这可能需要长达 20 分钟。

5. 打开浏览器，然后输入设备计算控制器的 IP 地址之一。+ https://Controller_IP:8443

Controller_IP 是三个StorageGRID 网络中任何一个网络上计算控制器(而不是存储控制器)的IP地址。

此时将显示 StorageGRID 设备安装程序主页页面。

6. 选择 * 配置硬件 * > * 节点加密 * 。

7. 验证是否已禁用节点加密，以及是否已从窗口中删除 * 密钥管理服务器详细信息 * 和 * 清除 KMS 密钥和删
除数据 * 控件中的密钥和证书信息。

在将设备重新安装到网格中之前，无法在设备上重新启用节点加密。

完成后

在设备重新启动并确认 KMS 已清除且设备处于预安装状态后，您可以从 StorageGRID 系统中物理删除此设
备。有关准备重新安装设备的信息、请参见恢复和维护说明。

相关信息

"管理 StorageGRID"

"保持并恢复()"

SG5700 存储设备

了解如何安装和维护StorageGRID SG5712和SG5760设备。

• "StorageGRID 设备概述"

• "安装和部署概述"
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• "准备安装"

• "安装硬件"

• "配置硬件"

• "部署设备存储节点"

• "监控存储设备安装"

• "自动化设备安装和配置"

• "安装 REST API 概述"

• "对硬件安装进行故障排除"

• "维护SG5700设备"

StorageGRID 设备概述

SG5700 StorageGRID 设备是一个集成的存储和计算平台，作为 StorageGRID 网格中的
存储节点运行。此设备可在混合网格环境中使用，该环境将设备存储节点与虚拟（基于软
件的）存储节点相结合。

StorageGRID SG5700 设备具有以下功能：

• 集成 StorageGRID 存储节点的存储和计算要素。

• 包括 StorageGRID 设备安装程序，用于简化存储节点部署和配置。

• 包括用于硬件管理和监控的 E 系列 SANtricity System Manager 。

• 最多支持四个连接到 StorageGRID 网格网络和客户端网络的 10-GbE 或 25-GbE 连接。

• 支持全磁盘加密（ Full Disk Encryption ， FDE ）驱动器或联邦信息处理标准（ Federal Information

Processing Standard ， FIPS ）驱动器。如果将这些驱动器与 SANtricity 系统管理器中的驱动器安全功能结
合使用，则会阻止未经授权的数据访问。

SG5700 设备有两种型号： SG5712 和 SG5760 。这两种型号都包括以下组件：

组件 SG5712 SG5760

计算控制器 E5700SG 控制器 E5700SG 控制器

存储控制器 E 系列 E2800 控制器 E 系列 E2800 控制器

机箱 E 系列 DE212C 机箱，一个双机架
单元（ 2U ）机箱

E 系列 DE460C 机箱，一个四机架
单元（ 4U ）机箱

驱动器 12 个 NL-SAS 驱动器（ 3.5 英寸） 60 个 NL-SAS 驱动器（ 3.5 英寸）

冗余电源和风扇 两个电源风扇箱 两个电源箱和两个风扇箱

根据每个机箱中的驱动器数量， StorageGRID 设备中可用的最大原始存储空间是固定的。您不能通过添加具有
额外驱动器的磁盘架来扩展可用存储。
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型号 SG5712

此图显示了 SG5712 型号的正面和背面，该型号是一个 2U 机箱，可容纳 12 个驱动器。

SG5712 包括两个控制器和两个电源风扇箱。

Description

1. E2800 控制器（存储控制器）

2. E5700SG 控制器（计算控制器）

3. 电源风扇箱

型号 SG5760

此图显示了 SG5760 型号的正面和背面，这是一个 4U 机箱，在 5 个驱动器抽盒中容纳 60 个驱动器。
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SG5760 包括两个控制器，两个风扇箱和两个电源箱。

Description

1. E2800 控制器（存储控制器）

2. E5700SG 控制器（计算控制器）

3. 风扇箱（第 1 页，共 2 页）

4. 电源箱（第 1 页，共 2 页）

相关信息

"NetApp E 系列系统文档站点"

StorageGRID 设备中的控制器

StorageGRID 设备的 SG5712 和 SG5760 型号都包括一个 E5700SG 控制器和一个
E2800 控制器。您应查看这些图表以了解控制器之间的差异。

E5700SG 控制器

• 用作设备的计算服务器。

• 包括 StorageGRID 设备安装程序。
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设备上未预安装 StorageGRID 软件。部署设备时，可从管理节点访问此软件。

• 可以连接到所有三个 StorageGRID 网络，包括网格网络，管理网络和客户端网络。

• 连接到 E2800 控制器并作为启动程序运行。

此图显示了 E5700SG 控制器背面的连接器。

Port Type 使用 …

1. 互连端口 1 和 2 16GB/s 光纤通道（ FC ）
，光纤 SFPa

将 E5700SG 控制器连接到 E2800 控制
器。

2. 诊断和支持端口 • RJ-45 串行端口

• 微型 USB 串行端口

• USB 端口

为技术支持预留。

3. 驱动器扩展端口 12 Gb/ 秒 SAS 未使用。StorageGRID 设备不支持扩展
驱动器架。

4. 网络端口 1-4 10-GbE 或 25-GbE ，取
决于 SFP 收发器类型，交
换机速度和已配置的链路
速度

连接到网格网络和 StorageGRID 客户端
网络。

5. 管理端口 1 1 Gb （ RJ-45 ）以太网 连接到 StorageGRID 的管理网络。

6. 管理端口 2 1 Gb （ RJ-45 ）以太网 选项：

• 与管理端口 1 绑定，以便与
StorageGRID 的管理网络建立冗余
连接。

• 保持未连接状态，并可用于临时本地
访问（ IP 169.254.0.1 ）。

• 安装期间，如果 DHCP 分配的 IP 地
址不可用，请使用端口 2 进行 IP 配
置。
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E2800 控制器

• 用作设备的存储控制器。

• 管理驱动器上的数据存储。

• 在单工模式下用作标准 E 系列控制器。

• 包括 SANtricity 操作系统软件（控制器固件）。

• 包括用于监控设备硬件和管理警报的 SANtricity System Manager ， AutoSupport 功能和驱动器安全功能。

• 连接到 E5700SG 控制器并作为目标运行。

此图显示了 E2800 控制器背面的连接器。

Port Type 使用 …

1. 互连端口 1 和 2 16 GB/s FC 光纤 SFPa 将 E2800 控制器连接到 E5700SG 控制
器。

2. 管理端口 1 和 2 1 Gb （ RJ-45 ）以太网 • 端口 1 连接到通过浏览器访问
SANtricity 系统管理器的网络。

• 端口 2 预留用于技术支持。

3. 诊断和支持端口 • RJ-45 串行端口

• 微型 USB 串行端口

• USB 端口

保留供技术支持使用。

4. 驱动器扩展端口。 12 Gb/ 秒 SAS 未使用。StorageGRID 设备不支持扩展
驱动器架。

安装和部署概述

您可以在首次部署 StorageGRID 时安装一个或多个 StorageGRID 设备，也可以稍后在扩
展过程中添加设备存储节点。在恢复操作中，您可能还需要安装设备存储节点。

将 StorageGRID 存储设备添加到 StorageGRID 系统包括四个主要步骤：

1. 准备安装：
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◦ 正在准备安装站点

◦ 打开包装箱的包装并检查包装箱中的物品

◦ 获取其他设备和工具

◦ 收集 IP 地址和网络信息

◦ 可选：如果您计划对所有设备数据进行加密，请配置外部密钥管理服务器（ KMS ）。有关外部密钥管
理的详细信息，请参见 StorageGRID 管理说明。

2. 安装硬件：

◦ 注册硬件

◦ 将设备安装到机柜或机架中

◦ 安装驱动器（仅限 SG5760 ）

◦ 为设备布线

◦ 连接电源线并接通电源

◦ 查看启动状态代码

3. 配置硬件：

◦ 访问 SANtricity 系统管理器，为 E2800 控制器上的管理端口 1 设置静态 IP 地址以及配置 SANtricity 系
统管理器设置

◦ 访问 StorageGRID 设备安装程序并配置连接到 StorageGRID 网络所需的链路和网络 IP 设置

◦ 可选：如果您计划使用外部 KMS 对设备数据进行加密，请启用节点加密。

◦ 可选：更改 RAID 模式。

4. 将设备部署为存储节点：

任务 说明

在新的 StorageGRID 系统中部署设备存储节点 "部署设备存储节点"

将设备存储节点添加到现有 StorageGRID 系统 有关扩展 StorageGRID 系统的说明

在存储节点恢复操作中部署设备存储节点 恢复和维护说明

相关信息

"准备安装"

"安装硬件"

"配置硬件"

"安装 VMware"

"安装 Red Hat Enterprise Linux 或 CentOS"

"安装 Ubuntu 或 Debian"
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"SG100和AMP；SG1000服务设备"

"扩展网格"

"保持并恢复()"

"管理 StorageGRID"

准备安装

准备安装 StorageGRID 设备需要准备站点并获取所有必需的硬件，缆线和工具。您还应收
集 IP 地址和网络信息。

步骤

• "准备站点(SG5700)"

• "打开包装箱的包装(SG5700)"

• "获取其他设备和工具(SG5700)"

• "Web 浏览器要求"

• "查看设备网络连接"

• "收集安装信息(SG5700)"

准备站点(SG5700)

在安装设备之前，您必须确保要使用的站点和机柜或机架符合 StorageGRID 设备的规格。

步骤

1. 确认站点满足温度，湿度，海拔范围，气流，散热， 布线，电源和接地。有关详细信息，请参见 NetApp

Hardware Universe 。

2. 如果要安装 SG5760 型号，请确认您所在位置提供 240 伏交流电源。

3. 获取一个 19 英寸（ 48.3 厘米）的机柜或机架，以适合此大小的磁盘架（不带缆线）：

设备型号 高度 宽度 深度 最大重量

SG5712

（ 12 个驱动器）

3.41 英寸

（ 8.68 厘米）

17.6 英寸

（ 44.7 厘米）

21.1 英寸

（ 53.6 厘米）

63.9 磅

（ 29.0 千克）

SG5760

（ 60 个驱动器）

6.87 英寸

（ 17.46 厘米）

17.66 英寸

（ 44.86 厘米）

38.25 英寸

（ 97.16 厘米）

250 磅

（ 113 千克）

4. 安装所需的任何网络交换机。有关兼容性信息，请参见 NetApp 互操作性表工具。

相关信息

"NetApp Hardware Universe"
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"NetApp 互操作性表工具"

打开包装箱的包装(SG5700)

安装 StorageGRID 设备之前，请打开所有包装箱的包装，并将包装箱上的物品与包装清单
上的物品进行比较。

• * 已安装 12 个驱动器的 SG5712 设备 *

• * 未安装驱动器的 SG5760 设备 *

• * 设备前挡板 *

• * 导轨套件及说明 *

• * SG5760 ： 60 个驱动器 *

• * SG5760 ：句柄 *
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• * SG5760 ：用于方孔机架安装的背面支架和固定框架螺母 *

缆线和连接器

StorageGRID 设备的发货包括以下缆线和连接器：

• * 您所在国家或地区有两条电源线 *

您的机柜可能使用专用电源线，而不是设备随附的电源线。

• * 光缆和 SFP 收发器 *

用于 FC 互连端口的两根光缆

八个 SFP+ 收发器，与四个 16Gb/s FC 互连端口和四个 10-GbE 网络端口兼容

获取其他设备和工具(SG5700)

在安装 StorageGRID 设备之前，请确认您拥有所需的所有附加设备和工具。

要安装和配置硬件，您需要使用以下附加设备：

• * 螺丝刀 *
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十字线编号2 把螺丝刀

中型平口螺丝刀

• * ESD 腕带 *

• * 光缆和 SFP 收发器 *

您计划使用的 10/25/GbE 端口的光缆

可选：如果要使用 25 GbE 链路速度，请使用 SFP28 收发器

• * 以太网缆线 *

• * 服务笔记本电脑 *

支持的 Web 浏览器

SSH 客户端，例如 PuTTY

1 Gb （ RJ-45 ）以太网端口

• * 可选工具 *
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带十字头的电钻

Flashlight

SG5760 的机械升降机

Web 浏览器要求

您必须使用受支持的 Web 浏览器。

Web 浏览器 支持的最低版本

Google Chrome 87

Microsoft Edge 87

Mozilla Firefox 84.

您应将浏览器窗口设置为建议的宽度。

浏览器宽度 像素

最小值 1024

最佳 1280

查看设备网络连接

在安装 StorageGRID 设备之前，您应了解可以将哪些网络连接到设备，以及如何使用每个
控制器上的端口。

StorageGRID 设备网络

将 StorageGRID 设备部署为 StorageGRID 网格中的存储节点时，您可以将其连接到以下网络：

• * 适用于 StorageGRID 的网格网络 * ：网格网络用于所有内部 StorageGRID 流量。它可以在网格中的所有
节点之间以及所有站点和子网之间建立连接。网格网络为必填项。

• * 适用于 StorageGRID 的管理网络 * ：管理网络是一个用于系统管理和维护的封闭网络。管理网络通常是一
个专用网络，不需要在站点之间进行路由。管理网络是可选的。
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• * 适用于 StorageGRID 的客户端网络： * 客户端网络是一种开放网络，用于访问包括 S3 和 Swift 在内的客
户端应用程序。客户端网络可提供对网格的客户端协议访问，从而可以隔离和保护网格网络。客户端网络是
可选的。

• * SANtricity 系统管理器的管理网络*：通过此网络、您可以访问E2800控制器上的SANtricity 系统管理器、从
而监控和管理设备中的硬件组件。此管理网络可以与 StorageGRID 的管理网络相同，也可以是一个独立的
管理网络。

有关 StorageGRID 网络的详细信息，请参见 Grid Primer 。

StorageGRID 设备连接

安装 StorageGRID 设备时，必须将两个控制器彼此连接并连接到所需的网络。此图显示了 SG5760 中的两个控
制器，其中 E2800 控制器位于顶部， E5700SG 控制器位于底部。在 SG5712 中， E2800 控制器位于
E5700SG 控制器的左侧。

Port 端口类型 功能

1. 每个控制器上两个互连端
口

16 GB/s FC 光纤 SFP+ 将两个控制器彼此连接。

2. E2800 控制器上的管理端
口 1

1-GbE （ RJ-45 ） 连接到访问 SANtricity System Manager

的网络。您可以使用适用于
StorageGRID 的管理网络或独立的管理
网络。

2. E2800 控制器上的管理端
口 2

1-GbE （ RJ-45 ） 为技术支持预留。

3. E5700SG 控制器上的管理
端口 1

1-GbE （ RJ-45 ） 将 E5700SG 控制器连接到
StorageGRID 管理网络。
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Port 端口类型 功能

3. E5700SG 控制器上的管理
端口 2

1-GbE （ RJ-45 ） • 如果要与管理网络建立冗余连接，则
可以与管理端口 1 绑定。

• 可以保持未连接状态，并可用于临时
本地访问（ IP 169.254.0.1 ）。

• 在安装期间，如果 DHCP 分配的 IP

地址不可用，则可以使用将
E5700SG 控制器连接到服务笔记本
电脑。

4. E5700SG 控制器上的
10/225-GbE 端口 1-4

10-GbE 或 25-GbE

• 注： * 设备附带的
SFP+ 收发器支持 10-

GbE 链路速度。如果
要对四个网络端口使
用 25 GbE 链路速度，
则必须提供 SFP28 收
发器。

连接到网格网络和 StorageGRID 客户端
网络。请参见 " E5700SG 控制器
的`10/225-GbE 端口连接 " 。`

相关信息

"收集安装信息(SG5700)"

"为设备布线(SG5700)"

"E5700SG 控制器端口的端口绑定模式"

"网络准则"

"安装 VMware"

"安装 Red Hat Enterprise Linux 或 CentOS"

"安装 Ubuntu 或 Debian"

E5700SG 控制器端口的端口绑定模式

在为 E5700SG 控制器端口配置网络链路时，您可以对连接到网格网络和可选客户端网络
的 10/25/GbE 端口以及连接到可选管理网络的 1-GbE 管理端口使用端口绑定。端口绑定
可在 StorageGRID 网络和设备之间提供冗余路径，从而有助于保护数据。

相关信息

"配置网络链路(SG5700)"

10/225-GbE端口的网络绑定模式

E5700SG 控制器上的 10/225-GbE 网络端口支持网格网络和客户端网络连接的固定端口绑
定模式或聚合端口绑定模式。
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固定端口绑定模式

固定模式是 10/225-GbE 网络端口的默认配置。

哪些端口已绑定

C 如果使用此网络，则端口 1 和 3 将绑定到客户端网络。

g 网格网络的端口 2 和 4 绑定在一起。

使用固定端口绑定模式时，您可以使用两种网络绑定模式之一：主动备份或链路聚合控制协议（ LACP ）。

• 在主动备份模式（默认）下，一次只有一个端口处于活动状态。如果活动端口发生故障，其备份端口会自动
提供故障转移连接。端口 4 为端口 2 （网格网络）提供备份路径，端口 3 为端口 1 （客户端网络）提供备
份路径。

• 在 LACP 模式下，每对端口在控制器和网络之间形成一个逻辑通道，从而提高吞吐量。如果一个端口发生故
障，另一个端口将继续提供通道。吞吐量会降低，但连接不会受到影响。

如果不需要冗余连接，则每个网络只能使用一个端口。但是，请注意，安装 StorageGRID 后，网
格管理器中将发出警报，指示已拔下缆线。您可以安全地确认此警报以将其清除。

聚合端口绑定模式

聚合端口绑定模式可显著提高每个 StorageGRID 网络的吞吐量，并提供额外的故障转移路径。

哪些端口已绑定

1. 所有连接的端口都分组在一个 LACP 绑定中，从而允许所有端口用于网格网络和客户端网络
流量。
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如果您计划使用聚合端口绑定模式：

• 您必须使用 LACP 网络绑定模式。

• 您必须为每个网络指定唯一的 VLAN 标记。此 VLAN 标记将添加到每个网络数据包中，以确保网络流量路由
到正确的网络。

• 这些端口必须连接到可支持 VLAN 和 LACP 的交换机。如果多个交换机参与 LACP 绑定，则这些交换机必
须支持多机箱链路聚合组（ MLAG ）或等效项。

• 您必须了解如何将交换机配置为使用 VLAN ， LACP 和 MLAG 或等效项。

如果您不想使用全部四个 10/225-GbE 端口，则可以使用一个，两个或三个端口。如果使用多个端口，则在一个
10/225-GbE 端口出现故障时，某些网络连接将保持可用的可能性最大。

如果您选择使用的端口少于四个，请注意，安装 StorageGRID 后，网格管理器中将发出一个或多
个警报，指示缆线已拔出。您可以安全地确认警报以将其清除。

1-GbE管理端口的网络绑定模式

对于 E5700SG 控制器上的两个 1-GbE 管理端口，您可以选择独立网络绑定模式或主动备
份网络绑定模式来连接到可选的管理网络。

在独立模式下，只有管理端口 1 连接到管理网络。此模式不提供冗余路径。管理端口 2 未连接，可用于临时本
地连接（使用 IP 地址 169.254.0.1 ）

在主动备份模式下，管理端口 1 和 2 均连接到管理网络。一次只有一个端口处于活动状态。如果活动端口发生
故障，其备份端口会自动提供故障转移连接。将这两个物理端口绑定到一个逻辑管理端口可提供指向管理网络的
冗余路径。

如果在将 1-GbE 管理端口配置为主动备份模式后需要临时本地连接到 E5700SG 控制器，请从两
个管理端口拔下缆线，将临时缆线插入管理端口 2 ，然后使用 IP 地址 169.254.0.1 访问此设备。

收集安装信息(SG5700)

在安装和配置 StorageGRID 设备时，您必须做出决策并收集有关以太网交换机端口， IP

地址以及端口和网络绑定模式的信息。

关于此任务

您可以使用下表记录连接到设备的每个网络的所需信息。安装和配置硬件需要这些值。

连接到E2800控制器上的SANtricity 系统管理器所需的信息

您必须将 E2800 控制器连接到要用于 SANtricity System Manager 的管理网络。
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所需信息 您的价值

要连接到管理端口 1 的以太网交换机端口

管理端口 1 的 MAC 地址（印在端口 P1 附近的标签上
）

DHCP 为管理端口 1 分配的 IP 地址（如果在启动后可
用）

• 注： * 如果要连接到 E2800 控制器的网络包含
DHCP 服务器，则网络管理员可以使用 MAC 地址
确定 DHCP 服务器分配的 IP 地址。

速度和双工模式

• 注： * 您必须确保 SANtricity System Manager 管
理网络的以太网交换机设置为自动协商。

必须为：

• 自动协商（默认）

IP 地址格式 选择一项：

• IPv4

• IPv6

您计划在管理网络上用于设备的静态 IP 地址 对于 IPv4 ：

• IPv4 地址：

• 子网掩码：

• 网关

对于 IPv6 ：

• IPv6 地址：

• 可路由的 IP 地址：

• E2800 控制器路由器 IP 地址：

将E5700SG控制器连接到管理网络所需的信息

StorageGRID 管理网络是一个可选网络，用于系统管理和维护。此设备使用 E5700SG 控制器上的 1-GbE 管理
端口连接到管理网络。
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所需信息 您的价值

已启用管理网络 选择一项：

• 否

• 是（默认）

网络绑定模式 选择一项：

• 独立

• 主动备份

端口 1 的交换机端口

端口 2 的交换机端口（仅限主动备份网络绑定模式）

DHCP 为管理端口 1 分配的 IP 地址（如果在启动后可
用）

• 注： * 如果管理网络包含 DHCP 服务器，则
E5700SG 控制器会在启动后在其七段显示器上显
示 DHCP 分配的 IP 地址。您还可以使用 MAC 地
址查找分配的 IP ，从而确定 DHCP 分配的 IP 地
址。

• IPv4 地址（ CIDR ）：

• 网关

您计划在管理网络上用于设备存储节点的静态 IP 地址

• 注： * 如果您的网络没有网关，请为此网关指定相
同的静态 IPv4 地址。

• IPv4 地址（ CIDR ）：

• 网关

管理网络子网（ CIDR ）

连接和配置E5700SG控制器上的10/225-GbE端口所需的信息

E5700SG 控制器上的四个 10/225-GbE 端口连接到 StorageGRID 网格网络和客户端网络。

有关这些端口选项的详细信息，请参见 "E5700SG 控制器的 10/225-GbE 端口连接 " 。

所需信息 您的价值

链路速度

• 注： * 如果选择 25 GbE ，则必须安装 SPF28 收
发器。不支持自动协商，因此您还必须为 25GbE

配置端口和连接的交换机。

选择一项：

• 10 GbE （默认）

• 25 GbE
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所需信息 您的价值

端口绑定模式 选择一项：

• FIXED （默认）

• 聚合

端口 1 的交换机端口（客户端网络）

端口 2 的交换机端口（网格网络）

端口 3 的交换机端口（客户端网络）

端口 4 的交换机端口（网格网络）

将E5700SG控制器连接到网格网络所需的信息

适用于 StorageGRID 的网格网络是一个必需的网络，用于所有内部 StorageGRID 流量。此设备使用 E5700SG

控制器上的 10/225-GbE 端口连接到网格网络。

有关这些端口选项的详细信息，请参见 "E5700SG 控制器的 10/225-GbE 端口连接 " 。

所需信息 您的价值

网络绑定模式 选择一项：

• Active-Backup （默认）

• LACP （ 802.3ad ）

已启用 VLAN 标记 选择一项：

• 否（默认）

• 是的。

VLAN 标记（如果启用了 VLAN 标记） 输入一个介于 0 到 4095 之间的值：

DHCP 为网格网络分配的 IP 地址（如果在启动后可用
）

• 注： * 如果网格网络包含 DHCP 服务器，则
E5700SG 控制器会在启动后在其七段显示中显示
为网格网络分配的 DHCP IP 地址。

• IPv4 地址（ CIDR ）：

• 网关
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所需信息 您的价值

您计划用于网格网络上设备存储节点的静态 IP 地址

• 注： * 如果您的网络没有网关，请为此网关指定相
同的静态 IPv4 地址。

• IPv4 地址（ CIDR ）：

• 网关

网格网络子网（ CIDR ）

• 注： * 如果未启用客户端网络，则控制器上的默认
路由将使用此处指定的网关。

将E5700SG控制器连接到客户端网络所需的信息

适用于 StorageGRID 的客户端网络是一个可选网络，通常用于提供对网格的客户端协议访问。设备使用
E5700SG 控制器上的 10/225-GbE 端口连接到客户端网络。

有关这些端口选项的详细信息，请参见 "E5700SG 控制器的 10/225-GbE 端口连接 " 。

所需信息 您的价值

已启用客户端网络 选择一项：

• 否（默认）

• 是的。

网络绑定模式 选择一项：

• Active-Backup （默认）

• LACP （ 802.3ad ）

已启用 VLAN 标记 选择一项：

• 否（默认）

• 是的。

VLAN 标记

（如果启用了 VLAN 标记）

输入一个介于 0 到 4095 之间的值：

DHCP 为客户端网络分配的 IP 地址（如果在启动后可
用）

• IPv4 地址（ CIDR ）：

• 网关
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所需信息 您的价值

您计划在客户端网络上用于设备存储节点的静态 IP 地
址

• 注： * 如果启用了客户端网络，则控制器上的默认
路由将使用此处指定的网关。

• IPv4 地址（ CIDR ）：

• 网关

相关信息

"查看设备网络连接"

"E5700SG 控制器端口的端口绑定模式"

"配置硬件"

安装硬件

硬件安装需要将设备安装到机柜或机架中，连接缆线并接通电源。

步骤

• "注册硬件"

• "在机柜或机架中安装设备(SG5700)"

• "为设备布线(SG5700)"

• "连接电源线并接通电源(SG5700)"

• "查看SG5700启动状态代码"

注册硬件

注册设备硬件具有支持优势。

步骤

1. 找到机箱序列号。

您可以在装箱单上，确认电子邮件中或打开设备包装后在设备上找到此编号。

2. 访问 NetApp 支持站点，网址为 "mysupport.netapp.com"。

3. 确定是否需要注册硬件：
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如果您是 … 请按照以下步骤操作 …

现有 NetApp 客户 a. 使用您的用户名和密码登录。

b. 选择 * 产品 * > * 我的产品 * 。

c. 确认新序列号已列出。

d. 如果不是，请按照适用于新 NetApp 客户的说明
进行操作。

NetApp 新客户 a. 单击 * 立即注册 * ，然后创建帐户。

b. 选择 * 产品 * > * 注册产品 * 。

c. 输入产品序列号和请求的详细信息。

注册获得批准后，您可以下载所需的任何软件。审批
过程可能需要长达 24 小时。

在机柜或机架中安装设备(SG5700)

您必须在机柜或机架中安装导轨，然后将设备滑入导轨。如果您使用的是 SG5760 ，则还
必须在安装设备后安装驱动器。

您需要的内容

• 您已查看包装盒中的安全通知文档，并了解移动和安装硬件的预防措施。

• 导轨套件随附了相关说明。

• 您已获得此设备的 Installation and Setup Instructions。

从机架，机柜或机架的底部安装硬件，以防止设备发生倾翻。

在装满驱动器后， SG5712 的重约为 64 磅（ 29 千克）。要安全移动 SG5712 ，需要两个人或
一台机械升降机。

SG5760 重约 132 磅（ 60 千克），未安装驱动器。要安全移动空 SG5760 ，需要四个人或一台
机械升降机。

为避免损坏硬件，如果安装了驱动器，请勿移动 SG5760 。移动磁盘架之前，必须先卸下所有驱
动器。

步骤

1. 请仔细按照导轨套件的说明在机柜或机架中安装导轨。

2. 如果您使用的是 SG5760 ，请按照以下步骤准备移动设备。

a. 拆下外包装箱。然后，向下折叠内箱上的挡板。

b. 如果您要用手提起 SG5760 ，请将四个手柄连接到机箱两侧。
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将设备滑入导轨时，请取下这些手柄。

3. 请参见 Installation and Setup Instructions、 并将设备滑入机柜或机架中。

4. 请参见 Installation and Setup Instructions、 并将设备固定到机柜或机架上。

如果您使用的是 SG5760 ，请使用后支架将设备固定到机架或机柜的背面。如果机架或机柜有方形孔，请使
用固定框架螺母。

5. 如果您使用的是 SG5760 ，请在 5 个驱动器抽盒中的每个抽盒中安装 12 个驱动器。

您必须安装全部 60 个驱动器，以确保正常运行。

a. 戴上 ESD 腕带，然后将驱动器从其包装中取出。

b. 释放顶部驱动器抽盒上的拉杆，然后使用拉杆将抽盒滑出。

c. 将驱动器把手提起至垂直位置，并将驱动器上的按钮与抽盒上的缺口对齐。

d. 轻按驱动器顶部，向下旋转驱动器把手，直到驱动器卡入到位。

e. 安装前 12 个驱动器后，通过推动中间并轻轻合上两个拉杆，将抽盒滑回原位。

f. 对其他四个抽盒重复上述步骤。

6. 连接前挡板。

为设备布线(SG5700)

您必须将两个控制器彼此连接，连接每个控制器上的管理端口，并将 E5700SG 控制器上
的 10/25/GbE 端口连接到网格网络和适用于 StorageGRID 的可选客户端网络。

您需要的内容

• 您已解压缩设备附带的以下物品：

◦ 两根电源线。

◦ 两根光缆用于控制器上的 FC 互连端口。

◦ 八个 SFP+ 收发器，支持 10-GbE 或 16-Gbps FC 。如果您希望网络端口使用 10-GbE 链路速度，则可
以将收发器与两个控制器上的两个互连端口以及 E5700SG 控制器上的四个 10/25GbE 网络端口结合使
用。
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• 您已获取以下项目，但这些项目不包含在设备中：

◦ 一到四根光缆，用于您计划使用的 10/225-GbE 端口。

◦ 如果您计划使用 25 GbE 链路速度，则需要一到四个 SFP28 收发器。

◦ 用于连接管理端口的以太网缆线。

* 受到激光辐射的风险 * —请勿拆卸或卸下 SFP 收发器的任何部件。您可能受到激光辐射的影
响。

关于此任务

此图显示了 SG5760 中的两个控制器，其中 E2800 控制器位于顶部， E5700SG 控制器位于底部。在 SG5712

中，从背面查看时， E2800 控制器位于 E5700SG 控制器的左侧。

Port 端口类型 功能

1. 每个控制器上两个互连端
口

16 GB/s FC 光纤 SFP+ 将两个控制器彼此连接。

2. E2800 控制器上的管理端
口 1

1-GbE （ RJ-45 ） 连接到访问 SANtricity

System Manager 的网
络。您可以使用适用于
StorageGRID 的管理网络
或独立的管理网络。

2. E2800 控制器上的管理端
口 2

1-GbE （ RJ-45 ） 为技术支持预留。

3. E5700SG 控制器上的管理
端口 1

1-GbE （ RJ-45 ） 将 E5700SG 控制器连接
到 StorageGRID 管理网
络。
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Port 端口类型 功能

3. E5700SG 控制器上的管理
端口 2

1-GbE （ RJ-45 ） • 如果要与管理网络建
立冗余连接，则可以
与管理端口 1 绑定。

• 可以保持未连接状态
，并可用于临时本地
访问（ IP 169.254.0.1

）。

• 在安装期间，如果
DHCP 分配的 IP 地址
不可用，则可以使用
将 E5700SG 控制器连
接到服务笔记本电
脑。

4. E5700SG 控制器上的
10/225-GbE 端口 1-4

10-GbE 或 25-GbE

• 注： * 设备附带的
SFP+ 收发器支持 10-

GbE 链路速度。如果
要对四个网络端口使
用 25 GbE 链路速度，
则必须提供 SFP28 收
发器。

连接到网格网络和
StorageGRID 客户端网
络。请参见 " E5700SG 控
制器的`10/225-GbE 端口
连接 " 。`

步骤

1. 使用两根光缆和八个 SFP+ 收发器中的四根光缆将 E2800 控制器连接到 E5700SG 控制器。

连接此端口 … 到此端口 …

E2800 控制器上的互连端口 1 E5700SG 控制器上的互连端口 1

E2800 控制器上的互连端口 2 E5700SG 控制器上的互连端口 2

2. 使用以太网缆线将E2800控制器上的管理端口1 (P1)(左侧的RJ-45端口)连接到SANtricity System Manager的
管理网络。

请勿使用 E2800 控制器上的管理端口 2 （ P2 ）（右侧的 RJ-45 端口）。此端口是为技术支持预留的。

3. 如果您计划使用 StorageGRID 管理网络，请使用以太网缆线将 E5700SG 控制器上的管理端口 1 （左侧的
RJ-45 端口）连接到管理网络。

如果您计划对管理网络使用主动备份网络绑定模式，请使用以太网缆线将 E5700SG 控制器上的管理端口 2

（右侧的 RJ-45 端口）连接到管理网络。

4. 使用光缆和 SFP+ 或 SFP28 收发器将 E5700SG 控制器上的 10/225-GbE 端口连接到相应的网络交换机。
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所有端口都必须使用相同的链路速度。如果您计划使用 10-GbE 链路速度，请安装 SFP+ 收
发器。如果您计划使用 25 GbE 链路速度，请安装 SFP28 收发器。

◦ 如果您计划使用固定端口绑定模式（默认），请将端口连接到 StorageGRID 网格和客户端网络，如表所
示。

Port 连接到 …

端口 1 客户端网络（可选）

端口 2 网格网络

端口 3 客户端网络（可选）

端口 4 网格网络

◦ 如果您计划使用聚合端口绑定模式，请将一个或多个网络端口连接到一个或多个交换机。您应至少连接
四个端口中的两个，以避免发生单点故障。如果在一个 LACP 绑定中使用多个交换机，则这些交换机必
须支持 MLAG 或等效项。

相关信息

"访问StorageGRID 设备安装程序"

"E5700SG 控制器端口的端口绑定模式"

连接电源线并接通电源(SG5700)

为设备通电后，两个控制器都会启动。

您需要的内容

在连接电源之前，两个设备电源开关都必须关闭。

* 电击风险 * —在连接电源线之前，请确保设备上的两个电源开关均已关闭。

步骤

1. 确认设备上的两个电源开关均已关闭。

2. 将两根电源线连接到设备。

3. 将两条电源线连接到机柜或机架中的不同配电单元（ PDU ）。

4. 打开设备上的两个电源开关。

◦ 请勿在启动过程中关闭电源开关。

◦ 首次启动时，风扇声音很大。启动期间发出较大的噪音是正常的。

5. 启动控制器后，检查其七段显示内容。
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查看SG5700启动状态代码

设备启动时，每个控制器上的七段显示状态和错误代码。

关于此任务

E2800 控制器和 E5700SG 控制器显示不同的状态和错误代码。

要了解这些代码的含义，请参见以下资源：

控制器 参考

E2800 控制器 _E5700 和 E2800 系统监控指南 _

• 注： * 为 E 系列 E5700 控制器列出的代码不适用
于设备中的 E5700SG 控制器。

E5700SG 控制器 " s5700SG 控制器上的状态指示符 "

步骤

1. 在启动期间，通过查看七段显示器上显示的代码来监控进度。

◦ E2800控制器上的七段显示重复顺序为*操作系统*、* SD 、 *blank 以指示它正在执行每日开始处理。

◦ E5700SG 控制器上的七段显示屏显示一系列代码，以 * AA* 和 * FF* 结尾。

2. 控制器启动后，确认七段显示内容如下：

控制器 七段式显示

E2800 控制器 显示 99 ，这是 E 系列控制器架的默认 ID 。
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控制器 七段式显示

E5700SG 控制器 显示了 * 何 * ，后跟两个数字的重复序列。

HO -- IP address for Admin

Network -- IP address for Grid

Network HO

在此序列中，第一组数字是为控制器的管理端口 1 分
配的 DHCP IP 地址。此地址用于将控制器连接到
StorageGRID 的管理网络。第二组数字是 DHCP 分
配的 IP 地址，用于将设备连接到用于 StorageGRID

的网格网络。

• 注： * 如果无法使用 DHCP 分配 IP 地址，则会
显示 0.0.0.0 。

3. 如果七段显示的值显示其他值、请参见"`Troubleshooting the hardware installation、`"并确认您已正确完成
安装步骤。如果无法解决此问题，请联系技术支持。

相关信息

"E5700SG 控制器上的状态指示灯"

"对硬件安装进行故障排除"

"《 E5700 和 E2800 系统监控指南》"

E5700SG 控制器上的状态指示灯

在设备启动和硬件初始化期间， E5700SG 控制器上的七段显示屏和 LED 会显示状态和错
误代码。您可以使用这些显示来确定状态并对错误进行故障排除。

启动 StorageGRID 设备安装程序后，您应定期查看 E5700SG 控制器上的状态指示灯。
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显示 Description

1. 警示 LED 琥珀色：控制器出现故障，需要操作员注意，或者未
找到安装脚本。

off ：控制器运行正常。

2. 七段式显示 显示诊断代码

通过七段显示序列，您可以了解设备的错误和运行状
态。

3. 扩展端口警示 LED 琥珀色：这些 LED 始终为琥珀色（未建立链路），因
为设备不使用扩展端口。

4. 主机端口链路状态 LED 绿色：链路已启动。

off ：链路已关闭。

5. 以太网链路状态 LED 绿色：已建立链路。

off ：未建立任何链路。

6. 以太网活动 LED 绿色：管理端口与其连接的设备（例如以太网交换机
）之间的链路已启动。

off ：控制器与连接的设备之间没有链路。

呈绿色闪烁：存在以太网活动。

常规启动代码

在启动期间或设备硬重置后，将发生以下情况：

1. E5700SG 控制器上的七段显示显示了一个常规代码序列，这些代码不是特定于控制器的。常规序列以代码
AA 和 FF 结尾。

2. 此时将显示特定于 E5700SG 控制器的启动代码。

E5700SG 控制器启动代码

在设备正常启动期间， E5700SG 控制器上的七段显示屏将按所列顺序显示以下代码：

代码 表示

您好 主启动脚本已启动。

p 系统正在检查是否需要更新 FPGA 。

193



代码 表示

HP 系统正在检查 10/225-GbE 控制器固件是否需要更新。

RB 应用固件更新后，系统正在重新启动。

FP 硬件子系统固件更新检查已完成。控制器间通信服务正在启动。

他 系统正在等待与 E2800 控制器建立连接并与 SANtricity 操作系统同步。

• 注： * 如果此启动操作步骤 在此阶段未进行，请检查两个控制器之间的连接。

HC 系统正在检查现有 StorageGRID 安装数据。

好的 StorageGRID 设备安装程序正在运行。

HA StorageGRID 正在运行。

E5700SG 控制器错误代码

这些代码表示设备启动时 E5700SG 控制器上可能显示的错误情况。如果发生特定的低级硬件错误，则会显示其
他两位十六进制代码。如果其中任何一个代码持续一两秒以上，或者您无法通过执行规定的故障排除过程之一来
解决此错误，请联系技术支持。

代码 表示

22. 在任何启动设备上均未找到主启动记录。

23 内部闪存磁盘未连接。

2A ， 2B 总线卡滞，无法读取 DIMM SPD 数据。

40 DIMM 无效。

41. DIMM 无效。

42 内存测试失败。

51 SPD 读取失败。

92 到 96 PCI 总线初始化。

A0 到 A3 SATA 驱动器初始化。
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代码 表示

AB 备用启动代码。

AE 正在启动操作系统。

EA DDR4 训练失败。

E8. 未安装内存。

欧盟 未找到安装脚本。

EP 安装 E2800 控制器或与 E2800 控制器通信失败。

相关信息

"对硬件安装进行故障排除"

"NetApp 支持"

配置硬件

为设备接通电源后，您必须配置 SANtricity 系统管理器，该软件将用于监控硬件。您还必
须配置 StorageGRID 要使用的网络连接。

步骤

• "配置StorageGRID 连接"

• "访问和配置SANtricity 系统管理器"

• "可选：启用节点加密"

• "可选：更改RAID模式(仅限SG5760)"

• "可选：重新映射设备的网络端口"

配置StorageGRID 连接

在将 StorageGRID 设备部署为 StorageGRID 网格中的存储节点之前，必须先配置设备与
计划使用的网络之间的连接。您可以通过浏览到 StorageGRID 设备安装程序来配置网络连
接，该安装程序包含在 E5700SG 控制器（设备中的计算控制器）上。

步骤

• "访问StorageGRID 设备安装程序"

• "验证和升级StorageGRID 设备安装程序版本"

• "配置网络链路(SG5700)"

• "设置IP配置"

• "验证网络连接"
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• "验证端口级别的网络连接"

访问StorageGRID 设备安装程序

您必须访问 StorageGRID 设备安装程序来配置设备与三个 StorageGRID 网络之间的连接
：网格网络，管理网络（可选）和客户端网络（可选）。

您需要的内容

• 您正在使用受支持的Web浏览器。

• 此设备已连接到您计划使用的所有 StorageGRID 网络。

• 您知道这些网络上设备的 IP 地址，网关和子网。

• 您已配置计划使用的网络交换机。

关于此任务

首次访问 StorageGRID 设备安装程序时，您可以使用管理网络的 DHCP 分配的 IP 地址（假设设备已连接到管
理网络）或网格网络的 DHCP 分配的 IP 地址。首选使用管理网络的 IP 地址。否则，如果使用网格网络的
DHCP 地址访问 StorageGRID 设备安装程序，则在更改链接设置和输入静态 IP 时，可能会与 StorageGRID 设
备安装程序断开连接。

步骤

1. 在管理网络（如果已连接）或网格网络（如果未连接管理网络）上获取设备的 DHCP 地址。

您可以执行以下任一操作：

◦ 查看 E5700SG 控制器上的七段显示器。如果 E5700SG 控制器上的管理端口 1 和 10/25GbE 端口 2 和
4 连接到使用 DHCP 服务器的网络，则控制器会在打开机箱电源时尝试获取动态分配的 IP 地址。控制
器完成启动过程后，其七段显示屏将显示 * HO* ，然后是两个数字的重复序列。

HO -- IP address for Admin Network -- IP address for Grid Network HO

顺序：

▪ 第一组数字是管理网络上设备存储节点的 DHCP 地址（如果已连接）。此 IP 地址将分配给
E5700SG 控制器上的管理端口 1 。

▪ 第二组数字是网格网络上设备存储节点的 DHCP 地址。首次为设备接通电源时，此 IP 地址将分配给
10/225-GbE 端口 2 和 4 。

如果无法使用 DHCP 分配 IP 地址，则会显示 0.0.0.0 。

◦ 将管理端口 1 的 MAC 地址提供给网络管理员，以便他们可以在管理网络上查找此端口的 DHCP 地
址。MAC 地址印在 E5700SG 控制器上端口旁边的标签上。

2. 如果您能够获取任一 DHCP 地址：

a. 在服务笔记本电脑上打开 Web 浏览器。

b. 输入StorageGRID 设备安装程序的URL：+ https://E5700SG_Controller_IP:8443
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适用于 E5700SG_Controller_IP、使用控制器的DHCP地址(如果有、请使用管理网络的IP地址)。

c. 如果系统提示您显示安全警报，请使用浏览器的安装向导查看并安装证书。

下次访问此 URL 时，不会显示此警报。

此时将显示 StorageGRID 设备安装程序主页页面。首次访问此页面时显示的信息和消息取决于设备当前
与 StorageGRID 网络的连接方式。可能会显示错误消息，这些消息将在后续步骤中解决。

3. 如果 E5700SG 控制器无法使用 DHCP 获取 IP 地址：
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a. 使用以太网缆线将服务笔记本电脑连接到 E5700SG 控制器上的管理端口 2 。

b. 在服务笔记本电脑上打开 Web 浏览器。

c. 输入StorageGRID 设备安装程序的URL：+ https://169.254.0.1:8443

此时将显示 StorageGRID 设备安装程序主页页面。首次访问此页面时显示的信息和消息取决于设备当前
的连接方式。

如果无法通过链路本地连接访问主页页面、请将服务笔记本电脑IP地址配置为
169.254.0.2、然后重试。

4. 查看主页页面上显示的所有消息，并根据需要配置链路配置和 IP 配置。

相关信息

"Web 浏览器要求"

验证和升级StorageGRID 设备安装程序版本

设备上的 StorageGRID 设备安装程序版本必须与 StorageGRID 系统上安装的软件版本匹
配，以确保所有 StorageGRID 功能均受支持。

您需要的内容

您已访问 StorageGRID 设备安装程序。

关于此任务

StorageGRID 设备出厂时预安装了 StorageGRID 设备安装程序。如果要将设备添加到最近升级的
StorageGRID 系统，则可能需要先手动升级 StorageGRID 设备安装程序，然后再将设备安装为新节点。

升级到新的 StorageGRID 版本时， StorageGRID 设备安装程序会自动升级。您无需升级已安装设备节点上的
StorageGRID 设备安装程序。只有在安装包含早期版本的 StorageGRID 设备安装程序的设备时，才需要此操作
步骤 。

步骤

1. 从 StorageGRID 设备安装程序中，选择 * 高级 * > * 升级固件 * 。

2. 将当前固件版本与StorageGRID 系统上安装的软件版本进行比较(从网格管理器中选择*帮助*>*关于*)。

两个版本中的第二位数字应匹配。例如、如果您的StorageGRID 系统运行的是11.* 5*。x.y、
则StorageGRID 设备安装程序版本应为3.* 5*。z。

3. 如果设备安装了 StorageGRID 设备安装程序的低级版本，请转到 StorageGRID 的 "NetApp 下载 " 页面。

"NetApp 下载： StorageGRID"
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使用您的 NetApp 帐户的用户名和密码登录。

4. 下载适当版本的 * StorageGRID Appliances * 支持文件以及相应的校验和文件。

StorageGRID 设备的支持文件为 .zip 归档、其中包含所有StorageGRID 设备型号的当前和先前固件版
本、位于每种控制器类型的子目录中。

下载StorageGRID 设备的支持文件后、解压缩 .zip 归档并查看README文件、了解有关安
装StorageGRID 设备安装程序的重要信息。

5. 按照 StorageGRID 设备安装程序的 " 升级固件 " 页面上的说明执行以下步骤：

a. 上传适用于您的控制器类型的相应支持文件（固件映像）和校验和文件。

b. 升级非活动分区。

c. 重新启动和交换分区。

d. 升级第二个分区。

相关信息

"访问StorageGRID 设备安装程序"

配置网络链路(SG5700)

您可以为用于将设备连接到网格网络，客户端网络和管理网络的端口配置网络链路。您可
以设置链路速度以及端口和网络绑定模式。

您需要的内容

如果您计划对 10/25/GbE 端口使用 25-GbE 链路速度：

• 您已在计划使用的端口中安装 SFP28 收发器。

• 您已将端口连接到可支持这些功能的交换机。

• 您了解如何配置交换机以使用此较高的速度。

如果您计划对 10/225-GbE 端口使用聚合端口绑定模式， LACP 网络绑定模式或 VLAN 标记：

• 您已将设备上的端口连接到可支持 VLAN 和 LACP 的交换机。

• 如果多个交换机参与 LACP 绑定，则这些交换机支持多机箱链路聚合组（ MLAG ）或等效项。

• 您了解如何将交换机配置为使用 VLAN ， LACP 和 MLAG 或等效项。

• 您知道要用于每个网络的唯一 VLAN 标记。此 VLAN 标记将添加到每个网络数据包中，以确保网络流量路由
到正确的网络。

• 如果您计划对管理网络使用主动备份模式，则已将以太网缆线连接到控制器上的两个管理端口。

关于此任务

此图显示了在固定端口绑定模式（默认配置）下四个 10/225-GbE 端口的绑定方式。
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哪些端口已绑定

C 如果使用此网络，则端口 1 和 3 将绑定到客户端网络。

g 网格网络的端口 2 和 4 绑定在一起。

此图显示了四个 10/25GbE 端口在聚合端口绑定模式下的绑定方式。

哪些端口已绑定

1. 所有四个端口都分组在一个 LACP 绑定中，从而允许所有端口用于网格网络和客户端网络流
量。

下表总结了用于配置四个 10/225-GbE 端口的选项。默认设置以粗体显示。只有在要使用非默认设置时，才需要
在链路配置页面上配置设置。

• * 固定（默认）端口绑定模式 *

网络绑定模式 客户端网络已禁用（默认） 已启用客户端网络

主动备份(默
认)

• 端口 2 和 4 对网格网络使用主动备份绑
定。

• 不使用端口 1 和 3 。

• VLAN 标记是可选的。

• 端口 2 和 4 对网格网络使用主动备份绑
定。

• 端口 1 和 3 对客户端网络使用主动备份
绑定。

• 为了方便网络管理员，可以为两个网络指
定 VLAN 标记。
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网络绑定模式 客户端网络已禁用（默认） 已启用客户端网络

LACP （
802.3ad ）

• 端口 2 和 4 对网格网络使用 LACP 绑
定。

• 不使用端口 1 和 3 。

• VLAN 标记是可选的。

• 端口 2 和 4 对网格网络使用 LACP 绑
定。

• 端口 1 和 3 对客户端网络使用 LACP 绑
定。

• 为了方便网络管理员，可以为两个网络指
定 VLAN 标记。

• * 聚合端口绑定模式 *

网络绑定模式 客户端网络已禁用（默认） 已启用客户端网络

仅 LACP （
802.3ad ）

• 端口 1-4 对网格网络使用一个 LACP 绑
定。

• 一个 VLAN 标记用于标识网格网络数据
包。

• 端口 1-4 对网格网络和客户端网络使用一
个 LACP 绑定。

• 通过两个 VLAN 标记，可以将网格网络
数据包与客户端网络数据包隔离。

有关端口绑定和网络绑定模式的详细信息，请参见 E5700SG 控制器的 10/225-GbE 端口连接信息。

此图显示了 E5700SG 控制器上的两个 1-GbE 管理端口如何在管理网络的主动备份网络绑定模式下绑定。

步骤

1. 从 StorageGRID 设备安装程序的菜单栏中，单击 * 配置网络连接 * > * 链接配置 * 。

" 网络链路配置 " 页面显示设备示意图，其中包含编号为的网络和管理端口。
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链路状态表列出了已编号端口的链路状态（启动 / 关闭）和速度（ 1/25/40/100 Gbps ）。

首次访问此页面时：

◦ * 链路速度 * 设置为 * 10GbE 。

◦ * 端口绑定模式 * 设置为 * 固定 * 。

◦ 网格网络的 * 网络绑定模式 * 设置为 * 主动备份 * 。

◦ 此时将启用 * 管理网络 * ，并将网络绑定模式设置为 * 独立 * 。

◦ 已禁用 * 客户端网络 * 。
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2. 如果您计划对 10/25 GbE 端口使用 25-GbE 链路速度，请从链路速度下拉列表中选择 * 25GbE* 。

您用于网格网络和客户端网络的网络交换机也必须支持此速度并为此速度进行配置。SFP28 收发器必须安装
在端口中。

3. 启用或禁用计划使用的 StorageGRID 网络。

网格网络为必填项。您不能禁用此网络。
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a. 如果设备未连接到管理网络，请取消选中管理网络的 * 启用网络 * 复选框。

b. 如果设备已连接到客户端网络，请选中客户端网络的 * 启用网络 * 复选框。

现在，将显示 10/225-GbE 端口的客户端网络设置。

4. 请参见表，并配置端口绑定模式和网络绑定模式。

示例显示：

◦ 为网格和客户端网络选择了 * 聚合 * 和 * LACP * 。您必须为每个网络指定唯一的 VLAN 标记。您可以选
择 0 到 4095 之间的值。

◦ 已为管理网络选择 * 主动备份 * 。
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5. 对所做的选择感到满意后，单击 * 保存 * 。

如果更改了所连接的网络或链路，则可能会断开连接。如果1分钟内未重新连接、请使用分配
给StorageGRID 设备的其他IP地址之一重新输入此设备安装程序的URL：+

https://E5700SG_Controller_IP:8443

相关信息

"E5700SG 控制器端口的端口绑定模式"

设置IP配置

您可以使用 StorageGRID 设备安装程序在 StorageGRID 网格，管理和客户端网络上配置
设备存储节点所使用的 IP 地址和路由信息。
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关于此任务

您必须为每个已连接网络上的设备分配一个静态 IP ，或者为 DHCP 服务器上的地址分配一个永久租约。

如果要更改链路配置，请参见有关更改 E5700SG 控制器的链路配置的说明。

步骤

1. 在 StorageGRID 设备安装程序中，选择 * 配置网络连接 * > * IP 配置 * 。

此时将显示 "IP Configuration" 页面。

2. 要配置网格网络，请在页面的 * 网格网络 * 部分中选择 * 静态 * 或 * DHCP * 。

3. 如果选择 * 静态 * ，请按照以下步骤配置网格网络：
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a. 使用 CIDR 表示法输入静态 IPv4 地址。

b. 输入网关。

如果您的网络没有网关，请重新输入相同的静态 IPv4 地址。

c. 如果要使用巨型帧，请将 MTU 字段更改为适用于巨型帧的值，例如 9000 。否则，请保留默认值 1500
。

网络的 MTU 值必须与节点所连接的交换机端口上配置的值匹配。否则，可能会发生网络
性能问题或数据包丢失。

为了获得最佳网络性能，应在所有节点的网格网络接口上配置类似的 MTU 值。如果网格
网络在各个节点上的 MTU 设置有明显差异，则会触发 * 网格网络 MTU 不匹配 * 警报。
并非所有网络类型的 MTU 值都相同。

d. 单击 * 保存 * 。

更改 IP 地址时，网关和子网列表可能也会发生更改。

如果与 StorageGRID 设备安装程序的连接断开，请使用您刚刚分配的新静态 IP 地址重新输入 URL 。例

如、+ https://services_appliance_IP:8443

e. 确认网格网络子网列表正确无误。

如果您有网格子网，则需要网格网络网关。指定的所有网格子网都必须可通过此网关访问。启动
StorageGRID 安装时，还必须在主管理节点上的网格网络子网列表中定义这些网格网络子网。

未列出默认路由。如果未启用客户端网络，则默认路由将使用网格网络网关。

▪ 要添加子网，请单击插入图标  最后一个条目右侧。

▪ 要删除未使用的子网，请单击删除图标 。

f. 单击 * 保存 * 。

4. 如果选择了 * DHCP * ，请按照以下步骤配置网格网络：

a. 选择 * DHCP * 单选按钮后，单击 * 保存 * 。

系统会自动填充 * IPv4 地址 * ， * 网关 * 和 * 子网 * 字段。如果 DHCP 服务器设置为分配 MTU 值，则
* MTU * 字段将填充该值，并且该字段将变为只读。

您的 Web 浏览器会自动重定向到 StorageGRID 设备安装程序的新 IP 地址。

b. 确认网格网络子网列表正确无误。

如果您有网格子网，则需要网格网络网关。指定的所有网格子网都必须可通过此网关访问。启动
StorageGRID 安装时，还必须在主管理节点上的网格网络子网列表中定义这些网格网络子网。

未列出默认路由。如果未启用客户端网络，则默认路由将使用网格网络网关。
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▪ 要添加子网，请单击插入图标  最后一个条目右侧。

▪ 要删除未使用的子网，请单击删除图标 。

c. 如果要使用巨型帧，请将 MTU 字段更改为适用于巨型帧的值，例如 9000 。否则，请保留默认值 1500
。

网络的 MTU 值必须与节点所连接的交换机端口上配置的值匹配。否则，可能会发生网络
性能问题或数据包丢失。

为了获得最佳网络性能，应在所有节点的网格网络接口上配置类似的 MTU 值。如果网格网络
在各个节点上的 MTU 设置有明显差异，则会触发 * 网格网络 MTU 不匹配 * 警报。并非所有
网络类型的 MTU 值都相同。

a. 单击 * 保存 * 。

5. 要配置管理网络，请在页面的管理网络部分中选择 * 静态 * 或 * DHCP * 。

要配置管理网络，必须在链路配置页面上启用管理网络。

6. 如果选择 * 静态 * ，请按照以下步骤配置管理网络：

a. 使用 CIDR 表示法为设备上的管理端口 1 输入静态 IPv4 地址。

管理端口 1 位于设备右端的两个 1-GbE RJ45 端口的左侧。
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b. 输入网关。

如果您的网络没有网关，请重新输入相同的静态 IPv4 地址。

c. 如果要使用巨型帧，请将 MTU 字段更改为适用于巨型帧的值，例如 9000 。否则，请保留默认值 1500
。

网络的 MTU 值必须与节点所连接的交换机端口上配置的值匹配。否则，可能会发生网络
性能问题或数据包丢失。

d. 单击 * 保存 * 。

更改 IP 地址时，网关和子网列表可能也会发生更改。

如果与 StorageGRID 设备安装程序的连接断开，请使用您刚刚分配的新静态 IP 地址重新输入 URL 。例

如、+ https://services_appliance:8443

e. 确认管理网络子网列表正确无误。

您必须验证是否可以使用提供的网关访问所有子网。

无法使用默认路由来使用管理网络网关。

▪ 要添加子网，请单击插入图标  最后一个条目右侧。

▪ 要删除未使用的子网，请单击删除图标 。

f. 单击 * 保存 * 。

7. 如果选择了 * DHCP * ，请按照以下步骤配置管理网络：

a. 选择 * DHCP * 单选按钮后，单击 * 保存 * 。

系统会自动填充 * IPv4 地址 * ， * 网关 * 和 * 子网 * 字段。如果 DHCP 服务器设置为分配 MTU 值，则
* MTU * 字段将填充该值，并且该字段将变为只读。

您的 Web 浏览器会自动重定向到 StorageGRID 设备安装程序的新 IP 地址。

b. 确认管理网络子网列表正确无误。

您必须验证是否可以使用提供的网关访问所有子网。

无法使用默认路由来使用管理网络网关。

▪ 要添加子网，请单击插入图标  最后一个条目右侧。

▪ 要删除未使用的子网，请单击删除图标 。

c. 如果要使用巨型帧，请将 MTU 字段更改为适用于巨型帧的值，例如 9000 。否则，请保留默认值 1500
。

网络的 MTU 值必须与节点所连接的交换机端口上配置的值匹配。否则，可能会发生网络
性能问题或数据包丢失。

209



d. 单击 * 保存 * 。

8. 要配置客户端网络，请在页面的 * 客户端网络 * 部分中选择 * 静态 * 或 * DHCP * 。

要配置客户端网络，必须在链路配置页面上启用客户端网络。

9. 如果选择 * 静态 * ，请按照以下步骤配置客户端网络：

a. 使用 CIDR 表示法输入静态 IPv4 地址。

b. 单击 * 保存 * 。

c. 确认客户端网络网关的 IP 地址正确无误。

如果启用了客户端网络，则会显示默认路由。默认路由使用客户端网络网关，并且在启用
客户端网络时无法移至其他接口。

d. 如果要使用巨型帧，请将 MTU 字段更改为适用于巨型帧的值，例如 9000 。否则，请保留默认值 1500
。

网络的 MTU 值必须与节点所连接的交换机端口上配置的值匹配。否则，可能会发生网络
性能问题或数据包丢失。

e. 单击 * 保存 * 。

10. 如果选择了 * DHCP * ，请按照以下步骤配置客户端网络：

a. 选择 * DHCP * 单选按钮后，单击 * 保存 * 。
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系统会自动填充 * IPv4 地址 * 和 * 网关 * 字段。如果 DHCP 服务器设置为分配 MTU 值，则 * MTU *

字段将填充该值，并且该字段将变为只读。

您的 Web 浏览器会自动重定向到 StorageGRID 设备安装程序的新 IP 地址。

a. 确认网关是否正确。

如果启用了客户端网络，则会显示默认路由。默认路由使用客户端网络网关，并且在启用
客户端网络时无法移至其他接口。

b. 如果要使用巨型帧，请将 MTU 字段更改为适用于巨型帧的值，例如 9000 。否则，请保留默认值 1500
。

网络的 MTU 值必须与节点所连接的交换机端口上配置的值匹配。否则，可能会发生网络
性能问题或数据包丢失。

相关信息

"更改E5700SG控制器的链路配置"

验证网络连接

您应确认可以从设备访问所使用的 StorageGRID 网络。要验证通过网络网关的路由，您应
测试 StorageGRID 设备安装程序与不同子网上的 IP 地址之间的连接。您还可以验证 MTU

设置。

步骤

1. 从 StorageGRID 设备安装程序的菜单栏中，单击 * 配置网络连接 * > * Ping 和 MTU 测试 * 。

此时将显示 Ping 和 MTU 测试页面。

2. 从 * 网络 * 下拉框中，选择要测试的网络：网格，管理员或客户端。
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3. 输入该网络上某个主机的 IPv4 地址或完全限定域名（ FQDN ）。

例如，您可能需要对网络或主管理节点上的网关执行 ping 操作。

4. 或者，选中 * 测试 MTU* 复选框以验证通过网络到目标的整个路径的 MTU 设置。

例如，您可以测试设备节点与其他站点的节点之间的路径。

5. 单击 * 测试连接 * 。

如果网络连接有效，则会显示 "Ping test passed" 消息，并列出 ping 命令输出。

相关信息

"配置网络链路(SG5700)"

"更改MTU设置"

验证端口级别的网络连接

要确保 StorageGRID 设备安装程序与其他节点之间的访问不会受到防火墙的阻碍，请确认
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StorageGRID 设备安装程序可以连接到指定 IP 地址或地址范围内的特定 TCP 端口或端
口集。

关于此任务

使用 StorageGRID 设备安装程序中提供的端口列表，您可以测试设备与网格网络中其他节点之间的连接。

此外，您还可以在管理和客户端网络以及 UDP 端口上测试连接，例如用于外部 NFS 或 DNS 服务器的端口。有
关这些端口的列表，请参见 StorageGRID 网络连接准则中的端口参考。

端口连接表中列出的网格网络端口仅适用于StorageGRID 11.5.0版。要验证每种节点类型的端口
是否正确，您应始终参考适用于您的 StorageGRID 版本的网络连接准则。

步骤

1. 在 StorageGRID 设备安装程序中，单击 * 配置网络连接 * > * 端口连接测试（ nmap ） * 。

此时将显示端口连接测试页面。

端口连接表列出了网格网络上需要 TCP 连接的节点类型。对于每种节点类型，此表列出了设备应可访问的
网格网络端口。

您可以测试表中列出的设备端口与网格网络中的其他节点之间的连接。

2. 从 * 网络 * 下拉列表中，选择要测试的网络： * 网格 * ， * 管理 * 或 * 客户端 * 。

3. 为该网络上的主机指定一个 IPv4 地址范围。

例如，您可能需要探测网络或主管理节点上的网关。

使用连字符指定一个范围，如示例所示。

4. 输入 TCP 端口号，以逗号分隔的端口列表或端口范围。
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5. 单击 * 测试连接 * 。

◦ 如果选定的端口级别网络连接有效，则绿色横幅中会显示 "`Port connectivity test passed` " 消息。nmap

命令输出列在横幅下方。

◦ 如果与远程主机建立了端口级网络连接，但主机未侦听一个或多个选定端口，则黄色横幅中会显示
"`Port connectivity test failed` " 消息。nmap 命令输出列在横幅下方。

主机未侦听的任何远程端口的状态为 "`closed" 。` 例如，当您尝试连接的节点处于预安装状态且
StorageGRID NMS 服务尚未在该节点上运行时，您可能会看到此黄色横幅。
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◦ 如果无法为一个或多个选定端口建立端口级别网络连接，则红色横幅中会显示 "`Port connectivity test

failed` " 消息。nmap 命令输出列在横幅下方。

红色横幅表示已尝试通过 TCP 连接到远程主机上的某个端口，但未向发送方返回任何内容。如果未返回
任何响应，则此端口的状态为 " 已筛选 " ，并且可能会被防火墙阻止。

此外，还会列出带有 "`closed` " 的端口。

相关信息

"网络准则"

访问和配置SANtricity 系统管理器

您可以使用 SANtricity 系统管理器监控存储控制器，存储磁盘和存储控制器架中其他硬件
组件的状态。此外，您还可以为 E 系列 AutoSupport 配置代理，使您能够在不使用管理端
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口的情况下从设备发送 AutoSupport 消息。

设置和访问SANtricity 系统管理器

您可能需要访问存储控制器上的 SANtricity 系统管理器来监控存储控制器架中的硬件或配
置 E 系列 AutoSupport 。

您需要的内容

• 您正在使用受支持的Web浏览器。

• 要通过网格管理器访问 SANtricity 系统管理器，您必须已安装 StorageGRID ，并且必须具有存储设备管理
员权限或根访问权限。

• 要使用 StorageGRID 设备安装程序访问 SANtricity 系统管理器，您必须具有 SANtricity 系统管理器管理员
用户名和密码。

• 要使用 Web 浏览器直接访问 SANtricity System Manager ，您必须具有 SANtricity System Manager 管理员
用户名和密码。

要使用网格管理器或 StorageGRID 设备安装程序访问 SANtricity 系统管理器，您必须安装
SANtricity 固件 8.70 或更高版本。您可以使用 StorageGRID 设备安装程序并选择 * 帮助 * > * 关
于 * 来检查固件版本。

从网格管理器或设备安装程序访问 SANtricity 系统管理器通常仅用于监控硬件和配置 E 系列
AutoSupport 。SANtricity System Manager 中的许多功能和操作（例如升级固件）不适用于监控
StorageGRID 设备。为避免出现问题，请始终按照适用于您的设备的硬件安装和维护说明进行操
作。

关于此任务

根据您所处的安装和配置过程的阶段，有三种方法可以访问 SANtricity System Manager ：

• 如果此设备尚未部署为 StorageGRID 系统中的节点，则应使用 StorageGRID 设备安装程序中的高级选项
卡。

部署节点后，您将无法再使用 StorageGRID 设备安装程序访问 SANtricity 系统管理器。

• 如果此设备已部署为 StorageGRID 系统中的节点，请使用网格管理器中节点页面上的 SANtricity 系统管理
器选项卡。

• 如果无法使用 StorageGRID 设备安装程序或网格管理器，则可以使用连接到管理端口的 Web 浏览器直接访
问 SANtricity 系统管理器。

此操作步骤 包含首次访问 SANtricity System Manager 的步骤。如果您已设置 SANtricity 系统管理器，请转到 

配置硬件警报 步骤。

使用网格管理器或 StorageGRID 设备安装程序，您可以访问 SANtricity 系统管理器，而无需配置
或连接设备的管理端口。

您可以使用 SANtricity 系统管理器监控以下内容：

• 存储阵列级别性能， I/O 延迟， CPU 利用率和吞吐量等性能数据
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• 硬件组件状态

• 支持的功能包括查看诊断数据

您可以使用 SANtricity 系统管理器配置以下设置：

• 存储控制器架中组件的电子邮件警报， SNMP 警报或系统日志警报

• 存储控制器架中组件的 E 系列 AutoSupport 设置。

有关 E 系列 AutoSupport 的更多详细信息，请参见 E 系列文档中心。

"NetApp E 系列系统文档站点"

• 驱动器安全密钥，用于解锁安全驱动器（如果启用了驱动器安全功能，则需要执行此步骤）

• 用于访问 SANtricity 系统管理器的管理员密码

步骤

1. 执行以下操作之一：

◦ 使用 StorageGRID 设备安装程序并选择 * 高级 * > * SANtricity 系统管理器 *

◦ 使用网格管理器并选择*节点*> appliance Storage Node >* SANtricity 系统管理器*

如果这些选项不可用或未显示登录页面，则必须使用存储控制器的 IP 地址。浏览到存储
控制器IP：+以访问SANtricity System Manager https://Storage_Controller_IP

此时将显示 SANtricity 系统管理器的登录页面。

2. 设置或输入管理员密码。

SANtricity 系统管理器使用一个管理员密码，该密码在所有用户之间共享。

此时将显示设置向导。
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3. 选择 * 取消 * 以关闭向导。

请勿完成 StorageGRID 设备的设置向导。

此时将显示 SANtricity System Manager 主页。

1. 配置硬件警报。
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a. 选择 * 帮助 * 以访问 SANtricity 系统管理器的联机帮助。

b. 使用联机帮助的 * 设置 * > * 警报 * 部分了解警报。

c. 按照 "`如何` " 说明设置电子邮件警报， SNMP 警报或系统日志警报。

2. 管理存储控制器架中组件的 AutoSupport 。

a. 选择 * 帮助 * 以访问 SANtricity 系统管理器的联机帮助。

b. 使用联机帮助的*支持*>*支持中心*部分了解AutoSupport 功能。

c. 按照 "`如何` " 说明管理 AutoSupport 。

有关配置 StorageGRID 代理以在不使用管理端口的情况下发送 E 系列 AutoSupport 消息的具体说明，
请转至 StorageGRID 管理说明并搜索 "E 系列 AutoSupport 的代理设置 " 。

"管理 StorageGRID"

3. 如果为设备启用了驱动器安全功能，请创建并管理安全密钥。

a. 选择 * 帮助 * 以访问 SANtricity 系统管理器的联机帮助。

b. 使用联机帮助的 * 设置 * > * 系统 * > * 安全密钥管理 * 部分了解驱动器安全性。

c. 按照 "`如何` " 说明创建和管理安全密钥。

4. 也可以更改管理员密码。

a. 选择 * 帮助 * 以访问 SANtricity 系统管理器的联机帮助。

b. 使用联机帮助的 * 主页 * > * 存储阵列管理 * 部分了解管理员密码。

c. 按照 " 操作 " 说明更改密码。

在SANtricity 系统管理器中查看硬件状态

您可以使用 SANtricity 系统管理器监控和管理存储控制器架中的各个硬件组件，并查看硬
件诊断和环境信息，例如组件温度以及与驱动器相关的问题。

您需要的内容

• 您正在使用受支持的Web浏览器。

• 要通过网格管理器访问 SANtricity 系统管理器，您必须具有存储设备管理员权限或 root 访问权限。

• 要使用 StorageGRID 设备安装程序访问 SANtricity 系统管理器，您必须具有 SANtricity 系统管理器管理员
用户名和密码。

• 要使用 Web 浏览器直接访问 SANtricity System Manager ，您必须具有 SANtricity System Manager 管理员
用户名和密码。

要使用网格管理器或 StorageGRID 设备安装程序访问 SANtricity 系统管理器，您必须安装
SANtricity 固件 8.70 或更高版本。

从网格管理器或设备安装程序访问 SANtricity 系统管理器通常仅用于监控硬件和配置 E 系列
AutoSupport 。SANtricity System Manager 中的许多功能和操作（例如升级固件）不适用于监控
StorageGRID 设备。为避免出现问题，请始终按照适用于您的设备的硬件安装和维护说明进行操
作。
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步骤

1. 访问 SANtricity 系统管理器。

"设置和访问SANtricity 系统管理器"

2. 如果需要，请输入管理员用户名和密码。

3. 单击 * 取消 * 以关闭设置向导并显示 SANtricity 系统管理器主页。

此时将显示 SANtricity System Manager 主页。在 SANtricity 系统管理器中，控制器架称为存储阵列。

4. 查看显示的设备硬件信息，并确认所有硬件组件的状态均为最佳。

a. 单击 * 硬件 * 选项卡。

b. 单击 * 显示磁盘架的背面 * 。
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从磁盘架背面，您可以查看两个存储控制器，每个存储控制器中的电池，两个电源箱，两个风扇箱和扩展架
（如果有）。您还可以查看组件温度。

a. 要查看每个存储控制器的设置，请选择控制器，然后从上下文菜单中选择 * 查看设置 * 。

b. 要查看磁盘架背面其他组件的设置，请选择要查看的组件。

c. 单击 * 显示磁盘架正面 * ，然后选择要查看的组件。

从磁盘架正面，您可以查看存储控制器磁盘架或扩展磁盘架（如果有）的驱动器和驱动器抽盒。

如果需要关注任何组件的状态，请按照 Recovery Guru 中的步骤解决问题描述 或联系技术支持。

使用StorageGRID 设备安装程序设置存储控制器的IP地址

每个存储控制器上的管理端口 1 用于将设备连接到 SANtricity System Manager 的管理网
络。如果无法从 StorageGRID 设备安装程序访问 SANtricity 系统管理器，则必须为每个存
储控制器设置一个静态 IP 地址，以确保不会丢失与控制器架中的硬件和控制器固件的管理
连接。

您需要的内容

• 您正在使用可以连接到 StorageGRID 管理网络的任何管理客户端，或者您使用的是服务笔记本电脑。

• 客户端或服务笔记本电脑具有受支持的 Web 浏览器。

关于此任务

DHCP 分配的地址可以随时更改。为控制器分配静态 IP 地址，以确保一致的可访问性。

只有当您无法通过StorageGRID 设备安装程序(高级>* SANtricity 系统管理器*)或网格管理器(节
点>* SANtricity 系统管理器*)访问SANtricity 系统管理器时、才应遵循此操作步骤。
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步骤

1. 在客户端中、输入StorageGRID 设备安装程序的URL：+ https://Appliance_Controller_IP:8443

适用于 `Appliance_Controller_IP`下、使用任何StorageGRID 网络上设备的IP地址。

此时将显示 StorageGRID 设备安装程序主页页面。

2. 选择 * 配置硬件 * > * 存储控制器网络配置 * 。

此时将显示存储控制器网络配置页面。

3. 根据您的网络配置，对于 IPv4 ， IPv6 或这两者，请选择 * 已启用 * 。

4. 记下自动显示的 IPv4 地址。

DHCP 是为存储控制器管理端口分配 IP 地址的默认方法。

显示 DHCP 值可能需要几分钟的时间。

5. （可选）设置存储控制器管理端口的静态 IP 地址。

您应该为管理端口分配静态 IP ，或者为 DHCP 服务器上的地址分配永久租约。

a. 选择 * 静态 * 。

b. 使用 CIDR 表示法输入 IPv4 地址。

c. 输入默认网关。

d. 单击 * 保存 * 。

应用所做的更改可能需要几分钟的时间。

连接到SANtricity 系统管理器时、您将使用新的静态IP地址作为URL：+

https://Storage_Controller_IP
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可选：启用节点加密

如果启用了节点加密，则可以通过安全密钥管理服务器（ KMS ）加密来保护设备中的磁
盘，防止物理丢失或从站点中删除。您必须在设备安装期间选择并启用节点加密，并且在
KMS 加密过程开始后，不能取消选择节点加密。

您需要的内容

查看有关管理 StorageGRID 的说明中有关 KMS 的信息。

关于此任务

启用了节点加密的设备将连接到为 StorageGRID 站点配置的外部密钥管理服务器（ KMS ）。每个 KMS （或
KMS 集群）负责管理站点上所有设备节点的加密密钥。这些密钥对启用了节点加密的设备中每个磁盘上的数据
进行加密和解密。

可以在 StorageGRID 中安装 KMS 之前或之后在网格管理器中设置此设备。有关更多详细信息，请参见管理
StorageGRID 的说明中有关 KMS 和设备配置的信息。

• 如果在安装设备之前设置了 KMS ，则在设备上启用节点加密并将其添加到配置了 KMS 的 StorageGRID 站
点时， KMS 控制的加密将开始。

• 如果在安装此设备之前未设置 KMS ，则在为包含此设备节点的站点配置了 KMS 并可使用此 KMS 后，将对
启用了节点加密的每个设备执行 KMS 控制的加密。

启用了节点加密的设备连接到已配置的KMS之前存在的任何数据都将使用不安全的临时密钥进行
加密。除非将密钥设置为 KMS 提供的值，否则设备不会受到删除或被盗的保护。

如果没有对磁盘进行解密所需的 KMS 密钥，则无法检索设备上的数据，并且数据实际上会丢失。如果无法从
KMS 中检索到解密密钥，则会出现这种情况。如果客户清除 KMS 配置， KMS 密钥过期，与 KMS 的连接断开
或从安装了 KMS 密钥的 StorageGRID 系统中删除设备，则无法访问此密钥。

步骤

1. 打开浏览器，然后输入设备计算控制器的 IP 地址之一。+ https://Controller_IP:8443

Controller_IP 是三个StorageGRID 网络中任何一个网络上计算控制器(而不是存储控制器)的IP地址。

此时将显示 StorageGRID 设备安装程序主页页面。

使用 KMS 密钥对设备加密后，如果不使用相同的 KMS 密钥，则无法对设备磁盘进行解密。

2. 选择 * 配置硬件 * > * 节点加密 * 。
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3. 选择 * 启用节点加密 * 。

您可以取消选择*启用节点加密*而不会丢失数据、直到选择*保存*、并且设备节点访问StorageGRID 系统中
的KMS加密密钥并开始磁盘加密为止。安装设备后，您无法禁用节点加密。

将启用了节点加密的设备添加到具有 KMS 的 StorageGRID 站点后，您无法停止对此节点使
用 KMS 加密。

4. 选择 * 保存 * 。

5. 将设备部署为 StorageGRID 系统中的节点。

当设备访问为 StorageGRID 站点配置的 KMS 密钥时，便会开始使用由 KMS 控制的加密。安装程序会在
KMS 加密过程中显示进度消息，此过程可能需要几分钟时间，具体取决于设备中的磁盘卷数。

设备最初会配置一个随机的非 KMS 加密密钥，该密钥会分配给每个磁盘卷。磁盘会使用此临
时加密密钥进行加密，这种加密密钥不安全，直到启用了节点加密的设备访问为
StorageGRID 站点配置的 KMS 密钥为止。

完成后

您可以查看节点加密状态， KMS 详细信息以及设备节点处于维护模式时正在使用的证书。

相关信息

"管理 StorageGRID"

"在维护模式下监控节点加密"

可选：更改RAID模式(仅限SG5760)

如果您的 SG5760 包含 60 个驱动器，则可以更改为其他 RAID 模式以满足存储和恢复要
求。您只能在部署 StorageGRID 设备存储节点之前更改此模式。

您需要的内容

• 您已安装 SG5760 。如果您使用的是 SG5712 ，则必须使用 DDP 模式。
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• 您正在使用可以连接到 StorageGRID 的任何客户端。

• 客户端具有受支持的Web浏览器。

关于此任务

在将 SG5760 设备部署为存储节点之前，您可以选择以下卷配置选项之一：

• * DDP * ：此模式每八个数据驱动器使用两个奇偶校验驱动器。这是所有设备的默认和建议模式。与 RAID6

相比， DDP 可提高系统性能，缩短驱动器发生故障后的重建时间，并简化管理。DDP 还可在 60 驱动器设
备中提供抽盒丢失保护。

• * DDP16* ：此模式每 16 个数据驱动器使用两个奇偶校验驱动器，因此与 DDP 相比，存储效率更高。与
RAID6 相比， DDP16 可提高系统性能，缩短驱动器故障后的重建时间，简化管理并提供同等的存储效率。
要使用 DDP16 模式，您的配置必须至少包含 20 个驱动器。DDP16 不提供抽盒丢失保护。

• * RAID6* ：此模式每 16 个或更多数据驱动器使用两个奇偶校验驱动器。要使用 RAID 6 模式，您的配置必
须至少包含 20 个驱动器。虽然与 DDP 相比， RAID6 可以提高设备的存储效率，但不建议在大多数
StorageGRID 环境中使用。

如果已配置任何卷或先前已安装 StorageGRID ，则更改 RAID 模式会删除和更换这些卷。这些卷
上的所有数据都将丢失。

步骤

1. 使用服务笔记本电脑打开Web浏览器并访问StorageGRID 设备安装程序：+

https://E5700SG_Controller_IP:8443

其中 E5700SG_Controller_IP 是E5700SG控制器的任何IP地址。

2. 选择 * 高级 * > * RAID 模式 * 。

3. 在 * 配置 RAID 模式 * 页面上，从模式下拉列表中选择所需的 RAID 模式。

4. 单击 * 保存 * 。

相关信息

"NetApp E 系列系统文档站点"

可选：重新映射设备的网络端口

您可能需要将设备存储节点上的内部端口重新映射到不同的外部端口。例如，由于使用了
防火墙问题描述 ，您可能需要重新映射端口。

您需要的内容

• 您先前已访问 StorageGRID 设备安装程序。

• 您尚未配置，也不打算配置负载平衡器端点。

如果重新映射任何端口，则不能使用相同的端口来配置负载平衡器端点。如果要配置负载平
衡器端点且已重新映射端口、请按照恢复和维护说明中的步骤删除端口重新映射。

步骤

225

http://mysupport.netapp.com/info/web/ECMP1658252.html
http://mysupport.netapp.com/info/web/ECMP1658252.html
http://mysupport.netapp.com/info/web/ECMP1658252.html
http://mysupport.netapp.com/info/web/ECMP1658252.html
http://mysupport.netapp.com/info/web/ECMP1658252.html
http://mysupport.netapp.com/info/web/ECMP1658252.html
http://mysupport.netapp.com/info/web/ECMP1658252.html
http://mysupport.netapp.com/info/web/ECMP1658252.html
http://mysupport.netapp.com/info/web/ECMP1658252.html
http://mysupport.netapp.com/info/web/ECMP1658252.html
http://mysupport.netapp.com/info/web/ECMP1658252.html
http://mysupport.netapp.com/info/web/ECMP1658252.html
http://mysupport.netapp.com/info/web/ECMP1658252.html
http://mysupport.netapp.com/info/web/ECMP1658252.html
http://mysupport.netapp.com/info/web/ECMP1658252.html
http://mysupport.netapp.com/info/web/ECMP1658252.html
http://mysupport.netapp.com/info/web/ECMP1658252.html


1. 从 StorageGRID 设备安装程序的菜单栏中，单击 * 配置网络连接 * > * 删除端口 * 。

此时将显示 Remap Port 页面。

2. 从 * 网络 * 下拉框中，为要重新映射的端口选择网络：网格，管理员或客户端。

3. 从 * 协议 * 下拉框中，选择 IP 协议： TCP 或 UDP 。

4. 从 * 映射方向 * 下拉框中，选择要为此端口重新映射的流量方向：入站，出站或双向。

5. 对于 * 原始端口 * ，输入要重新映射的端口的编号。

6. 对于 * 映射到端口 * ，请输入要使用的端口编号。

7. 单击 * 添加规则 * 。

此时，新端口映射将添加到表中，重新映射将立即生效。

8. 要删除端口映射，请选择要删除的规则对应的单选按钮，然后单击 * 删除选定规则 * 。

部署设备存储节点

安装和配置存储设备后，您可以将其部署为 StorageGRID 系统中的存储节点。将设备部署
为存储节点时，您可以使用设备上随附的 StorageGRID 设备安装程序。

您需要的内容

• 如果要克隆设备节点，请继续执行恢复和维护过程。

"保持并恢复()"

• 此设备已安装在机架或机柜中，并已连接到您的网络并已启动。

• 已使用 StorageGRID 设备安装程序为此设备配置网络链路， IP 地址和端口重新映射（如果需要）。

• 您知道分配给设备计算控制器的一个 IP 地址。您可以对任何已连接的 StorageGRID 网络使用此 IP 地址。

• 已部署 StorageGRID 系统的主管理节点。

• StorageGRID 设备安装程序的 IP 配置页面上列出的所有网格网络子网均已在主管理节点上的网格网络子网
列表中定义。
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• 您的服务笔记本电脑具有受支持的 Web 浏览器。

关于此任务

每个存储设备都用作一个存储节点。任何设备都可以连接到网格网络，管理网络和客户端网络

要在 StorageGRID 系统中部署设备存储节点，请访问 StorageGRID 设备安装程序并执行以下步骤：

• 您可以指定或确认主管理节点的 IP 地址以及存储节点的名称。

• 您可以开始部署，并等待卷配置完毕并安装软件。

• 当安装暂停完成设备安装任务后，您可以通过登录到网格管理器，批准所有网格节点并完成 StorageGRID

安装和部署过程来恢复安装。

如果您需要一次部署多个设备节点、则可以使用自动执行安装过程 configure-sga.py 设备安
装脚本。

• 如果要执行扩展或恢复操作，请按照相应说明进行操作：

◦ 要将设备存储节点添加到现有 StorageGRID 系统，请参见有关扩展 StorageGRID 系统的说明。

◦ 要在恢复操作中部署设备存储节点，请参见有关恢复和维护的说明。

步骤

1. 打开浏览器，然后输入设备计算控制器的 IP 地址之一。+ https://Controller_IP:8443

此时将显示 StorageGRID 设备安装程序主页页面。
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2. 在 * 主管理节点连接 * 部分中，确定是否需要指定主管理节点的 IP 地址。

如果先前已在此数据中心中安装了其他节点，则 StorageGRID 设备安装程序可以自动发现此 IP 地址，前提
是主管理节点或至少一个配置了 admin_IP 的其他网格节点位于同一子网上。

3. 如果未显示此 IP 地址或您需要更改此 IP 地址，请指定地址：
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选项 Description

手动输入 IP a. 取消选中 * 启用管理节点发现 * 复选框。

b. 手动输入 IP 地址。

c. 单击 * 保存 * 。

d. 等待连接状态，使新 IP 地址准备就绪。

自动发现所有已连接的主
管理节点

a. 选中 * 启用管理节点发现 * 复选框。

b. 等待显示发现的 IP 地址列表。

c. 为要部署此设备存储节点的网格选择主管理节点。

d. 单击 * 保存 * 。

e. 等待连接状态，使新 IP 地址准备就绪。

4. 在 * 节点名称 * 字段中，输入要用于此设备节点的名称，然后单击 * 保存 * 。

节点名称将分配给 StorageGRID 系统中的此设备节点。它显示在网格管理器的节点页面（概述选项卡）
上。如果需要，您可以在批准节点时更改名称。

5. 在*安装*部分中、确认当前状态为"准备开始安装" node name 使用主管理节点进入网格 admin_ip "并启用
了*开始安装*按钮。

如果未启用 * 开始安装 * 按钮，则可能需要更改网络配置或端口设置。有关说明，请参见设备的安装和维护
说明。

如果要将存储节点设备部署为节点克隆目标、请在此停止部署过程、然后继续中的节点克隆
操作步骤 "保持并恢复()"。

6. 在 StorageGRID 设备安装程序主页中，单击 * 开始安装 * 。

当前状态将更改为 "`Installation is in progress ，` " ，此时将显示监控器安装页面。

如果需要手动访问监控器安装页面，请单击 * 监控安装 * 。

7. 如果网格包含多个设备存储节点，请对每个设备重复这些步骤。

如果您需要一次部署多个设备存储节点、则可以使用自动执行安装过程 configure-sga.py

设备安装脚本。此脚本仅适用于存储节点。

相关信息

"扩展网格"

"保持并恢复()"
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监控存储设备安装

在安装完成之前， StorageGRID 设备安装程序会提供状态。软件安装完成后，设备将重新
启动。

步骤

1. 要监控安装进度，请单击 * 监控安装 * 。

"Monitor Installation" 页面将显示安装进度。

蓝色状态栏指示当前正在进行的任务。绿色状态条表示已成功完成的任务。

安装程序可确保在先前安装中完成的任务不会重新运行。如果您要重新运行安装，则不需要
重新运行的任何任务都会显示绿色状态条和状态 Skipped 。

2. 查看前两个安装阶段的进度。

◦ 。配置存储 *

在此阶段，安装程序将连接到存储控制器，清除任何现有配置，与 SANtricity 软件通信以配置卷以及配
置主机设置。

◦ 。安装 OS*

在此阶段，安装程序会将 StorageGRID 的基本操作系统映像复制到设备。

3. 继续监控安装进度，直到 * 安装 StorageGRID 网格管理器 * 阶段暂停，并且嵌入式控制台上显示一条消息
，提示您使用网格管理器在管理节点上批准此节点。继续执行下一步。
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4. 转至网格管理器、批准待定存储节点、然后完成StorageGRID 安装过程。

在网格管理器中单击 * 安装 * 后，第 3 阶段完成，第 4 阶段 * 完成安装 * 开始。阶段 4 完成后，控制器将重
新启动。

自动化设备安装和配置

您可以自动安装和配置设备以及配置整个 StorageGRID 系统。

关于此任务

自动化安装和配置对于部署多个 StorageGRID 实例或一个大型复杂的 StorageGRID 实例非常有用。
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要自动执行安装和配置，请使用以下一个或多个选项：

• 创建一个 JSON 文件，用于指定设备的配置设置。使用 StorageGRID 设备安装程序上传 JSON 文件。

您可以使用同一文件配置多个设备。

• 使用StorageGRIDconfigure-sga.py 用于自动配置设备的Python脚本。

• 使用其他 Python 脚本配置整个 StorageGRID 系统的其他组件（ " 网格 " ）。

您可以直接使用 StorageGRID 自动化 Python 脚本，也可以使用它们作为示例，说明如何在您自
己开发的网格部署和配置工具中使用 StorageGRID 安装 REST API 。请参见恢复和维护说明中
有关下载和提取StorageGRID 安装文件的信息。

使用StorageGRID 设备安装程序自动配置设备

您可以使用包含配置信息的 JSON 文件自动配置设备。您可以使用 StorageGRID 设备安
装程序上传文件。

您需要的内容

• 您的设备必须使用与 StorageGRID 11.5 或更高版本兼容的最新固件。

• 您必须使用支持的浏览器连接到要配置的设备上的StorageGRID 设备安装程序。

关于此任务

您可以自动执行设备配置任务，例如配置以下内容：

• 网格网络，管理网络和客户端网络 IP 地址

• BMC 接口

• 网络链路

◦ 端口绑定模式

◦ 网络绑定模式

◦ 链路速度

使用上传的 JSON 文件配置设备通常比在 StorageGRID 设备安装程序中使用多个页面手动执行配置效率更高，
尤其是在需要配置多个节点时。您必须一次应用一个节点的配置文件。

如果有经验的用户希望自动安装和配置其设备、则可以使用 configure-sga.py 脚本。+"使
用configure-sga.py脚本自动安装和配置设备节点"

步骤

1. 使用以下方法之一生成 JSON 文件：

◦ ConfigBuilder 应用程序

"ConfigBuilder.netapp.com"

◦ 。 configure-sga.py 设备配置脚本。您可以从 StorageGRID 设备安装程序（ * 帮助 * > * 设备配置
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脚本 * ）下载此脚本。请参见有关使用 configure-sga.py 脚本自动配置的说明。

"使用configure-sga.py脚本自动安装和配置设备节点"

JSON 文件中的节点名称必须符合以下要求：

▪ 必须是一个有效的主机名，至少包含 1 个字符，并且不超过 32 个字符

▪ 可以使用字母、数字和连字符

▪ 不能以连字符开头或结尾、也不能仅包含数字

请确保 JSON 文件中的节点名称（顶级名称）是唯一的，否则您将无法使用 JSON 文
件配置多个节点。

2. 选择 * 高级 * > * 更新设备配置 * 。

此时将显示更新设备配置页面。

3. 选择包含要上传的配置的 JSON 文件。

a. 选择 * 浏览 * 。

b. 找到并选择文件。

c. 选择 * 打开 * 。

已上传并验证此文件。验证过程完成后，文件名会显示在绿色复选标记旁边。

如果 JSON 文件中的配置包含 "link_config" ， "networks" 或这两者的部分，则可能会断
开与设备的连接。如果 1 分钟内未重新连接，请使用分配给设备的其他 IP 地址之一重新
输入设备 URL 。
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此时将使用 JSON 文件中定义的顶级节点名称填充 * 节点名称 * 下拉列表。

如果文件无效，则文件名将显示为红色，并在黄色横幅中显示一条错误消息。此无效文件不
会应用于此设备。您可以使用 ConfigBuilder 来确保具有有效的 JSON 文件。

4. 从 * 节点名称 * 下拉列表中选择一个节点。

此时将启用 * 应用 JSON 配置 * 按钮。

5. 选择 * 应用 JSON 配置 * 。

此配置将应用于选定节点。

使用configure-sga.py脚本自动安装和配置设备节点

您可以使用 configure-sga.py 用于自动执行StorageGRID 设备节点的许多安装和配置
任务的脚本、包括安装和配置主管理节点。如果要配置大量设备，此脚本可能会很有用。
您也可以使用此脚本生成包含设备配置信息的 JSON 文件。

关于此任务

• 此设备已安装在机架中，并已连接到您的网络并已启动。

• 已使用 StorageGRID 设备安装程序为主管理节点配置网络链路和 IP 地址。

• 如果要安装主管理节点，则您知道其 IP 地址。

• 如果要安装和配置其他节点，则已部署主管理节点，并且您知道其 IP 地址。

• 对于主管理节点以外的所有节点，已在主管理节点上的网格网络子网列表中定义 StorageGRID 设备安装程
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序的 IP 配置页面上列出的所有网格网络子网。

• 您已下载 configure-sga.py 文件该文件包含在安装归档中，您也可以通过单击 StorageGRID 设备安装
程序中的 * 帮助 * > * 设备安装脚本 * 来访问该文件。

此操作步骤 适用于在使用命令行界面方面具有一定经验的高级用户。或者，您也可以使用
StorageGRID 设备安装程序自动执行配置。+"使用StorageGRID 设备安装程序自动配置设备"

步骤

1. 登录到用于运行 Python 脚本的 Linux 计算机。

2. 要获得有关脚本语法的一般帮助以及查看可用参数列表，请输入以下内容：

configure-sga.py --help

。 configure-sga.py 脚本使用五个子命令：

◦ advanced 用于高级StorageGRID 设备交互、包括BMC配置和创建包含设备当前配置的JSON文件

◦ configure 用于配置RAID模式、节点名称和网络参数

◦ install 开始StorageGRID 安装

◦ monitor 用于监控StorageGRID 安装

◦ reboot 用于重新启动设备

如果输入子命令(高级、配置、安装、监控或重新启动)参数、然后输入 --help 选项您将看到另一个帮助文
本、其中提供了有关该子命令+中可用选项的更多详细信息 configure-sga.py subcommand --help

3. 要确认设备节点的当前配置、请在其中输入以下内容 SGA-install-ip 是设备节点的任一IP地址：+

configure-sga.py configure SGA-INSTALL-IP

结果将显示设备的当前 IP 信息，包括主管理节点的 IP 地址以及有关管理，网格和客户端网络的信息。

Connecting to +https://10.224.2.30:8443+ (Checking version and

connectivity.)

2021/02/25 16:25:11: Performing GET on /api/versions... Received 200

2021/02/25 16:25:11: Performing GET on /api/v2/system-info... Received

200

2021/02/25 16:25:11: Performing GET on /api/v2/admin-connection...

Received 200

2021/02/25 16:25:11: Performing GET on /api/v2/link-config... Received

200

2021/02/25 16:25:11: Performing GET on /api/v2/networks... Received 200

2021/02/25 16:25:11: Performing GET on /api/v2/system-config... Received

200

  StorageGRID Appliance

    Name:        LAB-SGA-2-30
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    Node type:   storage

  StorageGRID primary Admin Node

    IP:        172.16.1.170

    State:     unknown

    Message:   Initializing...

    Version:   Unknown

  Network Link Configuration

    Link Status

          Link      State      Speed (Gbps)

          ----      -----      -----

          1         Up         10

          2         Up         10

          3         Up         10

          4         Up         10

          5         Up         1

          6         Down       N/A

    Link Settings

        Port bond mode:      FIXED

        Link speed:          10GBE

        Grid Network:        ENABLED

            Bonding mode:    active-backup

            VLAN:            novlan

            MAC Addresses:   00:a0:98:59:8e:8a  00:a0:98:59:8e:82

        Admin Network:       ENABLED

            Bonding mode:    no-bond

            MAC Addresses:   00:80:e5:29:70:f4

        Client Network:      ENABLED

            Bonding mode:    active-backup

            VLAN:            novlan

            MAC Addresses:   00:a0:98:59:8e:89  00:a0:98:59:8e:81

  Grid Network

    CIDR:      172.16.2.30/21 (Static)

    MAC:       00:A0:98:59:8E:8A

    Gateway:   172.16.0.1

    Subnets:   172.17.0.0/21

               172.18.0.0/21

               192.168.0.0/21

    MTU:       1500
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  Admin Network

    CIDR:      10.224.2.30/21 (Static)

    MAC:       00:80:E5:29:70:F4

    Gateway:   10.224.0.1

    Subnets:   10.0.0.0/8

               172.19.0.0/16

               172.21.0.0/16

    MTU:       1500

  Client Network

    CIDR:      47.47.2.30/21 (Static)

    MAC:       00:A0:98:59:8E:89

    Gateway:   47.47.0.1

    MTU:       2000

##############################################################

#####   If you are satisfied with this configuration,    #####

##### execute the script with the "install" sub-command. #####

##############################################################

4. 如果需要更改当前配置中的任何值、请使用 configure 用于更新它们的子命令。例如、如果要将设备用于
连接到主管理节点的IP地址更改为 172.16.2.99、输入以下内容：+ configure-sga.py configure

--admin-ip 172.16.2.99 SGA-INSTALL-IP

5. 如果要将设备配置备份到JSON文件、请使用 advanced 和 backup-file 子命令。例如、如果要备份具
有IP地址的设备的配置 SGA-INSTALL-IP 到名为的文件 appliance-SG1000.json、输入以下内容：+

configure-sga.py advanced --backup-file appliance-SG1000.json SGA-INSTALL-IP

包含配置信息的 JSON 文件将写入执行脚本的同一目录。

检查生成的 JSON 文件中的顶级节点名称是否与设备名称匹配。请勿对此文件进行任何更改
，除非您是经验丰富的用户并全面了解 StorageGRID API 。

6. 如果您对设备配置满意、请使用 install 和 monitor 用于安装设备的子命令：+ configure-sga.py

install --monitor SGA-INSTALL-IP

7. 如果要重新启动设备、请输入以下内容：+ configure-sga.py reboot SGA-INSTALL-IP

自动化配置StorageGRID

部署网格节点后，您可以自动配置 StorageGRID 系统。

您需要的内容

• 您可以从安装归档中了解以下文件的位置。

文件名 Description

configure-storagegrid.py 用于自动配置的 Python 脚本
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文件名 Description

configure-storagegrid.sample.json 用于脚本的示例配置文件

configure-storagegrid.blank.json 用于脚本的空配置文件

• 您已创建 configure-storagegrid.json 配置文件。要创建此文件、您可以修改示例配置文件
(configure-storagegrid.sample.json)或空白配置文件 (configure-storagegrid.blank.json
）。

关于此任务

您可以使用 configure-storagegrid.py Python脚本和 configure-storagegrid.json 用于自动配
置StorageGRID 系统的配置文件。

您也可以使用网格管理器或安装 API 配置系统。

步骤

1. 登录到用于运行 Python 脚本的 Linux 计算机。

2. 更改为提取安装归档的目录。

例如：+ cd StorageGRID-Webscale-version/platform

其中： platform 为 debs， rpms`或 `vsphere。

3. 运行 Python 脚本并使用您创建的配置文件。

例如：

./configure-storagegrid.py ./configure-storagegrid.json --start-install

完成后

一个恢复包 .zip 文件将在配置过程中生成、并下载到运行安装和配置过程的目录中。您必须备份恢复软件包文
件，以便在一个或多个网格节点发生故障时恢复 StorageGRID 系统。例如，将其复制到安全的备份网络位置和
安全的云存储位置。

恢复包文件必须受到保护，因为它包含可用于从 StorageGRID 系统获取数据的加密密钥和密码。

如果您指定应生成随机密码、则需要提取 Passwords.txt 归档并查找访问StorageGRID 系统所需的密码。
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######################################################################

##### The StorageGRID "recovery package" has been downloaded as: #####

#####           ./sgws-recovery-package-994078-rev1.zip          #####

#####   Safeguard this file as it will be needed in case of a    #####

#####                 StorageGRID node recovery.                 #####

######################################################################

系统会在显示确认消息时安装并配置 StorageGRID 系统。

StorageGRID has been configured and installed.

安装 REST API 概述

StorageGRID 提供了两个用于执行安装任务的 REST API ： StorageGRID 安装 API 和
StorageGRID 设备安装程序 API 。

这两个 API 都使用 Swagger 开源 API 平台来提供 API 文档。Swagger 允许开发人员和非开发人员在用户界面
中与 API 进行交互，以说明 API 如何响应参数和选项。本文档假定您熟悉标准 Web 技术和 JSON （ JavaScript

对象表示法）数据格式。

使用 API 文档网页执行的任何 API 操作均为实时操作。请注意，不要错误地创建，更新或删除配
置数据或其他数据。

每个 REST API 命令都包括 API 的 URL ， HTTP 操作，任何必需或可选的 URL 参数以及预期的 API 响应。

StorageGRID 安装 API

只有在首次配置 StorageGRID 系统时，以及在需要执行主管理节点恢复时， StorageGRID 安装 API 才可用。
可以从网格管理器通过 HTTPS 访问安装 API 。

要访问 API 文档，请转到主管理节点上的安装网页，然后从菜单栏中选择 * 帮助 * > * API 文档 * 。

StorageGRID 安装 API 包括以下部分：

• config —与 API 的产品版本相关的操作。您可以列出该版本支持的产品版本和主要 API 版本。

• * 网格 * - 网格级配置操作。您可以获取和更新网格设置，包括网格详细信息，网格网络子网，网格密码以及
NTP 和 DNS 服务器 IP 地址。

• "Nodes - 节点级别的配置操作 " 。您可以检索网格节点列表，删除网格节点，配置网格节点，查看网格节点
以及重置网格节点的配置。

• * 配置 * —配置操作。您可以启动配置操作并查看配置操作的状态。

• * 恢复 * —主管理节点恢复操作。您可以重置信息，上传恢复软件包，启动恢复以及查看恢复操作的状态。

• recovery-package —下载恢复软件包的操作。

• * 站点 * —站点级配置操作。您可以创建，查看，删除和修改站点。
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StorageGRID 设备安装程序 API

可以从通过HTTPS访问StorageGRID 设备安装程序API Controller_IP:8443。

要访问 API 文档，请转到设备上的 StorageGRID 设备安装程序，然后从菜单栏中选择 * 帮助 * > * API 文档 * 。

StorageGRID 设备安装程序 API 包括以下部分：

• * 克隆 * —用于配置和控制节点克隆的操作。

• * 加密 * —用于管理加密和查看加密状态的操作。

• * 硬件配置 * —用于在连接的硬件上配置系统设置的操作。

• * 安装 * —用于开始设备安装和监控安装状态的操作。

• * 网络连接 * - 与 StorageGRID 设备的网格，管理和客户端网络配置以及设备端口设置相关的操作。

• * 设置 * —用于帮助初始设备安装设置的操作，包括请求获取有关系统的信息并更新主管理节点 IP 。

• 支持—用于重新启动控制器和获取日志的操作。

• * 升级 * —与升级设备固件相关的操作。

• uploadsg —用于上传 StorageGRID 安装文件的操作。

对硬件安装进行故障排除

如果您在安装期间遇到问题，查看与硬件设置和连接问题相关的故障排除信息可能会很有
帮助。

相关信息

"硬件设置似乎挂起"

"对连接问题进行故障排除"

硬件设置似乎挂起

如果硬件故障或布线错误导致 E5700SG 控制器无法完成启动处理，则 StorageGRID 设备
安装程序可能不可用。

步骤

1. 查看七段显示器上的代码。

在启动期间初始化硬件时，两个七段显示一系列代码。硬件成功启动后，七段显示会为每个控制器显示不同
的代码。

2. 查看 E5700SG 控制器的七段显示屏上的代码。

安装和配置需要一些时间。某些安装阶段在几分钟内不会向 StorageGRID 设备安装程序报告
更新。

如果发生错误，七段显示屏将按顺序闪烁，例如， "he" 。
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3. 要了解这些代码的含义，请参见以下资源：

控制器 参考

E5700SG 控制器 • " s5700SG 控制器上的状态指示符 "

• "`错误：与 SANtricity OS 软件同步时出错` "

E2800 控制器 _E5700 和 E2800 系统监控指南 _

• 注： * 为 E 系列 E5700 控制器描述的代码不适
用于设备中的 E5700SG 控制器。

4. 如果无法解决问题描述 问题，请联系技术支持。

相关信息

"E5700SG 控制器上的状态指示灯"

"he error ： Error synchronating with SANtricity OS Software"

"NetApp E 系列系统文档站点"

he error ： Error synchronating with SANtricity OS Software

如果 StorageGRID 设备安装程序无法与 SANtricity 操作系统软件同步，则计算控制器上的
七段显示会显示一个错误代码。

关于此任务

如果显示错误代码，请执行此更正操作。

步骤

1. 检查两个控制器之间的两根互连缆线，并确认缆线和 SFP+ 收发器已牢固连接。

2. 根据需要，更换一根或两根缆线或 SFP+ 收发器，然后重试。

3. 如果无法解决问题描述 问题，请联系技术支持。

对连接问题进行故障排除

如果您在 StorageGRID 设备安装期间遇到连接问题，应执行列出的更正操作步骤。

无法连接到设备

如果无法连接到设备，则可能存在网络问题描述 ，或者硬件安装可能未成功完成。

步骤

1. 如果无法连接到 SANtricity 系统管理器：

a. 尝试使用SANtricity System Manager管理网络上E2800控制器的IP地址对设备执行Ping操作：+ ping

E2800_Controller_IP
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b. 如果 ping 未收到任何响应，请确认您使用的 IP 地址正确无误。

使用 E2800 控制器上管理端口 1 的 IP 地址。

c. 如果 IP 地址正确，请检查设备布线和网络设置。

如果无法解决问题描述 问题，请联系技术支持。

d. 如果 ping 成功，请打开 Web 浏览器。

e. 输入SANtricity 系统管理器的URL：+ https://E2800_Controller_IP

此时将显示 SANtricity 系统管理器的登录页面。

2. 如果无法连接到 E5700SG 控制器：

a. 尝试使用E5700SG控制器的IP地址对设备执行ping操作：+ ping E5700SG_Controller_IP

b. 如果 ping 未收到任何响应，请确认您使用的 IP 地址正确无误。

您可以使用网格网络，管理网络或客户端网络上设备的 IP 地址。

c. 如果 IP 地址正确，请检查设备布线， SFP 收发器和网络设置。

如果无法解决问题描述 问题，请联系技术支持。

d. 如果 ping 成功，请打开 Web 浏览器。

e. 输入StorageGRID 设备安装程序的URL：+ https://E5700SG_Controller_IP:8443

此时将显示主页页面。

在StorageGRID 设备安装程序运行时重新启动控制器

在 StorageGRID 设备安装程序运行期间，您可能需要重新启动计算控制器。例如，如果安
装失败，您可能需要重新启动控制器。

关于此任务

只有当计算控制器运行 StorageGRID 设备安装程序时，此操作步骤 才适用。安装完成后，此步骤将不再起作用
，因为 StorageGRID 设备安装程序不再可用。

步骤

1. 在 StorageGRID 设备安装程序中，单击 * 高级 * > * 重新启动控制器 * ，然后选择以下选项之一：

◦ 选择 * 重新启动到 StorageGRID * 以在节点重新加入网格的情况下重新启动控制器。如果您已完成维护
模式下的工作并准备好将节点恢复正常运行，请选择此选项。

◦ 选择 * 重新启动至维护模式 * 以重新启动控制器，同时使节点仍处于维护模式。如果在重新加入网格之
前需要对节点执行其他维护操作、请选择此选
项。
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SG6000-CN 控制器将重新启动。

维护SG5700设备

您可能需要升级 E2800 控制器上的 SANtricity 操作系统软件，更改 E5700SG 控制器的以
太网链路配置，更换 E2800 控制器或 E5700SG 控制器或更换特定组件。本节中的过程假
定设备已部署为 StorageGRID 系统中的存储节点。

步骤

• "将设备置于维护模式"

• "升级存储控制器上的SANtricity 操作系统"

• "使用SANtricity 系统管理器升级驱动器固件"

• "更换E2800控制器"

• "更换E5700SG控制器"

• "更换其他硬件组件"

• "更改E5700SG控制器的链路配置"

• "更改MTU设置"

• "正在检查DNS服务器配置"

• "在维护模式下监控节点加密"

将设备置于维护模式

在执行特定维护过程之前，您必须将设备置于维护模式。

您需要的内容

• 您必须使用支持的浏览器登录到网格管理器。

• 您必须具有维护或根访问权限。有关详细信息，请参见有关管理 StorageGRID 的说明。

关于此任务

将StorageGRID 设备置于维护模式可能会使此设备无法进行远程访问。
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处于维护模式的StorageGRID 设备的密码和主机密钥与该设备运行时的密码和主机密钥保持不
变。

步骤

1. 在网格管理器中、选择*节点*。

2. 从节点页面的树视图中，选择设备存储节点。

3. 选择 * 任务 * 。

4. 选择*维护模式*。

此时将显示确认对话框。

5. 输入配置密码短语，然后选择 * 确定 * 。

进度条和一系列消息（包括 " 已发送请求 " ， " 正在停止 StorageGRID " 和 " 正在重新启动 " ）表示设备正
在完成进入维护模式的步骤。
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设备处于维护模式时，会显示一条确认消息，其中列出了可用于访问 StorageGRID 设备安装程序的 URL 。

6. 要访问 StorageGRID 设备安装程序，请浏览到显示的任何 URL 。

如果可能，请使用包含设备管理网络端口 IP 地址的 URL 。

访问 https://169.254.0.1:8443 需要直接连接到本地管理端口。

7. 在 StorageGRID 设备安装程序中，确认设备处于维护模式。
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8. 执行任何必要的维护任务。

9. 完成维护任务后，退出维护模式并恢复正常节点操作。在 StorageGRID 设备安装程序中，选择 * 高级 * > *

重新启动控制器 * ，然后选择 * 重新启动至 StorageGRID * 。

设备重新启动并重新加入网格可能需要长达 20 分钟的时间。要确认重新启动已完成且节点已重新加入网格
，请返回网格管理器。"节点"选项卡应显示正常状态  对于设备节点、表示没有处于活动状态的警报、并
且节点已连接到网格。

升级存储控制器上的SANtricity 操作系统

为了确保存储控制器能够以最佳方式运行，您必须升级到适用于您的 StorageGRID 设备的
最新 SANtricity 操作系统维护版本。请参考 NetApp 互操作性表工具（ IMT ）来确定应使
用的版本。如果需要帮助，请联系技术支持。

• 如果存储控制器使用的是 SANtricity OS 08.42.20.00 （ 11.42 ）或更高版本，请使用网格管理器执行升级。

"使用网格管理器升级存储控制器上的SANtricity 操作系统"
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• 如果存储控制器使用的 SANtricity 操作系统版本早于 08.42.20.00 （ 11.42 ），请使用维护模式执行升级。

"使用维护模式升级E2800控制器上的SANtricity 操作系统"

相关信息

"NetApp 互操作性表工具"

"NetApp 下载： SANtricity OS"

"监控和放大；故障排除"

使用网格管理器升级存储控制器上的SANtricity 操作系统

对于当前使用 SANtricity OS 08.42.20.00 （ 11.42 ）或更高版本的存储控制器，您必须使
用网格管理器应用升级。

您需要的内容

• 您已查阅 NetApp 互操作性表工具（ IMT ）以确认用于升级的 SANtricity 操作系统版本与您的设备兼容。

• 您必须具有维护权限。

• 您必须使用支持的浏览器登录到网格管理器。

• 您必须具有配置密码短语。

• 您必须有权访问SANtricity 操作系统的NetApp下载页面。

关于此任务

在完成 SANtricity 操作系统升级过程之前，您无法执行其他软件更新（ StorageGRID 软件升级或修补程序）。
如果您尝试在 SANtricity 操作系统升级过程完成之前启动修补程序或 StorageGRID 软件升级，则系统会重定向
到 SANtricity 操作系统升级页面。

只有在将SANtricity 操作系统升级成功应用于所有适用节点之后、操作步骤 才会完成。在每个节点上加
载SANtricity 操作系统可能需要30分钟以上的时间、并且重新启动每个StorageGRID 存储设备可能需要长达90

分钟的时间。

只有在使用网格管理器执行升级时，以下步骤才适用。如果SG5700系列设备中的存储控制器使
用的SANtricity 操作系统版本早于08.42.20.00 (11.42)、则无法使用网格管理器进行升级。

此操作步骤 会自动将 NVSRAM 升级到与 SANtricity 操作系统升级相关的最新版本。您无需应用
单独的 NVSRAM 升级文件。

步骤

1. 从服务笔记本电脑上、从NetApp 支持站点 下载新的SANtricity 操作系统软件文件。

请务必为E2800存储控制器选择SANtricity 操作系统版本。

"NetApp 下载： SANtricity OS"

2. 使用支持的浏览器登录到网格管理器。

3. 选择*维护*。然后、在菜单的系统部分中、选择*软件更新*。
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此时将显示软件更新页面。

4. 单击* SANtricity OS*。

此时将显示SANtricity OS页面。

5. 选择从 NetApp 支持站点下载的 SANtricity OS 升级文件。
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a. 单击 * 浏览 * 。

b. 找到并选择文件。

c. 单击 * 打开 * 。

已上传并验证此文件。验证过程完成后、文件名将显示在详细信息字段中。

请勿更改文件名，因为它是验证过程的一部分。

6. 输入配置密码短语。

已启用 * 开始 * 按钮。
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7. 单击 * 开始 * 。

此时将显示一个警告框，指出在重新启动已升级的节点上的服务时，浏览器的连接可能会暂时断开。

8. 单击*确定*将SANtricity 操作系统升级文件暂存到主管理节点。

SANtricity 操作系统升级开始时：

a. 运行状况检查已运行。此过程会检查是否没有节点的状态为 "Needs Attention （需要注意） " 。

如果报告了任何错误、请解决这些错误、然后再次单击*启动*。

b. 此时将显示 SANtricity 操作系统升级进度表。此表显示了网格中的所有存储节点以及每个节点的当前升
级阶段。
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此表显示了所有存储节点、包括基于软件的存储节点。您必须批准所有存储节点的升级、
即使SANtricity 操作系统升级对基于软件的存储节点没有影响也是如此。为基于软件的存
储节点返回的升级消息为"`SANtricity OS upgrade is not applicable to this node.`"

9. 或者、也可以按*站点*、名称、进度、*阶段*或*详细信息*按升序或降序对节点列表进行排序。或者，在 * 搜
索 * 框中输入一个术语以搜索特定节点。

您可以使用此部分右下角的左箭头和右箭头滚动浏览节点列表。

10. 批准已准备好添加到升级队列的网格节点。相同类型的已批准节点将一次升级一个。

除非您确定某个设备存储节点已准备好停止并重新启动、否则请勿批准对该节点执
行SANtricity 操作系统升级。在某个节点上批准SANtricity 操作系统升级后、该节点上的服务
将停止。稍后、在升级节点时、设备节点将重新启动。对于与节点通信的客户端，这些操作
可能会导致发生原因 服务中断。

◦ 单击*全部批准*按钮之一、将所有存储节点添加到SANtricity 操作系统升级队列。

如果节点升级顺序非常重要，请一次批准一个节点或一组节点，并等待每个节点完成升级
，然后再批准下一个节点。

◦ 单击一个或多个*批准*按钮将一个或多个节点添加到SANtricity OS升级队列。

您可以延迟对节点应用SANtricity 操作系统升级、但在所有列出的存储节点上批
准SANtricity 操作系统升级之前、SANtricity 操作系统升级过程将无法完成。

单击*批准*后、升级过程将确定是否可以升级此节点。如果某个节点可以升级，则会将其添加到升级队
列中。+

对于某些节点，不会有意应用选定的升级文件，您可以在不升级这些特定节点的情况下完成升级过程。
对于有意不升级的节点、此过程将显示"完成"阶段、并在"详细信息"列中显示以下消息之一：
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▪ 存储节点已升级。

▪ SANtricity 操作系统升级不适用于此节点。

▪ SANtricity 操作系统文件与此节点不兼容。

消息"`SANtricity OS upgrade is not applicable to this node`"表示此节点没有可由StorageGRID 系统管理的
存储控制器。对于非设备存储节点、将显示此消息。您可以在不升级显示此消息的节点的情况下完
成SANtricity 操作系统升级过程。+消息"`SANtricity OS file is not compatible with this node`"指示节点所需
的SANtricity OS文件与进程尝试安装的文件不同。完成当前SANtricity 操作系统升级后、下载适用于此节点
的SANtricity 操作系统、然后重复升级过程。

11. 如果需要从SANtricity 操作系统升级队列中删除一个或所有节点、请单击*删除*或*全部删除*。

如示例所示、当此阶段超出已排队的范围时、*删除*按钮将处于隐藏状态、您无法再从SANtricity 操作系统
升级过程中删除此节点。

12. 等待 SANtricity 操作系统升级应用于每个批准的网格节点。

如果在应用SANtricity 操作系统升级期间任何节点显示错误阶段、则此节点的升级将失败。设
备可能需要置于维护模式才能从故障中恢复。请先联系技术支持、然后再继续。

如果节点上的固件版本太旧，无法使用网格管理器进行升级，则节点将显示错误阶段并提供详细信息： "`您
必须使用维护模式升级此节点上的 SANtricity OS 。请参见适用于您的设备的安装和维护说明。升级后，您
可以使用此实用程序进行将来的升级。` 要解决此错误，请执行以下操作：

a. 使用维护模式升级显示 " 错误 " 阶段的节点上的 SANtricity OS 。

b. 使用网格管理器重新启动并完成SANtricity 操作系统升级。

在所有已批准的节点上完成 SANtricity 操作系统升级后， SANtricity 操作系统升级进度表将关闭，绿色
横幅将显示 SANtricity 操作系统升级完成的日期和时间。
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13. 对处于完成阶段且需要其他 SANtricity 操作系统升级文件的所有节点重复此升级操作步骤 。

对于状态为 "Needs Attenance" 的任何节点，请使用维护模式执行升级。

相关信息

"使用维护模式升级E2800控制器上的SANtricity 操作系统"

使用维护模式升级E2800控制器上的SANtricity 操作系统

对于当前使用的 SANtricity 操作系统版本早于 08.42.20.00 （ 11.42 ）的存储控制器，您
必须使用维护模式操作步骤 来应用升级。

您需要的内容

• 您已查阅 NetApp 互操作性表工具（ IMT ）以确认用于升级的 SANtricity 操作系统版本与您的设备兼容。

• 您必须将 E5700SG 控制器置于维护模式，从而中断与 E2800 控制器的连接。将StorageGRID 设备置于维
护模式可能会使该设备无法进行远程访问。

"将设备置于维护模式"

关于此任务

请勿一次在多个 StorageGRID 设备上升级 E 系列控制器中的 SANtricity 操作系统或 NVSRAM 。

一次升级多个 StorageGRID 设备可能会导致发生原因 数据不可用，具体取决于您的部署模式和
ILM 策略。

步骤

1. 从服务笔记本电脑访问 SANtricity 系统管理器并登录。

2. 将新的 SANtricity OS 软件文件和 NVSRAM 文件下载到管理客户端。

NVSRAM 是特定于 StorageGRID 设备的。请勿使用标准 NVSRAM 下载。

3. 按照 _E2800 和 E5700 SANtricity 软件和固件升级指南 _ 或 SANtricity 系统管理器联机帮助中的说明升级
E2800 控制器的固件和 NVSRAM 。

立即激活升级文件。请勿延迟激活。
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4. 升级操作完成后、重新启动节点。在 StorageGRID 设备安装程序中，选择 * 高级 * > * 重新启动控制器 * ，
然后选择以下选项之一：

◦ 选择 * 重新启动到 StorageGRID * 以在节点重新加入网格的情况下重新启动控制器。如果您已完成维护
模式下的工作并准备好将节点恢复正常运行，请选择此选项。

◦ 选择 * 重新启动至维护模式 * 以重新启动控制器，同时使节点仍处于维护模式。如果在重新加入网格之
前需要对节点执行其他维护操作、请选择此选
项。

设备重新启动并重新加入网格可能需要长达 20 分钟的时间。要确认重新启动已完成且节点已重新加入网
格，请返回网格管理器。"节点"选项卡应显示正常状态  对于设备节点、表示没有处于活动状态的警
报、并且节点已连接到网格。

相关信息

"使用网格管理器升级存储控制器上的SANtricity 操作系统"

使用SANtricity 系统管理器升级驱动器固件

您可以升级驱动器固件，以确保具有所有最新功能和错误修复。

您需要的内容

• 存储设备处于最佳状态。

• 所有驱动器均处于最佳状态。
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• 您已安装与您的 SANtricity 版本兼容的最新版本 StorageGRID System Manager 。

• 您已将StorageGRID 设备置于维护模式。

"将设备置于维护模式"

维护模式会中断与存储控制器的连接，停止所有 I/O 活动并使所有驱动器脱机。

请勿一次升级多个 StorageGRID 设备上的驱动器固件。这样做可能会导致发生原因 数据不可
用，具体取决于您的部署模式和 ILM 策略。

步骤

1. 使用以下方法之一访问 SANtricity System Manager ：

◦ 使用 StorageGRID 设备安装程序并选择 * 高级 * > * SANtricity 系统管理器 *

◦ 使用网格管理器并选择*节点*> appliance Storage Node >* SANtricity 系统管理器*

如果这些选项不可用或未显示SANtricity 系统管理器登录页面、请浏览到存储控制器IP：+

以访问SANtricity 系统管理器 https://Storage_Controller_IP

2. 如果需要，输入 SANtricity System Manager 管理员用户名和密码。

3. 验证存储设备中当前安装的驱动器固件版本：

a. 在SANtricity 系统管理器中、选择*支持*>*升级中心*。

b. 在驱动器固件升级下，选择 * 开始升级 * 。

升级驱动器固件将显示当前安装的驱动器固件文件。

c. 请在当前驱动器固件列中记下当前驱动器固件版本和驱动器标识符。
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在此示例中：

▪ 驱动器固件修订版为 * 。 MS02* 。

▪ 驱动器标识符为 * 。 KPM51 VVG800G* 。

在关联驱动器列中选择 * 查看驱动器 * ，以显示这些驱动器在存储设备中的安装位置。

a. 关闭升级驱动器固件窗口。

4. 下载并准备可用的驱动器固件升级：

a. 在驱动器固件升级下，选择 * NetApp 支持 * 。

b. 在 NetApp 支持网站上，选择 * 下载 * 选项卡，然后选择 * E 系列磁盘驱动器固件 * 。

此时将显示 E 系列磁盘固件页面。

c. 搜索存储设备中安装的每个 * 驱动器标识符 * ，并验证每个驱动器标识符是否具有最新的固件版本。

▪ 如果固件版本不是链接，则此驱动器标识符的固件版本为最新。

▪ 如果为驱动器标识符列出了一个或多个驱动器部件号，则可以对这些驱动器进行固件升级。您可以
选择任何链接来下载固件文
件。
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d. 如果列出了更高版本的固件，请选择固件修订版中的链接(download)列以下载 .zip 包含固件文件的归
档。

e. 提取（解压缩）从支持站点下载的驱动器固件归档文件。

5. 安装驱动器固件升级：

a. 在 SANtricity 系统管理器的驱动器固件升级下，选择 * 开始升级 * 。

b. 选择 * 浏览 * ，然后选择从支持站点下载的新驱动器固件文件。

驱动器固件文件的文件名类似于+ D_HUC101212CSS600_30602291_MS01_2800_0002.dlp

您最多可以选择四个驱动器固件文件，一次一个。如果多个驱动器固件文件与同一驱动器兼容，则会收
到文件冲突错误。确定要用于升级的驱动器固件文件，然后删除另一个驱动器固件文件。

c. 选择 * 下一步 * 。

▪ 选择驱动器 * 列出了可使用选定固件文件进行升级的驱动器。

仅显示兼容的驱动器。

为驱动器选择的固件将显示在 * 建议的固件 * 中。如果必须更改此固件，请选择 * 返回 * 。

d. 选择 * 脱机（并行） * 升级。

您可以使用脱机升级方法，因为设备处于维护模式，此时所有驱动器和所有卷的 I/O 活动都将停止。

e. 在表的第一列中，选择要升级的一个或多个驱动器。

最佳实践是，将所有相同型号的驱动器升级到相同的固件修订版。

f. 选择 * 开始 * ，然后确认要执行升级。

如果需要停止升级，请选择 * 停止 * 。当前正在进行的所有固件下载均已完成。已取消所有尚未启动的
固件下载。

停止驱动器固件升级可能会导致数据丢失或驱动器不可用。

g. （可选）要查看已升级内容的列表，请选择 * 保存日志 * 。
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日志文件将保存在浏览器的下载文件夹中、并带有名称 latest-upgrade-log-timestamp.txt。

如果在升级操作步骤期间出现以下任何错误，请采取适当的建议操作。

▪ * 已分配的驱动器出现故障 *

出现此故障的一个原因可能是驱动器没有相应的签名。确保受影响的驱动器为授权驱动器。有关详
细信息，请联系技术支持。

更换驱动器时，请确保更换驱动器的容量等于或大于要更换的故障驱动器。

您可以在存储阵列接收 I/O 时更换故障驱动器

◦ * 检查存储阵列 *

▪ 确保已为每个控制器分配 IP 地址。

▪ 确保连接到控制器的所有缆线均未损坏。

▪ 确保所有缆线均已紧密连接。

◦ * 集成热备用驱动器 *

必须先更正此错误情况，然后才能升级固件。

◦ * 卷组不完整 *

如果一个或多个卷组或磁盘池不完整，则必须更正此错误情况，然后才能升级固件。

◦ * 当前正在任何卷组上运行的独占操作（后台介质 / 奇偶校验扫描除外） *

如果正在执行一个或多个独占操作，则必须先完成这些操作，然后才能升级固件。使用 System

Manager 监控操作进度。

◦ * 缺少卷 *

您必须先更正缺少的卷情况，然后才能升级固件。

◦ * 任一控制器处于非最佳状态 *

其中一个存储阵列控制器需要注意。必须先更正此情况，然后才能升级固件。

◦ 控制器对象图形之间的存储分区信息不匹配 *

验证控制器上的数据时出错。请联系技术支持以解决此问题描述。

◦ * SPM 验证数据库控制器检查失败 *

控制器上发生存储分区映射数据库错误。请联系技术支持以解决此问题描述。

◦ * 配置数据库验证（如果存储阵列的控制器版本支持） *

控制器上发生配置数据库错误。请联系技术支持以解决此问题描述。

◦ * 与 MEL 相关的检查 *
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请联系技术支持以解决此问题描述。

◦ * 在过去 7 天内报告了 10 个以上的 DDN 信息性或严重 MEL 事件 *

请联系技术支持以解决此问题描述。

◦ * 过去 7 天报告了 2 页以上的 2C 严重 MEL 事件 *

请联系技术支持以解决此问题描述。

◦ * 过去 7 天报告了 2 个以上的 " 降级驱动器通道 " 严重 MEL 事件 *

请联系技术支持以解决此问题描述。

◦ * 过去 7 天内 4 个以上的关键 MEL 条目 *

请联系技术支持以解决此问题描述。

6. 升级操作完成后、重新启动设备。在 StorageGRID 设备安装程序中，选择 * 高级 * > * 重新启动控制器 * ，
然后选择以下选项之一：

◦ 选择 * 重新启动到 StorageGRID * 以在节点重新加入网格的情况下重新启动控制器。如果您已完成维护
模式下的工作并准备好将节点恢复正常运行，请选择此选项。

◦ 选择 * 重新启动至维护模式 * 以重新启动控制器，同时使节点仍处于维护模式。如果在重新加入网格之
前需要对节点执行其他维护操作、请选择此选
项。

设备重新启动并重新加入网格可能需要长达 20 分钟的时间。要确认重新启动已完成且节点已重新加入网
格，请返回网格管理器。"节点"选项卡应显示正常状态  对于设备节点、表示没有处于活动状态的警
报、并且节点已连接到网格。
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相关信息

"升级存储控制器上的SANtricity 操作系统"

更换E2800控制器

如果 E2800 控制器运行不正常或出现故障，您可能需要更换它。

关于此任务

• 您的更换控制器的部件号与要更换的控制器相同。

• 您已下载有关更换出现故障的 E2800 控制器箱的单工配置的说明。

请仅在收到指示时或需要执行特定步骤的更多详细信息时才参考 E 系列说明。请勿依赖 E 系
列说明来更换 StorageGRID 设备中的控制器，因为这些过程是不同的。

• 您可以通过标签来识别连接到控制器的每个缆线。

• 如果所有驱动器都受到保护，您已查看单工 E2800 控制器更换操作步骤 中的步骤，其中包括从 NetApp 支
持站点下载并安装 E 系列 SANtricity 存储管理器，然后在更换控制器后使用企业管理窗口 (EMW) 解锁受保
护的驱动器。

只有在使用已保存的密钥解锁驱动器后，才能使用此设备。

• 您必须具有特定的访问权限。

• 您必须使用支持的浏览器登录到网格管理器。

关于此任务

您可以通过以下两种方式确定控制器箱是否发生故障：

• SANtricity System Manager 中的恢复 Guru 可指示您更换控制器。

• 控制器上的琥珀色警示 LED 亮起，表示控制器出现故障。

更换控制器后，无法访问设备存储节点。如果E2800控制器运行正常、您可以将E5700SG控制器置于维护模
式。

"将设备置于维护模式"
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更换控制器时，您必须从原始控制器中取出电池，然后将其安装到替代控制器中。

设备中的 E2800 控制器不包括主机接口卡（ HIC ）。

步骤

1. 按照 E2800 控制器更换操作步骤 中的说明准备卸下控制器。

您可以使用 SANtricity 系统管理器执行这些步骤。

a. 记下控制器上当前安装的 SANtricity OS 软件版本。

b. 记下当前安装的 NVSRAM 版本。

c. 如果启用了驱动器安全功能，请确保存在已保存的密钥，并且您知道安装该密钥所需的密码短语。

* 可能会丢失数据访问机会 -* 如果设备中的所有驱动器均已启用安全性，则新控制器将无
法访问此设备，除非您使用 SANtricity 存储管理器中的企业管理窗口解锁受保护的驱动
器。

d. 备份配置数据库。

如果删除控制器时出现问题，您可以使用保存的文件还原配置。

e. 收集设备的支持数据。

在更换组件之前和之后收集支持数据可确保在更换组件无法解决问题时，您可以向技术支
持发送一整套日志。

2. 如果StorageGRID 设备正在StorageGRID 系统中运行、请将E5700SG控制器置于维护模式。

"将设备置于维护模式"

3. 如果 E2800 控制器运行充分，可以进行可控的关闭，请确认所有操作均已完成。

a. 从 SANtricity 系统管理器的主页中，选择 * 查看正在执行的操作 * 。

b. 确认所有操作均已完成。

4. 从设备中删除控制器：

a. 戴上 ESD 腕带或采取其他防静电预防措施。

b. 为缆线贴上标签，然后断开缆线和 SFP 的连接。

To prevent degraded performance, do not twist, fold, pinch, or step on the cables.

c. 通过挤压凸轮把手上的闩锁，直到其释放，然后打开右侧的凸轮把手，将控制器从设备中释放。

d. 用两只手和凸轮把手将控制器滑出设备。

请始终用双手支撑控制器的重量。

e. 将控制器放在无静电的平面上，可拆卸盖朝上。
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f. 向下按按钮并滑动外盖，以卸下外盖。

5. 从发生故障的控制器中取出电池，然后将其安装到替代控制器中：

a. 确认控制器（电池和 DIMM 之间）中的绿色 LED 熄灭。

如果此绿色 LED 亮起，则表示控制器仍在使用电池电源。您必须等待此 LED 熄灭，然后才能卸下任何
组件。

项目 Description

内部缓存活动 LED

电池

b. 找到电池的蓝色释放闩锁。

c. 向下推动释放闩锁并将其从控制器中移出，以解锁电池。
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项目 Description

电池释放闩锁

电池

d. 抬起电池，将其滑出控制器。

e. 从更换用的控制器上卸下盖板。

f. 调整更换控制器的方向，使电池插槽面向您。

g. 将电池略微向下插入控制器。

您必须将电池前部的金属法兰插入控制器底部的插槽中，然后将电池顶部滑入控制器左侧的小对齐销
下。

h. 向上移动电池闩锁以固定电池。

当闩锁卡入到位时，闩锁的底部会挂到机箱上的金属插槽中。

i. 将控制器翻转，以确认电池安装正确。
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* 可能的硬件损坏 * —电池正面的金属法兰必须完全插入控制器上的插槽（如第一图所示
）。如果电池安装不正确（如图 2 所示），则金属法兰可能会接触控制器板，从而导致损
坏。

▪ * 正确—电池的金属法兰已完全插入控制器上的插槽： *

▪ * 不正确 - 电池的金属法兰未插入控制器上的插槽： *

j. 更换控制器盖板。

6. 将替代控制器安装到设备中。

a. 将控制器翻转，使可拆卸盖朝下。

b. 在凸轮把手处于打开位置的情况下，将控制器完全滑入设备中。

c. 将凸轮把手移至左侧，将控制器锁定到位。

d. 更换缆线和 SFP 。

e. 等待 E2800 控制器重新启动。验证七段显示器是否显示状态 99。

f. 确定如何为替代控制器分配 IP 地址。

为替代控制器分配 IP 地址的步骤取决于您是否已将管理端口 1 连接到使用 DHCP 服务器
的网络，以及所有驱动器是否都安全。
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▪ 如果管理端口 1 连接到使用 DHCP 服务器的网络，则新控制器将从 DHCP 服务器获取其 IP 地址。
此值可能与原始控制器的 IP 地址不同。

▪ 如果所有驱动器都受到保护，则必须使用 SANtricity 存储管理器中的企业管理窗口（ EMW ）解锁受
保护的驱动器。只有在使用已保存的密钥解锁驱动器后，才能访问新控制器。有关更换单工 E2800

控制器的信息，请参见 E 系列说明。

7. 如果设备使用安全驱动器，请按照 E2800 控制器更换操作步骤 中的说明导入驱动器安全密钥。

8. 将设备恢复到正常运行模式。在 StorageGRID 设备安装程序中，选择 * 高级 * > * 重新启动控制器 * ，然后
选择 * 重新启动至 StorageGRID * 。

在重新启动期间，将显示以下屏幕：

设备将重新启动并重新加入网格。此过程可能需要长达 20 分钟。

9. 确认重新启动已完成，并且节点已重新加入网格。在网格管理器中、验证*节点*选项卡是否显示正常状态 

对于设备节点、表示没有处于活动状态的警报、并且节点已连接到网格。
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10. 从 SANtricity 系统管理器中，确认新控制器处于最佳状态，然后收集支持数据。

相关信息

"NetApp E 系列系统文档站点"

更换E5700SG控制器

如果 E5700SG 控制器运行不正常或出现故障，您可能需要更换它。

您需要的内容

• 您的更换控制器的部件号与要更换的控制器相同。

• 您已下载有关更换发生故障的 E5700 控制器的 E 系列说明。

仅当您需要执行特定步骤的更多详细信息时，才可参考 E 系列说明。请勿依赖 E 系列说明来
更换 StorageGRID 设备中的控制器，因为这些过程是不同的。例如， E5700 控制器的 E 系
列说明介绍了如何从发生故障的控制器中取出电池和主机接口卡（ HIC ）并将其安装到更换
控制器中。这些步骤不适用于 E5700SG 控制器。

• 您可以通过标签来识别连接到控制器的每个缆线。

• 设备已置于维护模式。

"将设备置于维护模式"

关于此任务

更换控制器后，无法访问设备存储节点。如果 E5700SG 控制器运行正常，则可以在此操作步骤 开始时执行受
控关闭。

如果在安装 StorageGRID 软件之前更换控制器，则在完成此操作步骤 后，您可能无法立即访问
StorageGRID 设备安装程序。虽然您可以从与设备位于同一子网上的其他主机访问 StorageGRID

设备安装程序，但不能从其他子网上的主机访问它。此情况应在 15 分钟内自行解决（当原始控
制器的任何 ARP 缓存条目超时），或者您也可以通过手动从本地路由器或网关清除任何旧的
ARP 缓存条目来立即清除此情况。

步骤

1. 将设备置于维护模式后，关闭 E5700SG 控制器。
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a. 登录到网格节点：

i. 输入以下命令： ssh admin@grid_node_IP

ii. 输入中列出的密码 Passwords.txt 文件

iii. 输入以下命令切换到root： su -

iv. 输入中列出的密码 Passwords.txt 文件

以root用户身份登录后、提示符将从变为 $ to #。

b. 关闭E5700SG控制器：+ shutdown -h now

c. 等待缓存中的所有数据写入驱动器。

当需要将缓存数据写入驱动器时， E2800 控制器背面的绿色缓存活动 LED 亮起。您必须等待此 LED 关
闭。

2. 关闭电源。

a. 从 SANtricity 系统管理器的主页中，选择 * 查看正在执行的操作 * 。

b. 确认所有操作均已完成。

c. 关闭设备上的两个电源开关。

d. 等待所有 LED 熄灭。

3. 如果连接到控制器的 StorageGRID 网络使用 DHCP 服务器：

a. 记下替代控制器上端口的 MAC 地址（位于控制器上的标签上）。

b. 请网络管理员更新原始控制器的 IP 地址设置，以反映替代控制器的 MAC 地址。

在为替代控制器接通电源之前，您必须确保已更新原始控制器的 IP 地址。否则，控制器
将在启动时获取新的 DHCP IP 地址，并且可能无法重新连接到 StorageGRID 。此步骤将
对连接到控制器的所有 StorageGRID 网络执行适用场景 。

4. 从设备中删除控制器：

a. 戴上 ESD 腕带或采取其他防静电预防措施。

b. 为缆线贴上标签，然后断开缆线和 SFP 的连接。

To prevent degraded performance, do not twist, fold, pinch, or step on the cables.

c. 通过挤压凸轮把手上的闩锁，直到其释放，然后打开右侧的凸轮把手，将控制器从设备中释放。

d. 用两只手和凸轮把手将控制器滑出设备。

请始终用双手支撑控制器的重量。

5. 将替代控制器安装到设备中。

a. 将控制器翻转，使可拆卸盖朝下。

b. 在凸轮把手处于打开位置的情况下，将控制器完全滑入设备中。
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c. 将凸轮把手移至左侧，将控制器锁定到位。

d. 更换缆线和 SFP 。

6. 打开设备电源，并监控控制器 LED 和七段显示器。

成功启动控制器后，七段显示屏应显示以下内容：

◦ E2800 控制器：

最终状态为 99。

◦ E5700SG 控制器：

最终状态为 HA。

7. 确认设备存储节点显示在网格管理器中且未显示任何警报。

相关信息

"NetApp E 系列系统文档站点"

更换其他硬件组件

您可能需要更换 StorageGRID 设备中的控制器电池，驱动器，风扇或电源。

您需要的内容

• 您已安装 E 系列硬件更换操作步骤 。

• 如果更换组件的操作步骤 要求您关闭设备、则设备已置于维护模式。

"将设备置于维护模式"

关于此任务

要更换 E2800 控制器中的电池，请参见这些说明中有关更换 E2800 控制器的说明。这些说明介绍了如何从设备
中卸下控制器，从控制器中取出电池，安装电池以及更换控制器。

要更换设备中的驱动器，电源风扇箱，风扇箱，电源箱或驱动器抽屉，请访问 E 系列维护 E2800 硬件的过程。

SG5712 组件更换说明

FRU 请参见 E 系列说明

驱动器 更换 E2800 12 驱动器或 24 驱动器磁盘架中的驱动器

电源风扇箱 更换 E2800 磁盘架中的电源风扇箱

SG5760 组件更换说明
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FRU 请参见 E 系列说明

驱动器 更换 E2860 磁盘架中的驱动器

动力箱 更换 E2860 磁盘架中的电源箱

风扇箱 更换 E2860 磁盘架中的风扇箱

Drive drawer 更换 E2860 磁盘架中的驱动器抽盒

相关信息

"更换E2800控制器"

"NetApp E 系列系统文档站点"

更改E5700SG控制器的链路配置

您可以更改 E5700SG 控制器的以太网链路配置。您可以更改端口绑定模式，网络绑定模
式和链路速度。

您需要的内容

您必须将E5700SG控制器置于维护模式。将StorageGRID 设备置于维护模式可能会使该设备无法进行远程访
问。

"将设备置于维护模式"

关于此任务

更改 E5700SG 控制器的以太网链路配置的选项包括：

• 将 * 端口绑定模式 * 从 " 固定 " 更改为 " 聚合 " 或从 " 聚合 " 更改为 " 固定 "

• 将 * 网络绑定模式 * 从主动备份更改为 LACP 或从 LACP 更改为主动备份

• 启用或禁用 VLAN 标记，或者更改 VLAN 标记的值

• 将链路速度从 10-GbE 更改为 25-GbE ，或从 25-GbE 更改为 10-GbE

步骤

1. 从菜单中选择 * 配置网络连接 * > * 链路配置 * 。
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1. 对链路配置进行所需的更改。

有关这些选项的详细信息，请参见 "`配置网络链路 " 。`

2. 对所做的选择感到满意后，单击 * 保存 * 。

如果更改了所连接的网络或链路，则可能会断开连接。如果1分钟内未重新连接、请使用分配
给StorageGRID 设备的其他IP地址之一重新输入此设备安装程序的URL：+

https://E5700SG_Controller_IP:8443

如果更改了 VLAN 设置，则设备的子网可能已更改。如果需要更改设备的IP地址、请按照说明配置IP地址。

"设置IP配置"

3. 从 StorageGRID 设备安装程序中，选择 * 配置网络连接 * > * Ping 测试 * 。

4. 使用 Ping 测试工具检查可能受中所做链路配置更改影响的任何网络上的 IP 地址连接 更改链路配置 步骤。

除了您选择执行的任何其他测试之外，请确认您可以对主管理节点的网格 IP 地址以及至少一个其他存储节
点的网格 IP 地址执行 ping 操作。如有必要，请更正任何链路配置问题。

5. 在您确信链路配置更改正常运行后，请重新启动节点。在 StorageGRID 设备安装程序中，选择 * 高级 * > *

重新启动控制器 * ，然后选择以下选项之一：

◦ 选择 * 重新启动到 StorageGRID * 以在节点重新加入网格的情况下重新启动控制器。如果您已完成维护
模式下的工作并准备好将节点恢复正常运行，请选择此选项。

◦ 选择 * 重新启动至维护模式 * 以重新启动控制器，同时使节点仍处于维护模式。如果在重新加入网格之
前需要对节点执行其他维护操作、请选择此选
项。
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设备重新启动并重新加入网格可能需要长达 20 分钟的时间。要确认重新启动已完成且节点已重新加入网
格，请返回网格管理器。"节点"选项卡应显示正常状态  对于设备节点、表示没有处于活动状态的警
报、并且节点已连接到网格。

相关信息

"配置网络链路(SG5700)"

更改MTU设置

您可以更改在为设备节点配置 IP 地址时分配的 MTU 设置。

您需要的内容

设备已置于维护模式。

"将设备置于维护模式"

步骤

1. 从 StorageGRID 设备安装程序中，选择 * 配置网络连接 * > * IP 配置 * 。

2. 对网格网络，管理网络和客户端网络的 MTU 设置进行所需的更改。
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网络的 MTU 值必须与节点所连接的交换机端口上配置的值匹配。否则，可能会发生网络性能
问题或数据包丢失。

为了获得最佳网络性能，应在所有节点的网格网络接口上配置类似的 MTU 值。如果网格网络
在各个节点上的 MTU 设置有明显差异，则会触发 * 网格网络 MTU 不匹配 * 警报。并非所有
网络类型的 MTU 值都相同。

3. 如果对设置感到满意，请选择 * 保存 * 。

4. 重新启动节点。在 StorageGRID 设备安装程序中，选择 * 高级 * > * 重新启动控制器 * ，然后选择以下选项
之一：

◦ 选择 * 重新启动到 StorageGRID * 以在节点重新加入网格的情况下重新启动控制器。如果您已完成维护
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模式下的工作并准备好将节点恢复正常运行，请选择此选项。

◦ 选择 * 重新启动至维护模式 * 以重新启动控制器，同时使节点仍处于维护模式。如果在重新加入网格之
前需要对节点执行其他维护操作、请选择此选
项。

设备重新启动并重新加入网格可能需要长达 20 分钟的时间。要确认重新启动已完成且节点已重新加入网
格，请返回网格管理器。"节点"选项卡应显示正常状态  对于设备节点、表示没有处于活动状态的警
报、并且节点已连接到网格。

相关信息

"管理 StorageGRID"

正在检查DNS服务器配置

您可以检查并临时更改此设备节点当前正在使用的域名系统（ DNS ）服务器。

您需要的内容

设备已置于维护模式。

"将设备置于维护模式"

关于此任务

如果加密设备无法连接到密钥管理服务器（ Key Management Server ， KMS ）或 KMS 集群，则可能需要更改
DNS 服务器设置，因为 KMS 的主机名指定为域名，而不是 IP 地址。对设备的 DNS 设置所做的任何更改都是
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临时的，在退出维护模式时将丢失。要使这些更改永久生效、请在网格管理器中指定DNS服务器(维护>*网络*>*

DNS服务器*)。

• 只有在节点加密的设备中，使用完全限定域名（而不是 IP 地址）为主机名定义 KMS 服务器时，才需要临时
更改 DNS 配置。

• 当节点加密设备使用域名连接到 KMS 时，它必须连接到为网格定义的一个 DNS 服务器。然后，其中一个
DNS 服务器会将域名转换为 IP 地址。

• 如果节点无法访问网格的 DNS 服务器，或者您在节点加密设备节点脱机时更改了网格范围的 DNS 设置，则
节点将无法连接到 KMS 。在解析 DNS 问题描述 之前，无法解密设备上的加密数据。

要解决 DNS 问题描述 阻止 KMS 连接的问题，请在 StorageGRID 设备安装程序中指定一个或多个 DNS 服务器
的 IP 地址。通过这些临时 DNS 设置，设备可以连接到 KMS 并对节点上的数据进行解密。

例如，如果在加密节点脱机时网格的 DNS 服务器发生更改，则该节点将无法在重新联机时访问 KMS ，因为它
仍在使用先前的 DNS 值。在 StorageGRID 设备安装程序中输入新的 DNS 服务器 IP 地址后，可以通过临时
KMS 连接对节点数据进行解密。

步骤

1. 从 StorageGRID 设备安装程序中，选择 * 配置网络连接 * > * DNS 配置 * 。

2. 验证指定的 DNS 服务器是否正确。

3. 如果需要，请更改 DNS 服务器。

对 DNS 设置所做的更改是临时的，当您退出维护模式时，这些更改将丢失。

4. 对临时 DNS 设置感到满意后，请选择 * 保存 * 。

节点使用此页面上指定的 DNS 服务器设置重新连接到 KMS ，从而可以解密节点上的数据。

5. 解密节点数据后，重新启动节点。在 StorageGRID 设备安装程序中，选择 * 高级 * > * 重新启动控制器 * ，
然后选择以下选项之一：

◦ 选择 * 重新启动到 StorageGRID * 以在节点重新加入网格的情况下重新启动控制器。如果您已完成维护
模式下的工作并准备好将节点恢复正常运行，请选择此选项。

◦ 选择 * 重新启动至维护模式 * 以重新启动控制器，同时使节点仍处于维护模式。如果在重新加入网格之
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前需要对节点执行其他维护操作、请选择此选项。

当节点重新启动并重新加入网格时，它将使用网格管理器中列出的系统范围的 DNS 服务
器。重新加入网格后，在设备处于维护模式时，设备将不再使用 StorageGRID 设备安装
程序中指定的临时 DNS 服务器。

设备重新启动并重新加入网格可能需要长达 20 分钟的时间。要确认重新启动已完成且节点已重新加入网
格，请返回网格管理器。"节点"选项卡应显示正常状态  对于设备节点、表示没有处于活动状态的警
报、并且节点已连接到网格。

在维护模式下监控节点加密

如果您在安装期间为设备启用了节点加密，则可以监控每个设备节点的节点加密状态，包
括节点加密状态和密钥管理服务器（ KMS ）详细信息。

您需要的内容

• 必须在安装期间为设备启用节点加密。安装设备后，您无法启用节点加密。

• 设备已置于维护模式。

"将设备置于维护模式"

步骤

1. 从 StorageGRID 设备安装程序中，选择 * 配置硬件 * > * 节点加密 * 。
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节点加密页面包括以下三个部分：

◦ " 加密状态 " 显示设备是启用还是禁用了节点加密。

◦ 密钥管理服务器详细信息显示了有关用于对设备进行加密的 KMS 的信息。您可以展开服务器和客户端
证书部分以查看证书详细信息和状态。

▪ 要解决证书本身的问题，例如续订已过期的证书，请参见管理 StorageGRID 的说明中有关 KMS 的
信息。

▪ 如果连接到 KMS 主机时出现意外问题，请验证域名系统（ DNS ）服务器是否正确以及设备网络连
接是否配置正确。

"正在检查DNS服务器配置"

▪ 如果无法解决证书问题，请联系技术支持。

◦ 清除 KMS 密钥会禁用设备的节点加密，删除设备与为 StorageGRID 站点配置的密钥管理服务器之间的
关联，并删除设备中的所有数据。在将此设备安装到另一个 StorageGRID 系统之前，必须清除 KMS 密
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钥。

"清除密钥管理服务器配置"

清除 KMS 配置将从设备中删除数据，从而使其永远无法访问。此数据不可恢复。

2. 检查完节点加密状态后，重新启动节点。在 StorageGRID 设备安装程序中，选择 * 高级 * > * 重新启动控制
器 * ，然后选择以下选项之一：

◦ 选择 * 重新启动到 StorageGRID * 以在节点重新加入网格的情况下重新启动控制器。如果您已完成维护
模式下的工作并准备好将节点恢复正常运行，请选择此选项。

◦ 选择 * 重新启动至维护模式 * 以重新启动控制器，同时使节点仍处于维护模式。如果在重新加入网格之
前需要对节点执行其他维护操作、请选择此选
项。

设备重新启动并重新加入网格可能需要长达 20 分钟的时间。要确认重新启动已完成且节点已重新加入网
格，请返回网格管理器。"节点"选项卡应显示正常状态  对于设备节点、表示没有处于活动状态的警
报、并且节点已连接到网格。

相关信息

"管理 StorageGRID"
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清除密钥管理服务器配置

清除密钥管理服务器（ KMS ）配置将禁用设备上的节点加密。清除 KMS 配置后，设备上
的数据将被永久删除，并且无法再访问。此数据不可恢复。

您需要的内容

如果需要保留设备上的数据、则必须先执行节点停用操作步骤 、然后再清除KMS配置。

清除 KMS 后，设备上的数据将被永久删除，并且无法再访问。此数据不可恢复。

停用节点以将其包含的任何数据移动到StorageGRID 中的其他节点。请参见有关网格节点停用的恢复和维护说
明。

关于此任务

清除设备 KMS 配置将禁用节点加密，从而删除设备节点与 StorageGRID 站点的 KMS 配置之间的关联。然后，
设备上的数据将被删除，并且设备将保持预安装状态。此过程不能逆转。

必须清除 KMS 配置：

• 在将设备安装到不使用 KMS 或使用其他 KMS 的其他 StorageGRID 系统之前，请先安装此设备。

如果您计划在使用相同 KMS 密钥的 StorageGRID 系统中重新安装设备节点，请勿清除 KMS

配置。

• 在恢复和重新安装 KMS 配置丢失且 KMS 密钥不可恢复的节点之前。

• 在退回您的站点上先前使用的任何设备之前。

• 停用已启用节点加密的设备后。

在清除 KMS 以将其数据移动到 StorageGRID 系统中的其他节点之前，请停用此设备。在停用设
备之前清除 KMS 将导致数据丢失，并可能导致设备无法运行。

步骤

1. 打开浏览器，然后输入设备计算控制器的 IP 地址之一。+ https://Controller_IP:8443

Controller_IP 是三个StorageGRID 网络中任何一个网络上计算控制器(而不是存储控制器)的IP地址。

此时将显示 StorageGRID 设备安装程序主页页面。

2. 选择 * 配置硬件 * > * 节点加密 * 。
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如果清除了 KMS 配置，则设备上的数据将被永久删除。此数据不可恢复。

3. 在窗口底部，选择 * 清除 KMS 密钥和删除数据 * 。

4. 如果确实要清除KMS配置、请键入+ clear +并选择*清除KMS密钥和删除数据*。
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KMS 加密密钥和所有数据将从节点中删除，设备将重新启动。这可能需要长达 20 分钟。

5. 打开浏览器，然后输入设备计算控制器的 IP 地址之一。+ https://Controller_IP:8443

Controller_IP 是三个StorageGRID 网络中任何一个网络上计算控制器(而不是存储控制器)的IP地址。

此时将显示 StorageGRID 设备安装程序主页页面。

6. 选择 * 配置硬件 * > * 节点加密 * 。

7. 验证是否已禁用节点加密，以及是否已从窗口中删除 * 密钥管理服务器详细信息 * 和 * 清除 KMS 密钥和删
除数据 * 控件中的密钥和证书信息。

在将设备重新安装到网格中之前，无法在设备上重新启用节点加密。

完成后

在设备重新启动并确认 KMS 已清除且设备处于预安装状态后，您可以从 StorageGRID 系统中物理删除此设
备。有关准备重新安装设备的信息、请参见恢复和维护说明。

相关信息

"管理 StorageGRID"

"保持并恢复()"

SG5600 存储设备

了解如何安装和维护StorageGRID SG5612和SG5660设备。

• "StorageGRID 设备概述"

• "安装和部署概述"
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• "准备安装"

• "安装硬件"

• "配置硬件"

• "部署设备存储节点"

• "监控存储设备安装"

• "自动化设备安装和配置"

• "安装 REST API 概述"

• "对硬件安装进行故障排除"

• "维护SG5600设备"

StorageGRID 设备概述

StorageGRID SG5600 设备是一个集成的存储和计算平台，作为 StorageGRID 网格中的
存储节点运行。

StorageGRID SG5600 设备包括以下组件：

组件 Description

E5600SG 控制器 计算服务器 E5600SG 控制器运行 Linux 操作系统和
StorageGRID 软件。

此控制器连接到以下项：

• StorageGRID 系统的管理网络，网格网络和客户
端网络

• E2700 控制器，使用双 SAS 路径（主动 / 主动）
，并将 E5600SG 控制器用作启动程序

E2700 控制器 存储控制器 E2700 控制器在单工模式下作为标准 E 系
列存储阵列运行，并运行 SANtricity 操作系统（控制器
固件）。

此控制器连接到以下项：

• 安装 SANtricity 存储管理器的管理网络

• E5600SG 控制器，使用双 SAS 路径（主动 / 主动
），以 E2700 控制器作为目标

SG5600 设备还包括以下组件，具体取决于型号：

组件 型号 SG5612 型号 SG5660

驱动器 12 个 NL-SAS 驱动器 60 个 NL-SAS 驱动器
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组件 型号 SG5612 型号 SG5660

机箱 DE1600 机箱，一种双机架单元（
2U ）机箱，用于容纳驱动器和控制
器

DE6600 机箱，一种四机架单元（
4U ）机箱，用于容纳驱动器和控制
器

电源和风扇 两个电源风扇箱 两个电源和两个风扇

E5600SG 控制器经过高度自定义，可在 StorageGRID 设备中使用。所有其他组件均按照 E 系列
文档中所述的方式运行，除非这些说明中另有说明。

每个 StorageGRID 设备存储节点上可用的最大原始存储空间是固定的，具体取决于设备型号和配置。您不能通
过添加具有额外驱动器的磁盘架来扩展可用存储。

StorageGRID 设备功能

StorageGRID SG5600 设备提供了一个集成的存储解决方案 ，用于创建新的
StorageGRID 系统或扩展现有系统的容量。

StorageGRID 设备可提供以下功能：

• 将 StorageGRID 存储节点计算和存储要素组合为一个高效的集成解决方案

• 简化存储节点的安装和配置，自动执行所需的大部分流程

• 提供具有两个机箱选项的高密度存储解决方案 ：一个是 2U ，一个是 4U

• 直接使用连接到存储节点的 10-GbE IP 接口，而无需使用 FC 或 iSCSI 等中间存储接口

• 可以在使用 StorageGRID 设备和虚拟（基于软件）存储节点的混合网格环境中使用

• 包括预配置的存储，并预加载了 StorageGRID 设备安装程序（在 E5600SG 控制器上），用于现场部署和
集成软件

硬件示意图

StorageGRID 设备的 SG5612 和 SG5660 型号都包括一个 E2700 控制器和一个
E5600SG 控制器。您应查看这些示意图，了解型号与控制器之间的差异。

SG5612 2U型号：E2700控制器和E5600SG控制器背面图
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Description

1. E2700 控制器

2. E5600SG 控制器

SG5660 4U型号：E2700控制器和E5600SG控制器背面图

E2700 控制器位于 E5600SG 控制器之上。

Description

1. E2700 控制器

2. E5600SG 控制器

E2700控制器背面图
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Description

1. 管理端口 1 （连接到安装 SANtricity 存储管理器的网络。）

2. 管理端口 2 （在安装期间用于连接到笔记本电脑。）

3. SAS 互连端口 1

4. SAS 互连端口 2

5. 串行连接端口

6. 七段式显示

不使用 E2700 控制器背面标记为驱动器扩展（绿色）的两个 SAS 端口。StorageGRID 设备不支
持扩展驱动器架。

E5600SG控制器背面图

Description

1. 管理端口1 (连接到StorageGRID 的管理网络。)

2. 管理端口 2 选项：

• 与管理端口 1 绑定，以便与 StorageGRID 的管理网络建立冗余连接。

• 保持未连接状态，并可用于临时本地访问（ IP 169.254.0.1 ）。

• 在安装期间，如果 DHCP 分配的 IP 地址不可用，请使用进行 IP 配置。

3. SAS 互连端口 1

4. SAS 互连端口 2
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Description

5. 10-GbE 网络端口 1 的故障和活动 LED

6. 10-GbE 网络端口 2 的故障和活动 LED

7. 10-GbE 网络端口 3 的故障和活动 LED

8. 10-GbE 网络端口 4 的故障和活动 LED

9 需要引起注意的 LED

10 七段式显示

11. 10-GbE 网络端口 1

12 10-GbE 网络端口 2

13 10-GbE 网络端口 3

14 10-GbE 网络端口 4

StorageGRID 设备 E5600SG 控制器上的主机接口卡（ HIC ）仅支持 10-Gb 以太网连接。不能
用于 iSCSI 连接。

安装和部署概述

您可以在首次部署 StorageGRID 时安装一个或多个 StorageGRID 设备，也可以稍后在扩
展过程中添加设备存储节点。在恢复操作中，您可能还需要安装设备存储节点。

将 StorageGRID 存储设备添加到 StorageGRID 系统包括四个主要步骤：

1. 准备安装：

◦ 正在准备安装站点

◦ 打开包装箱的包装并检查包装箱中的物品

◦ 获取其他设备和工具

◦ 收集 IP 地址和网络信息

◦ 可选：如果您计划对所有设备数据进行加密，请配置外部密钥管理服务器（ KMS ）。有关外部密钥管
理的详细信息，请参见 StorageGRID 管理说明。

2. 安装硬件：

◦ 注册硬件

◦ 将设备安装到机柜或机架中
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◦ 安装驱动器（仅限 SG5660 ）

◦ 为设备布线

◦ 连接电源线并接通电源

◦ 查看启动状态代码

3. 配置硬件：

◦ 访问 SANtricity 存储管理器，为 E2700 控制器上的管理端口 1 设置静态 IP 地址以及配置 SANtricity 存
储管理器设置

◦ 访问 StorageGRID 设备安装程序并配置连接到 StorageGRID 网络所需的链路和网络 IP 设置

◦ 可选：如果您计划使用外部 KMS 对设备数据进行加密，请启用节点加密。

◦ 可选：更改 RAID 模式。

4. 将设备部署为存储节点：

任务 请参见

在新的 StorageGRID 系统中部署设备存储节点 "部署设备存储节点"

将设备存储节点添加到现有 StorageGRID 系统 有关扩展 StorageGRID 系统的说明

在存储节点恢复操作中部署设备存储节点 恢复和维护说明

相关信息

"准备安装"

"安装硬件"

"配置硬件"

"扩展网格"

"保持并恢复()"

"管理 StorageGRID"

准备安装

准备安装 StorageGRID 设备需要准备站点并获取所有必需的硬件，缆线和工具。您还应收
集 IP 地址和网络信息。

步骤

• "准备站点(SG5600)"

• "打开包装箱的包装(SG5600)"

• "获取其他设备和工具(SG5600)"

• "服务笔记本电脑要求"
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• "Web 浏览器要求"

• "查看设备网络连接"

• "收集安装信息(SG5600)"

准备站点(SG5600)

在安装设备之前，您必须确保要使用的站点和机柜或机架符合 StorageGRID 设备的规格。

步骤

1. 确认站点满足温度，湿度，海拔范围，气流，散热， 布线，电源和接地。有关详细信息，请参见 NetApp

Hardware Universe 。

2. 获取一个 19 英寸（ 48.3 厘米）的机柜或机架，以适合此大小的磁盘架（不带缆线）：

设备型号 高度 宽度 深度 最大重量

SG5612

（ 12 个驱动器）

3.40 英寸

（ 8.64 厘米）

19.0 英寸

（ 48.26 厘米）

21.75 英寸

（ 55.25 厘米）

59.5 磅

（ 27 千克）

SG5660

（ 60 个驱动器）

7.00 英寸

（ 17.78 厘米）

17.75 英寸

（ 45.08 厘米）

32.50 英寸

（ 82.55 厘米）

236.2 磅

（ 107.1 千克）

3. 安装所需的任何网络交换机。有关兼容性信息，请参见 NetApp 互操作性表工具。

相关信息

"NetApp Hardware Universe"

"NetApp 互操作性"

打开包装箱的包装(SG5600)

安装 StorageGRID 设备之前，请打开所有包装箱的包装，并将包装箱上的物品与包装清单
上的物品进行比较。

• * SG5660 机箱，一个 4U 机箱，含 60 个驱动器 *
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• * SG5612 机箱，一个 2U 机箱，含 12 个驱动器 *

• * 4U 挡板或 2U 端盖 *

 

• * NL-SAS 驱动器 *

驱动器预装在 2U SG5612 中，但不安装在 4U SG5660 中，以确保运输安全。

• * E5600SG 控制器 *

• * E2700 控制器 *
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• * 安装导轨和螺钉 *

• * 机箱手柄（仅限 4U 机箱） *

缆线和连接器

StorageGRID 设备的发货包括以下缆线和连接器：

• * 您所在国家或地区的电源线 *

设备随附两根交流电源线，用于连接到外部电源，例如墙上插座。您的机柜可能使用专用电源线，而不是设
备随附的电源线。

• * SAS 互连缆线 *
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两根 0.5 米 SAS 互连缆线，带迷你 SAS HD 和迷你 SAS 连接器。

方形连接器插入 E2700 控制器，而方形连接器插入 E5600SG 控制器。

获取其他设备和工具(SG5600)

在安装 SG5600 设备之前，请确认您拥有所需的所有附加设备和工具。

• * 螺丝刀 *

十字线编号2 把螺丝刀

中型平口螺丝刀

• * ESD 腕带 *

• * 以太网缆线 *
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• * 以太网交换机 *

• * 服务笔记本电脑 *

服务笔记本电脑要求

在安装 StorageGRID 设备硬件之前，您应检查服务笔记本电脑是否具有所需的最低资源。

硬件安装所需的服务笔记本电脑必须满足以下要求：

• Microsoft Windows 操作系统

• 网络端口

• 支持的 Web 浏览器

• NetApp SANtricity Storage Manager 11.40 或更高版本

• SSH 客户端（例如 PuTTY ）

相关信息

"Web 浏览器要求"

"NetApp 文档： SANtricity 存储管理器"

Web 浏览器要求

您必须使用受支持的 Web 浏览器。

Web 浏览器 支持的最低版本

Google Chrome 87
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Web 浏览器 支持的最低版本

Microsoft Edge 87

Mozilla Firefox 84.

您应将浏览器窗口设置为建议的宽度。

浏览器宽度 像素

最小值 1024

最佳 1280

查看设备网络连接

在安装 StorageGRID 设备之前，您应了解可以将哪些网络连接到设备，以及如何使用每个
控制器上的端口。

StorageGRID 设备网络

将 StorageGRID 设备部署为存储节点时，您可以将其连接到以下网络：

• * 适用于 StorageGRID 的网格网络 * ：网格网络用于所有内部 StorageGRID 流量。它可以在网格中的所有
节点之间以及所有站点和子网之间建立连接。网格网络为必填项。

• * 适用于 StorageGRID 的管理网络 * ：管理网络是一个用于系统管理和维护的封闭网络。管理网络通常是一
个专用网络，不需要在站点之间进行路由。管理网络是可选的。

• *适用于StorageGRID*的客户端网络：客户端网络是一个开放网络、用于访问包括S3和Swift在内的客户端应
用程序。客户端网络可提供对网格的客户端协议访问，从而可以隔离和保护网格网络。客户端网络是可选
的。

• * SANtricity 存储管理器的管理网络*：E2700控制器连接到安装了SANtricity 存储管理器的管理网络、从而可
以监控和管理设备中的硬件组件。此管理网络可以与 StorageGRID 的管理网络相同，也可以是一个独立的
管理网络。

有关 StorageGRID 网络的详细信息，请参见 Grid Primer 。

StorageGRID 设备连接

安装 StorageGRID 设备时，必须将两个控制器彼此连接并连接到所需的网络。此图显示了 SG5660 中的两个控
制器，其中 E2700 控制器位于顶部， E5600SG 控制器位于底部。在 SG5612 中， E2700 控制器位于
E5600SG 控制器的左侧。
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项目 Port 端口类型 功能

1. E2700 控制器上的管理端
口 1

1 Gb （ RJ-45 ）以太网 将 E2700 控制器连接到安
装 SANtricity 存储管理器
的网络。

2. E2700 控制器上的管理端
口 2

1 Gb （ RJ-45 ）以太网 在安装期间将 E2700 控制
器连接到服务笔记本电
脑。

3. 每个控制器上有两个 SAS

互连端口，分别标记为通
道 1 和通道 2

E2700 控制器： mini-

SAS-HD

E5600SG 控制器：迷你
SAS

将两个控制器彼此连接。

4. E5600SG 控制器上的管理
端口 1

1 Gb （ RJ-45 ）以太网 将 E5600SG 控制器连接
到 StorageGRID 管理网
络。
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项目 Port 端口类型 功能

5. E5600SG 控制器上的管理
端口 2

1 Gb （ RJ-45 ）以太网 • 如果要与管理网络建
立冗余连接，则可以
与管理端口 1 绑定。

• 可以保持未连接状态
，并可用于临时本地
访问（ IP 169.254.0.1

）。

• 如果 DHCP 分配的 IP

地址不可用，则可以
在安装期间使用此 IP

地址将 E5600SG 控制
器连接到服务笔记本
电脑。

6. E5600SG 控制器上的四个
网络端口

10-GbE （光纤） 连接到网格网络和
StorageGRID 客户端网
络。请参见 "`E5600SG 控
制器的 10-GbE 端口连接 "

。`

相关信息

"E5600SG 控制器端口的端口绑定模式"

"收集安装信息(SG5600)"

"为设备布线(SG5600)"

"网络准则"

"安装 VMware"

"安装 Red Hat Enterprise Linux 或 CentOS"

"安装 Ubuntu 或 Debian"

E5600SG 控制器端口的端口绑定模式

在为 E5600SG 控制器端口配置网络链路时，您可以对连接到网格网络和可选客户端网络
的 10-GbE 端口以及连接到可选管理网络的 1-GbE 管理端口使用端口绑定。端口绑定可在
StorageGRID 网络和设备之间提供冗余路径，从而有助于保护数据。

相关信息

"配置网络链路(SG5600)"

10-GbE端口的网络绑定模式

E5600SG 控制器上的 10-GbE 网络端口支持网格网络和客户端网络连接的固定端口绑定模
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式或聚合端口绑定模式。

固定端口绑定模式

固定模式是 10-GbE 网络端口的默认配置。

哪些端口已绑定

C 如果使用此网络，则端口 1 和 3 将绑定到客户端网络。

g 网格网络的端口 2 和 4 绑定在一起。

使用固定端口绑定模式时，可以使用主动备份模式或链路聚合控制协议模式（ LACP 802.3ad ）绑定端口。

• 在主动备份模式（默认）下，一次只有一个端口处于活动状态。如果活动端口发生故障，其备份端口会自动
提供故障转移连接。端口 4 为端口 2 （网格网络）提供备份路径，端口 3 为端口 1 （客户端网络）提供备
份路径。

• 在 LACP 模式下，每对端口在控制器和网络之间形成一个逻辑通道，从而提高吞吐量。如果一个端口发生故
障，另一个端口将继续提供通道。吞吐量会降低，但连接不会受到影响。

如果不需要冗余连接，则每个网络只能使用一个端口。但是，请注意，安装 StorageGRID 后，网
格管理器中将发出警报，指示已拔下缆线。您可以安全地确认此警报以将其清除。

聚合端口绑定模式

聚合端口绑定模式可显著提高每个 StorageGRID 网络的吞吐量，并提供额外的故障转移路径。
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哪些端口已绑定

1. 所有连接的端口都分组在一个 LACP 绑定中，从而允许所有端口用于网格网络和客户端网络
流量。

如果您计划使用聚合端口绑定模式：

• 您必须使用 LACP 网络绑定模式。

• 您必须为每个网络指定唯一的 VLAN 标记。此 VLAN 标记将添加到每个网络数据包中，以确保网络流量路由
到正确的网络。

• 这些端口必须连接到可支持 VLAN 和 LACP 的交换机。如果多个交换机参与 LACP 绑定，则这些交换机必
须支持多机箱链路聚合组（ MLAG ）或等效项。

• 您必须了解如何将交换机配置为使用 VLAN ， LACP 和 MLAG 或等效项。

如果您不想使用全部四个 10-GbE 端口，则可以使用一个，两个或三个端口。如果使用多个端口，则在其中一个
10-GbE 端口发生故障时，某些网络连接将保持可用的可能性最大。

如果您选择使用的端口少于四个，请注意，安装 StorageGRID 后，网格管理器中将发出一个或多
个警报，指示缆线已拔出。您可以安全地确认警报以将其清除。

1-GbE管理端口的网络绑定模式

对于 E5600SG 控制器上的两个 1-GbE 管理端口，您可以选择独立网络绑定模式或主动备
份网络绑定模式来连接到可选的管理网络。

在独立模式下，只有管理端口 1 连接到管理网络。此模式不提供冗余路径。管理端口 2 未连接，可用于临时本
地连接（使用 IP 地址 169.254.0.1 ）

在主动备份模式下，管理端口 1 和 2 均连接到管理网络。一次只有一个端口处于活动状态。如果活动端口发生
故障，其备份端口会自动提供故障转移连接。将这两个物理端口绑定到一个逻辑管理端口可提供指向管理网络的
冗余路径。

如果在将 1-GbE 管理端口配置为主动备份模式后需要临时本地连接到 E5600SG 控制器，请从两
个管理端口拔下缆线，将临时缆线插入管理端口 2 ，然后使用 IP 地址 169.254.0.1 访问此设备。

收集安装信息(SG5600)

在安装和配置 StorageGRID 设备时，您必须做出决策并收集有关以太网交换机端口， IP

地址以及端口和网络绑定模式的信息。

关于此任务

您可以使用下表记录连接到设备的每个网络的信息。安装和配置硬件需要这些值。
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将E2700控制器连接到SANtricity 存储管理器所需的信息

您必须将 E2700 控制器连接到要用于 SANtricity 存储管理器的管理网络。

所需信息 您的价值

要连接到管理端口 1 的以太网交换机端口

管理端口 1 的 MAC 地址（印在端口 P1 附近的标签上
）

DHCP 为管理端口 1 分配的 IP 地址（如果在启动后可
用）

• 注： * 如果要连接到 E2700 控制器的网络包含
DHCP 服务器，则网络管理员可以使用 MAC 地址
确定 DHCP 服务器分配的 IP 地址。

速度和双工模式

• 注： * 您必须确保 SANtricity 存储管理器管理网络
的以太网交换机设置为自动协商。

必须为：

• 自动协商（默认）

IP 地址格式 选择一项：

• IPv4

• IPv6

您计划在管理网络上用于设备的静态 IP 地址 对于 IPv4 ：

• IPv4 地址：

• 子网掩码：

• 网关

对于 IPv6 ：

• IPv6 地址：

• 可路由的 IP 地址：

• E2700 控制器路由器 IP 地址：

将E5600SG控制器连接到管理网络所需的信息

StorageGRID 管理网络是一个可选网络，用于系统管理和维护。此设备使用 E5600SG 控制器上的 1-GbE 管理
端口连接到管理网络。
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所需信息 您的价值

已启用管理网络 选择一项：

• 否

• 是（默认）

网络绑定模式 选择一项：

• 独立

• 主动备份

管理端口 1 （ P1 ）的交换机端口

管理端口 2 的交换机端口（ P2 ；仅限主动备份网络绑
定模式）

管理端口 1 的 MAC 地址（印在端口 P1 附近的标签上
）

DHCP 为管理端口 1 分配的 IP 地址（如果在启动后可
用）

• 注： * 如果管理网络包含 DHCP 服务器，则
E5600SG 控制器会在启动后在其七段显示器上显
示 DHCP 分配的 IP 地址。您还可以使用 MAC 地
址查找分配的 IP ，从而确定 DHCP 分配的 IP 地
址。

• IPv4 地址（ CIDR ）：

• 网关

您计划在管理网络上用于设备存储节点的静态 IP 地址

• 注： * 如果您的网络没有网关，请为此网关指定相
同的静态 IPv4 地址。

• IPv4 地址（ CIDR ）：

• 网关

管理网络子网（ CIDR ）

连接和配置E5600SG控制器上的10-GbE端口所需的信息

E5600SG 控制器上的四个 10-GbE 端口连接到 StorageGRID 网格网络和客户端网络。

有关这些端口选项的详细信息，请参见 "E5600SG 控制器的 10-GbE 端口连接 " 。
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所需信息 您的价值

端口绑定模式 选择一项：

• FIXED （默认）

• 聚合

端口 1 的交换机端口（固定模式的客户端网络）

端口 2 的交换机端口（固定模式的网格网络）

端口 3 的交换机端口（固定模式的客户端网络）

端口 4 的交换机端口（固定模式的网格网络）

将E5600SG控制器连接到网格网络所需的信息

适用于 StorageGRID 的网格网络是一个必需的网络，用于所有内部 StorageGRID 流量。此设备使用 E5600SG

控制器上的 10-GbE 端口连接到网格网络。

有关这些端口选项的详细信息，请参见 "E5600SG 控制器的 10-GbE 端口连接 " 。

所需信息 您的价值

网络绑定模式 选择一项：

• Active-Backup （默认）

• LACP （ 802.3ad ）

已启用 VLAN 标记 选择一项：

• 否（默认）

• 是的。

VLAN 标记（如果启用了 VLAN 标记） 输入一个介于 0 到 4095 之间的值：

DHCP 为网格网络分配的 IP 地址（如果在启动后可用
）

• 注： * 如果网格网络包含 DHCP 服务器，则
E5600SG 控制器会在启动后在其七段显示屏上显
示为网格网络分配的 DHCP IP 地址。

• IPv4 地址（ CIDR ）：

• 网关
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所需信息 您的价值

您计划用于网格网络上设备存储节点的静态 IP 地址

• 注： * 如果您的网络没有网关，请为此网关指定相
同的静态 IPv4 地址。

• IPv4 地址（ CIDR ）：

• 网关

网格网络子网（ CIDR ）

• 注： * 如果未启用客户端网络，则控制器上的默认
路由将使用此处指定的网关。

将E5600SG控制器连接到客户端网络所需的信息

适用于 StorageGRID 的客户端网络是一个可选网络，用于提供对网格的客户端协议访问。此设备使用
E5600SG 控制器上的 10-GbE 端口连接到客户端网络。

有关这些端口选项的详细信息，请参见 "E5600SG 控制器的 10-GbE 端口连接 " 。

所需信息 您的价值

已启用客户端网络 选择一项：

• 否（默认）

• 是的。

网络绑定模式 选择一项：

• Active-Backup （默认）

• LACP （ 802.3ad ）

已启用 VLAN 标记 选择一项：

• 否（默认）

• 是的。

VLAN 标记（如果启用了 VLAN 标记） 输入一个介于 0 到 4095 之间的值：

DHCP 为客户端网络分配的 IP 地址（如果在启动后可
用）

• IPv4 地址（ CIDR ）：

• 网关

您计划在客户端网络上用于设备存储节点的静态 IP 地
址

• 注： * 如果启用了客户端网络，则控制器上的默认
路由将使用此处指定的网关。

• IPv4 地址（ CIDR ）：

• 网关
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相关信息

"查看设备网络连接"

"配置硬件"

"E5600SG 控制器端口的端口绑定模式"

安装硬件

硬件安装包括几项主要任务，包括安装硬件组件，为这些组件布线以及配置端口。

步骤

• "注册硬件"

• "在机柜或机架中安装设备(SG5600)"

• "为设备布线(SG5600)"

• "连接交流电源线(SG5600)"

• "打开电源(SG5600)"

• "查看SG5600控制器上的启动状态并查看错误代码"

注册硬件

注册设备硬件具有支持优势。

步骤

1. 找到机箱序列号。

您可以在装箱单上，确认电子邮件中或打开设备包装后在设备上找到此编号。

2. 访问 NetApp 支持站点，网址为 "mysupport.netapp.com"。

3. 确定是否需要注册硬件：

如果您是 … 请按照以下步骤操作 …

现有 NetApp 客户 a. 使用您的用户名和密码登录。

b. 选择 * 产品 * > * 我的产品 * 。

c. 确认新序列号已列出。

d. 如果不是，请按照适用于新 NetApp 客户的说明
进行操作。
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如果您是 … 请按照以下步骤操作 …

NetApp 新客户 a. 单击 * 立即注册 * ，然后创建帐户。

b. 选择 * 产品 * > * 注册产品 * 。

c. 输入产品序列号和请求的详细信息。

注册获得批准后，您可以下载所需的任何软件。审批
过程可能需要长达 24 小时。

在机柜或机架中安装设备(SG5600)

您必须在机柜或机架中安装导轨，然后将设备滑入导轨。如果您使用的是 SG5660 ，则还
必须在安装设备后安装驱动器。

您需要的内容

• 您已查看包装盒中的安全通知文档，并了解移动和安装硬件的预防措施。

• 您已获得硬件的 E 系列安装说明。

从机架，机柜或机架的底部安装硬件，以防止设备发生倾翻。

在装满驱动器后， SG5612 重约 60 磅（ 27 千克）。要安全移动 SG5612 ，需要两个人或一台
机械升降机。

SG5660 重约 132 磅（ 60 千克），未安装驱动器。要安全移动空的 SG5660 ，需要四个人或一
台机械升降机。

为避免损坏硬件，如果安装了驱动器，请勿移动 SG5660 。在移动设备之前，您必须删除所有驱
动器。

关于此任务

要在机柜或机架中安装 SG5660 设备，请完成以下任务。

• * 安装安装导轨 *

将安装导轨安装在机柜或机架中。

请参见 E2700 或 E5600 的 E 系列安装说明。

• * 将设备安装在机柜或机架中 *

将设备滑入机柜或机架，然后将其固定。

如果您要用手提起 SG5660 ，请将四个手柄连接到机箱两侧。将设备滑入导轨时，请取下这
些手柄。

• * 安装驱动器 *
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如果您使用的是 SG5660 ，请在 5 个驱动器抽盒中的每个抽盒中安装 12 个驱动器。

您必须安装全部 60 个驱动器，以确保正常运行。

a. 戴上 ESD 腕带，然后将驱动器从其包装中取出。

b. 释放顶部驱动器抽盒上的拉杆，然后使用拉杆将抽盒滑出。

c. 将驱动器把手提起至垂直位置，并将驱动器上的按钮与抽盒上的缺口对齐。

d. 轻按驱动器顶部，向下旋转驱动器把手，直到驱动器卡入到位。

e. 安装前 12 个驱动器后，通过推动中间并轻轻合上两个拉杆，将抽盒滑回原位。

f. 对其他四个抽盒重复上述步骤。

• * 连接前挡板 *

• SG5612* ：将左端和右端盖连接到正面。

• SG5660* ：将挡板连接到正面。

相关信息

"《 E2700 控制器驱动器托盘和相关驱动器托盘安装指南》"

"《 E5600 控制器驱动器托盘和相关驱动器托盘安装指南》"

为设备布线(SG5600)

您必须使用 SAS 互连缆线将两个控制器彼此连接，将管理端口连接到相应的管理网络，并
将 E5600SG 控制器上的 10 GbE 端口连接到网格网络和适用于 StorageGRID 的可选客户
端网络。

您需要的内容

• 您有用于连接管理端口的以太网缆线。

• 您可以使用光缆连接四个 10-GbE 端口（设备不提供这些端口）。

* 受到激光辐射的风险 * —请勿拆卸或卸下 SFP 收发器的任何部件。您可能受到激光辐射的影
响。

303

https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMLP2344477
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527
https://library.netapp.com/ecm/ecm_download_file/ECMP1532527


关于此任务

连接缆线时，请参见下图，其中显示了顶部的 E2700 控制器和底部的 E5600SG 控制器。此图显示的是
SG5660 型号； SG5612 型号中的控制器是并排控制的，而不是堆栈控制。

项目 Port 端口类型 功能

1. E2700 控制器上的管理端
口 1

1 Gb （ RJ-45 ）以太网 将 E2700 控制器连接到安
装 SANtricity 存储管理器
的网络。

2. E2700 控制器上的管理端
口 2

1 Gb （ RJ-45 ）以太网 在安装期间将 E2700 控制
器连接到服务笔记本电
脑。

3. 每个控制器上有两个 SAS

互连端口，分别标记为通
道 1 和通道 2

E2700 控制器： mini-

SAS-HD

E5600SG 控制器：迷你
SAS

将两个控制器彼此连接。

4. E5600SG 控制器上的管理
端口 1

1 Gb （ RJ-45 ）以太网 将 E5600SG 控制器连接
到 StorageGRID 管理网
络。
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项目 Port 端口类型 功能

5. E5600SG 控制器上的管理
端口 2

1 Gb （ RJ-45 ）以太网 • 如果要与管理网络建
立冗余连接，则可以
与管理端口 1 绑定。

• 可以保持未连接状态
，并可用于临时本地
访问（ IP 169.254.0.1

）。

• 如果 DHCP 分配的 IP

地址不可用，则可以
在安装期间使用此端
口将 E5600SG 控制器
连接到服务笔记本电
脑。

6. E5600SG 控制器上的四个
网络端口

10-GbE （光纤） 将 E5600SG 控制器连接
到网格网络和
StorageGRID 的客户端网
络（如果使用）。这些端
口可以绑定在一起，以便
为控制器提供冗余路径。

步骤

1. 使用两根 SAS 互连缆线将 E2700 控制器连接到 E5600SG 控制器。

连接此端口 … 到此端口 …

E2700 控制器上的 SAS 互连端口 1 （标记为通道 1
）

E5600SG 控制器上的 SAS 互连端口 1 （标记为通
道 1 ）

E2700 控制器上的 SAS 互连端口 2 （标记为通道 2
）

E5600SG 控制器上的 SAS 互连端口 2 （标记为通
道 2 ）

对于 E2700 控制器，使用方形连接器（ mini-SAS HD ）；对于 E5600SG 控制器，使用方形连接器（ mini-

SAS ）。

确保 SAS 连接器上的拉片位于底部，然后小心地插入每个连接器，直到其卡入到位。如果存
在任何电阻，请勿推动连接器。继续操作前，请验证拉片的位置。

2. 使用以太网缆线将 E2700 控制器连接到安装了 SANtricity 存储管理器软件的管理网络。

连接此端口 … 到此端口 …

E2700 控制器上的端口 1 （左侧的 RJ-45 端口） 用于 SANtricity 存储管理器的管理网络上的交换机端
口
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连接此端口 … 到此端口 …

E2700 控制器上的端口 2 服务笔记本电脑（如果不使用 DHCP ）

3. 如果您计划使用 StorageGRID 管理网络，请使用以太网缆线连接 E5600SG 控制器。

连接此端口 … 到此端口 …

E5600SG 控制器上的端口 1 （左侧的 RJ-45 端口） StorageGRID 管理网络上的交换机端口

E5600SG 控制器上的端口 2 服务笔记本电脑（如果不使用 DHCP ）

4. 使用光缆和 SFP+ 收发器将 E5600SG 控制器上的 10-GbE 端口连接到相应的网络交换机。

◦ 如果您计划使用固定端口绑定模式（默认），请将端口连接到 StorageGRID 网格和客户端网络，如表所
示。

Port 连接到 …

端口 1 客户端网络（可选）

端口 2 网格网络

端口 3 客户端网络（可选）

端口 4 网格网络

◦ 如果您计划使用聚合端口绑定模式，请将一个或多个网络端口连接到一个或多个交换机。您应至少连接
四个端口中的两个，以避免发生单点故障。如果在一个 LACP 绑定中使用多个交换机，则这些交换机必
须支持 MLAG 或等效项。

相关信息

"E5600SG 控制器端口的端口绑定模式"

"访问StorageGRID 设备安装程序"

连接交流电源线(SG5600)

您必须将交流电源线连接到外部电源和每个控制器上的交流电源连接器。连接电源线后，
您可以打开电源。

您需要的内容

在连接电源之前，两个设备电源开关都必须关闭。

* 电击风险 * —在连接电源线之前，请确保设备上的两个电源开关均已关闭。

关于此任务
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• 每个电源都应使用单独的电源。

连接到独立电源可保持电源冗余。

• 您可以使用控制器随附的电源线以及目标国家或地区使用的典型插座，例如无中断电源（ UPS ）的墙上插
座。

但是，这些电源线不适用于大多数符合环境影响评估的机柜。

步骤

1. 关闭机箱或机箱中的电源开关。

2. 关闭控制器上的电源开关。

3. 将机柜中的主电源线连接到外部电源。

4. 将电源线连接到每个控制器上的交流电源连接器。

打开电源(SG5600)

打开机箱电源可为两个控制器供电。

步骤

1. 打开机箱背面的两个电源开关。

通电时，控制器上的 LED 会间歇性亮起和熄灭。

启动过程可能需要长达十分钟才能完成。在初始启动序列期间，控制器会多次重新启动，从而导致风扇上升
和下降，并且 LED 会闪烁。

2. 检查每个控制器上的电源 LED 和主机链路活动 LED ，确认电源已打开。

3. 等待所有驱动器显示持久绿色 LED ，指示它们已联机。

4. 检查机箱正面和背面是否有绿色 LED 。

如果您看到任何琥珀色 LED ，请记下其位置。

5. 查看 E5600SG 控制器的七段显示屏。

此显示内容将显示 * 。 HO* ，后跟两位数的重复序列。

HO -- IP address for Admin Network -- IP address for Grid Network HO

在此序列中，第一组数字是为控制器的管理端口 1 分配的 DHCP IP 地址。此地址用于将控制器连接到
StorageGRID 的管理网络。第二组数字是 DHCP 分配的 IP 地址，用于将设备连接到用于 StorageGRID 的
网格网络。

如果无法使用 DHCP 分配 IP 地址，则会显示 0.0.0.0 。
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查看SG5600控制器上的启动状态并查看错误代码

每个控制器上的七段显示会显示设备启动时，硬件初始化时以及硬件出现故障且必须退出
初始化时的状态和错误代码。如果您要监控进度或进行故障排除，则应查看显示的代码顺
序。

关于此任务

E5600SG 控制器的状态和错误代码与 E2700 控制器的状态和错误代码不同。

步骤

1. 在启动期间，查看七段显示器上显示的代码以监控进度。

2. 要查看 E5600SG 控制器的错误代码，请参见七段显示状态和错误代码信息。

3. 要查看 E2700 控制器的错误代码，请参见支持站点上的 E2700 控制器文档。

相关信息

"E5600SG 控制器七段显示代码"

"NetApp 文档： E2700 系列"

E5600SG 控制器七段显示代码

E5600SG 控制器上的七段显示在设备启动和硬件初始化期间显示状态和错误代码。您可以
使用这些代码确定状态并对错误进行故障排除。

查看 E5600SG 控制器上的状态和错误代码时，您应查看以下类型的代码：

• * 常规启动代码 *

表示标准启动事件。

• * 正常启动代码 *

表示设备中发生的正常启动事件。

• * 错误代码 *

指示启动事件期间的问题。

StorageGRID 仅控制 E5600SG 控制器上的以下 LED ，并且仅在 StorageGRID 设备安装程序启动后才控制此
LED ：

• 允许服务操作 LED

• 需要执行服务操作 LED

• 七段式显示
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StorageGRID 设备不会使用七段显示中的小数点：

• 与最小有效位数相邻的小数点上限为平台诊断 LED 。

在重置和初始硬件配置期间会启用此功能。否则，它将关闭。

• 与最重要数字相邻的小数点下限将关闭。

要诊断其他问题，您可能需要查看以下资源：

• 要查看所有其他硬件和环境诊断信息，请参见 E 系列操作系统硬件诊断。

其中包括查找电源，温度和磁盘驱动器等硬件问题。该设备依靠 E 系列操作系统监控所有平台环境状态。

• 要确定固件和驱动程序问题，请查看 SAS 和网络端口上的链路指示灯。

有关详细信息，请参见 E 系列 E5600 文档。

常规启动代码

在启动期间或硬件硬重置后，硬件初始化期间，允许服务操作和需要服务操作 LED 亮起。七段显示屏显示一系
列代码，这些代码对于 E 系列硬件是相同的，而不是特定于 E5600SG 控制器的。

在启动期间，现场可编程门阵列（ Field Programmable Gate Array ， FPGA ）可控制硬件的功能和初始化。

代码 指示

19 FPGA 初始化。

68 FPGA 初始化。

… FPGA 初始化。这是一个快速连续的代码。
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代码 指示

AA. 平台 BIOS 启动。

FF BIOS 启动完成。这是 E5600SG 控制器初始化和管理
LED 以指示状态之前的中间状态。

出现 AA 和 FF 代码后，将显示正常启动代码或错误代码。此外，允许服务操作和需要服务操作 LED 也会关
闭。

正常启动代码

这些代码按时间顺序表示设备中发生的正常启动事件。

代码 指示

您好 主启动脚本已启动。

p 平台 FPGA 固件正在检查更新。

HP 主机接口卡（ HIC ）正在检查更新。

RB 固件更新后，系统将根据需要重新启动。

FP 固件更新检查已完成。启动与 E2700 控制器进行通信
和管理的进程（ utmagent ）。此过程有利于设备配
置。

他 系统正在与 E 系列操作系统同步。

HC 正在检查 StorageGRID 安装。

好的 正在进行安装管理和主动连接。

HA Linux 操作系统和 StorageGRID 正在运行。

E5600SG 控制器错误代码

这些代码表示设备启动时 E5600SG 控制器上可能显示的错误情况。如果发生特定的低级硬件错误，则会显示其
他两位十六进制代码。如果其中任何一个代码持续一两秒以上，或者您无法通过执行规定的故障排除过程之一来
解决此错误，请联系技术支持。

代码 指示

22. 在任何启动设备上均未找到主启动记录。
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代码 指示

23 未安装 SATA 驱动器。

2A ， 2B 总线卡滞，无法读取 DIMM SPD 数据。

40 DIMM 无效。

41. DIMM 无效。

42 内存测试失败。

51 SPD 读取失败。

92 到 96 PCI 总线初始化。

A0 到 A3 SATA 驱动器初始化。

AB 备用启动代码。

AE 正在启动操作系统。

EA DDR3 培训失败。

E8. 未安装内存。

欧盟 未找到安装脚本。

EP "ManagementSGa" 代码指示与 E2700 控制器的
pregrid 通信失败。

相关信息

"对硬件安装进行故障排除"

"NetApp 支持"

配置硬件

为设备接通电源后，您必须配置 SANtricity 存储管理器，该软件将用于监控硬件。您还必
须配置 StorageGRID 要使用的网络连接。

步骤

• "配置StorageGRID 连接"

• "正在配置SANtricity 存储管理器"
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• "可选：启用节点加密"

• "可选：更改为RAID6模式(仅限SG5660)"

• "可选：重新映射设备的网络端口"

配置StorageGRID 连接

在将 StorageGRID 设备部署为 StorageGRID 网格中的存储节点之前，必须先配置设备与
计划使用的网络之间的连接。您可以通过浏览到 StorageGRID 设备安装程序来配置网络连
接，该安装程序包含在 E5600SG 控制器（设备中的计算控制器）上。

步骤

• "访问StorageGRID 设备安装程序"

• "验证和升级StorageGRID 设备安装程序版本"

• "配置网络链路(SG5600)"

• "设置IP配置"

• "验证网络连接"

• "验证端口级别的网络连接"

访问StorageGRID 设备安装程序

您必须访问 StorageGRID 设备安装程序来配置设备与三个 StorageGRID 网络之间的连接
：网格网络，管理网络（可选）和客户端网络（可选）。

您需要的内容

• 您正在使用受支持的Web浏览器。

• 此设备已连接到您计划使用的所有 StorageGRID 网络。

• 您知道这些网络上设备的 IP 地址，网关和子网。

• 您已配置计划使用的网络交换机。

关于此任务

首次访问 StorageGRID 设备安装程序时，您可以使用管理网络的 DHCP 分配的 IP 地址（假设设备已连接到管
理网络）或网格网络的 DHCP 分配的 IP 地址。首选使用管理网络的 IP 地址。否则，如果使用网格网络的
DHCP 地址访问 StorageGRID 设备安装程序，则在更改链接设置和输入静态 IP 时，可能会与 StorageGRID 设
备安装程序断开连接。

步骤

1. 在管理网络（如果已连接）或网格网络（如果未连接管理网络）上获取设备的 DHCP 地址。

您可以执行以下任一操作：

◦ 将管理端口 1 的 MAC 地址提供给网络管理员，以便他们可以在管理网络上查找此端口的 DHCP 地
址。MAC 地址印在 E5600SG 控制器上端口旁边的标签上。

◦ 查看 E5600SG 控制器上的七段显示器。如果 E5600SG 控制器上的管理端口 1 和 10-GbE 端口 2 和 4

连接到使用 DHCP 服务器的网络，则控制器会在打开机箱电源时尝试获取动态分配的 IP 地址。控制器
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完成启动过程后，其七段显示屏将显示 * HO* ，然后是两个数字的重复序列。

HO -- IP address for Admin Network -- IP address for Grid Network HO

顺序：

▪ 第一组数字是管理网络上设备存储节点的 DHCP 地址（如果已连接）。此 IP 地址将分配给
E5600SG 控制器上的管理端口 1 。

▪ 第二组数字是网格网络上设备存储节点的 DHCP 地址。首次为设备通电时，此 IP 地址将分配给 10-

GbE 端口 2 和 4 。

如果无法使用 DHCP 分配 IP 地址，则会显示 0.0.0.0 。

2. 如果您能够获取任一 DHCP 地址：

a. 在服务笔记本电脑上打开 Web 浏览器。

b. 输入StorageGRID 设备安装程序的URL：+ https://E5600SG_Controller_IP:8443

适用于 E5600SG_Controller_IP、使用控制器的DHCP地址(如果有、请使用管理网络的IP地址)。

c. 如果系统提示您显示安全警报，请使用浏览器的安装向导查看并安装证书。

下次访问此 URL 时，不会显示此警报。

此时将显示 StorageGRID 设备安装程序主页页面。首次访问此页面时显示的信息和消息取决于设备当前
与 StorageGRID 网络的连接方式。可能会显示错误消息，这些消息将在后续步骤中解决。
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3. 如果 E5600SG 控制器无法使用 DHCP 获取 IP 地址：

a. 使用以太网缆线将服务笔记本电脑连接到 E5600SG 控制器上的管理端口 2 。
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b. 在服务笔记本电脑上打开 Web 浏览器。

c. 输入StorageGRID 设备安装程序的URL：+ https://169.254.0.1:8443

此时将显示 StorageGRID 设备安装程序主页页面。首次访问此页面时显示的信息和消息取决于设备当前
的连接方式。

如果无法通过链路本地连接访问主页页面、请将服务笔记本电脑IP地址配置为
169.254.0.2、然后重试。

4. 查看主页页面上显示的所有消息，并根据需要配置链路配置和 IP 配置。

相关信息

"Web 浏览器要求"

验证和升级StorageGRID 设备安装程序版本

设备上的 StorageGRID 设备安装程序版本必须与 StorageGRID 系统上安装的软件版本匹
配，以确保所有 StorageGRID 功能均受支持。

您需要的内容

您已访问 StorageGRID 设备安装程序。

StorageGRID 设备出厂时预安装了 StorageGRID 设备安装程序。如果要将设备添加到最近升级的
StorageGRID 系统，则可能需要先手动升级 StorageGRID 设备安装程序，然后再将设备安装为新节点。

升级到新的 StorageGRID 版本时， StorageGRID 设备安装程序会自动升级。您无需升级已安装设备节点上的
StorageGRID 设备安装程序。只有在安装包含早期版本的 StorageGRID 设备安装程序的设备时，才需要此操作
步骤 。

步骤

1. 从 StorageGRID 设备安装程序中，选择 * 高级 * > * 升级固件 * 。

2. 将当前固件版本与StorageGRID 系统上安装的软件版本进行比较(从网格管理器中选择*帮助*>*关于*)。

两个版本中的第二位数字应匹配。例如、如果您的StorageGRID 系统运行的是11.* 5*。x.y、
则StorageGRID 设备安装程序版本应为3.* 5*。z。

3. 如果设备安装了 StorageGRID 设备安装程序的低级版本，请转到 StorageGRID 的 "NetApp 下载 " 页面。

"NetApp 下载： StorageGRID"

使用您的 NetApp 帐户的用户名和密码登录。

4. 下载适当版本的 * StorageGRID Appliances * 支持文件以及相应的校验和文件。

StorageGRID 设备的支持文件为 .zip 归档、其中包含所有StorageGRID 设备型号的当前和先前固件版
本、位于每种控制器类型的子目录中。

下载StorageGRID 设备的支持文件后、解压缩 .zip 归档并查看README文件、了解有关安
装StorageGRID 设备安装程序的重要信息。
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5. 按照 StorageGRID 设备安装程序的 " 升级固件 " 页面上的说明执行以下步骤：

a. 上传适用于您的控制器类型的相应支持文件（固件映像）和校验和文件。

b. 升级非活动分区。

c. 重新启动和交换分区。

d. 升级第二个分区。

相关信息

"访问StorageGRID 设备安装程序"

配置网络链路(SG5600)

您可以为用于将设备连接到网格网络，客户端网络和管理网络的端口配置网络链路。您可
以设置链路速度以及端口和网络绑定模式。

您需要的内容

如果您计划使用聚合端口绑定模式， LACP 网络绑定模式或 VLAN 标记：

• 您已将设备上的 10-GbE 端口连接到可支持 VLAN 和 LACP 的交换机。

• 如果多个交换机参与 LACP 绑定，则这些交换机支持多机箱链路聚合组（ MLAG ）或等效项。

• 您了解如何将交换机配置为使用 VLAN ， LACP 和 MLAG 或等效项。

• 您知道要用于每个网络的唯一 VLAN 标记。此 VLAN 标记将添加到每个网络数据包中，以确保网络流量路由
到正确的网络。

关于此任务

此图显示了四个 10-GbE 端口在固定端口绑定模式下的绑定方式（默认配置）。

哪些端口已绑定

C 如果使用此网络，则端口 1 和 3 将绑定到客户端网络。

g 网格网络的端口 2 和 4 绑定在一起。

此图显示了四个 10-GbE 端口在聚合端口绑定模式下的绑定方式。
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哪些端口已绑定

1. 所有四个端口都分组在一个 LACP 绑定中，从而允许所有端口用于网格网络和客户端网络流
量。

下表总结了用于配置四个 10-GbE 端口的选项。只有在要使用非默认设置时，才需要在链路配置页面上配置设
置。

• * 固定（默认）端口绑定模式 *

网络绑定模式 客户端网络已禁用（默认） 已启用客户端网络

主动备份(默
认)

• 端口 2 和 4 对网格网络使用主动备份绑
定。

• 不使用端口 1 和 3 。

• VLAN 标记是可选的。

• 端口 2 和 4 对网格网络使用主动备份绑
定。

• 端口 1 和 3 对客户端网络使用主动备份
绑定。

• 为了方便网络管理员，可以为两个网络指
定 VLAN 标记。

LACP （
802.3ad ）

• 端口 2 和 4 对网格网络使用 LACP 绑
定。

• 不使用端口 1 和 3 。

• VLAN 标记是可选的。

• 端口 2 和 4 对网格网络使用 LACP 绑
定。

• 端口 1 和 3 对客户端网络使用 LACP 绑
定。

• 为了方便网络管理员，可以为两个网络指
定 VLAN 标记。

• * 聚合端口绑定模式 *

网络绑定模式 客户端网络已禁用（默认） 已启用客户端网络

仅 LACP （
802.3ad ）

• 端口 1-4 对网格网络使用一个 LACP 绑
定。

• 一个 VLAN 标记用于标识网格网络数据
包。

• 端口 1-4 对网格网络和客户端网络使用一
个 LACP 绑定。

• 通过两个 VLAN 标记，可以将网格网络
数据包与客户端网络数据包隔离。

有关端口绑定和网络绑定模式的详细信息，请参见 "`10-GbE port connections for the E5600SG controller` " 。
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此图显示了 E5600SG 控制器上的两个 1-GbE 管理端口如何在管理网络的主动备份网络绑定模式下绑定。

步骤

1. 从 StorageGRID 设备安装程序的菜单栏中，单击 * 配置网络连接 * > * 链接配置 * 。

" 网络链路配置 " 页面显示设备示意图，其中包含编号为的网络和管理端口。

链路状态表列出了已编号端口的链路状态（启动 / 关闭）和速度（ 1/25/40/100 Gbps ）。
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首次访问此页面时：

◦ * 链路速度 * 设置为 * 10GbE 。这是 E5600SG 控制器唯一可用的链路速度。

◦ * 端口绑定模式 * 设置为 * 固定 * 。

◦ 网格网络的 * 网络绑定模式 * 设置为 * 主动备份 * 。

◦ 此时将启用 * 管理网络 * ，并将网络绑定模式设置为 * 独立 * 。

◦ 已禁用 * 客户端网络 * 。
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2. 启用或禁用计划使用的 StorageGRID 网络。

网格网络为必填项。您不能禁用此网络。

a. 如果设备未连接到管理网络，请取消选中管理网络的 * 启用网络 * 复选框。
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b. 如果设备已连接到客户端网络，请选中客户端网络的 * 启用网络 * 复选框。

此时将显示 10-GbE 端口的客户端网络设置。

3. 请参见表，并配置端口绑定模式和网络绑定模式。

示例显示：

◦ 为网格和客户端网络选择了 * 聚合 * 和 * LACP * 。您必须为每个网络指定唯一的 VLAN 标记。您可以选
择 0 到 4095 之间的值。

◦ 已为管理网络选择 * 主动备份 * 。
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4. 对所做的选择感到满意后，单击 * 保存 * 。

如果更改了所连接的网络或链路，则可能会断开连接。如果1分钟内未重新连接、请使用分配
给StorageGRID 设备的其他IP地址之一重新输入此设备安装程序的URL：+

https://E5600SG_Controller_IP:8443

相关信息

"E5600SG 控制器端口的端口绑定模式"

设置IP配置

您可以使用 StorageGRID 设备安装程序在 StorageGRID 网格，管理和客户端网络上配置
设备存储节点所使用的 IP 地址和路由信息。
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关于此任务

您必须为每个已连接网络上的设备分配一个静态 IP ，或者为 DHCP 服务器上的地址分配一个永久租约。

如果要更改链路配置，请参见有关更改 E5600SG 控制器的链路配置的说明。

步骤

1. 在 StorageGRID 设备安装程序中，选择 * 配置网络连接 * > * IP 配置 * 。

此时将显示 "IP Configuration" 页面。

2. 要配置网格网络，请在页面的 * 网格网络 * 部分中选择 * 静态 * 或 * DHCP * 。

3. 如果选择 * 静态 * ，请按照以下步骤配置网格网络：
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a. 使用 CIDR 表示法输入静态 IPv4 地址。

b. 输入网关。

如果您的网络没有网关，请重新输入相同的静态 IPv4 地址。

c. 如果要使用巨型帧，请将 MTU 字段更改为适用于巨型帧的值，例如 9000 。否则，请保留默认值 1500
。

网络的 MTU 值必须与节点所连接的交换机端口上配置的值匹配。否则，可能会发生网络
性能问题或数据包丢失。

为了获得最佳网络性能，应在所有节点的网格网络接口上配置类似的 MTU 值。如果网格
网络在各个节点上的 MTU 设置有明显差异，则会触发 * 网格网络 MTU 不匹配 * 警报。
并非所有网络类型的 MTU 值都相同。

d. 单击 * 保存 * 。

更改 IP 地址时，网关和子网列表可能也会发生更改。

如果与 StorageGRID 设备安装程序的连接断开，请使用您刚刚分配的新静态 IP 地址重新输入 URL 。例

如、+ https://services_appliance_IP:8443

e. 确认网格网络子网列表正确无误。

如果您有网格子网，则需要网格网络网关。指定的所有网格子网都必须可通过此网关访问。启动
StorageGRID 安装时，还必须在主管理节点上的网格网络子网列表中定义这些网格网络子网。

未列出默认路由。如果未启用客户端网络，则默认路由将使用网格网络网关。

▪ 要添加子网，请单击插入图标  最后一个条目右侧。

▪ 要删除未使用的子网，请单击删除图标 。

f. 单击 * 保存 * 。

4. 如果选择了 * DHCP * ，请按照以下步骤配置网格网络：

a. 选择 * DHCP * 单选按钮后，单击 * 保存 * 。

系统会自动填充 * IPv4 地址 * ， * 网关 * 和 * 子网 * 字段。如果 DHCP 服务器设置为分配 MTU 值，则
* MTU * 字段将填充该值，并且该字段将变为只读。

您的 Web 浏览器会自动重定向到 StorageGRID 设备安装程序的新 IP 地址。

b. 确认网格网络子网列表正确无误。

如果您有网格子网，则需要网格网络网关。指定的所有网格子网都必须可通过此网关访问。启动
StorageGRID 安装时，还必须在主管理节点上的网格网络子网列表中定义这些网格网络子网。

未列出默认路由。如果未启用客户端网络，则默认路由将使用网格网络网关。
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▪ 要添加子网，请单击插入图标  最后一个条目右侧。

▪ 要删除未使用的子网，请单击删除图标 。

c. 如果要使用巨型帧，请将 MTU 字段更改为适用于巨型帧的值，例如 9000 。否则，请保留默认值 1500
。

网络的 MTU 值必须与节点所连接的交换机端口上配置的值匹配。否则，可能会发生网络
性能问题或数据包丢失。

为了获得最佳网络性能，应在所有节点的网格网络接口上配置类似的 MTU 值。如果网格网络
在各个节点上的 MTU 设置有明显差异，则会触发 * 网格网络 MTU 不匹配 * 警报。并非所有
网络类型的 MTU 值都相同。

a. 单击 * 保存 * 。

5. 要配置管理网络，请在页面的管理网络部分中选择 * 静态 * 或 * DHCP * 。

要配置管理网络，必须在链路配置页面上启用管理网络。

6. 如果选择 * 静态 * ，请按照以下步骤配置管理网络：

a. 使用 CIDR 表示法为设备上的管理端口 1 输入静态 IPv4 地址。

管理端口 1 位于设备右端的两个 1-GbE RJ45 端口的左侧。
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b. 输入网关。

如果您的网络没有网关，请重新输入相同的静态 IPv4 地址。

c. 如果要使用巨型帧，请将 MTU 字段更改为适用于巨型帧的值，例如 9000 。否则，请保留默认值 1500
。

网络的 MTU 值必须与节点所连接的交换机端口上配置的值匹配。否则，可能会发生网络
性能问题或数据包丢失。

d. 单击 * 保存 * 。

更改 IP 地址时，网关和子网列表可能也会发生更改。

如果与 StorageGRID 设备安装程序的连接断开，请使用您刚刚分配的新静态 IP 地址重新输入 URL 。例

如、+ https://services_appliance:8443

e. 确认管理网络子网列表正确无误。

您必须验证是否可以使用提供的网关访问所有子网。

无法使用默认路由来使用管理网络网关。

▪ 要添加子网，请单击插入图标  最后一个条目右侧。

▪ 要删除未使用的子网，请单击删除图标 。

f. 单击 * 保存 * 。

7. 如果选择了 * DHCP * ，请按照以下步骤配置管理网络：

a. 选择 * DHCP * 单选按钮后，单击 * 保存 * 。

系统会自动填充 * IPv4 地址 * ， * 网关 * 和 * 子网 * 字段。如果 DHCP 服务器设置为分配 MTU 值，则
* MTU * 字段将填充该值，并且该字段将变为只读。

您的 Web 浏览器会自动重定向到 StorageGRID 设备安装程序的新 IP 地址。

b. 确认管理网络子网列表正确无误。

您必须验证是否可以使用提供的网关访问所有子网。

无法使用默认路由来使用管理网络网关。

▪ 要添加子网，请单击插入图标  最后一个条目右侧。

▪ 要删除未使用的子网，请单击删除图标 。

c. 如果要使用巨型帧，请将 MTU 字段更改为适用于巨型帧的值，例如 9000 。否则，请保留默认值 1500
。

网络的 MTU 值必须与节点所连接的交换机端口上配置的值匹配。否则，可能会发生网络
性能问题或数据包丢失。
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d. 单击 * 保存 * 。

8. 要配置客户端网络，请在页面的 * 客户端网络 * 部分中选择 * 静态 * 或 * DHCP * 。

要配置客户端网络，必须在链路配置页面上启用客户端网络。

9. 如果选择 * 静态 * ，请按照以下步骤配置客户端网络：

a. 使用 CIDR 表示法输入静态 IPv4 地址。

b. 单击 * 保存 * 。

c. 确认客户端网络网关的 IP 地址正确无误。

如果启用了客户端网络，则会显示默认路由。默认路由使用客户端网络网关，并且在启用
客户端网络时无法移至其他接口。

d. 如果要使用巨型帧，请将 MTU 字段更改为适用于巨型帧的值，例如 9000 。否则，请保留默认值 1500
。

网络的 MTU 值必须与节点所连接的交换机端口上配置的值匹配。否则，可能会发生网络
性能问题或数据包丢失。

e. 单击 * 保存 * 。

10. 如果选择了 * DHCP * ，请按照以下步骤配置客户端网络：

a. 选择 * DHCP * 单选按钮后，单击 * 保存 * 。
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系统会自动填充 * IPv4 地址 * 和 * 网关 * 字段。如果 DHCP 服务器设置为分配 MTU 值，则 * MTU *

字段将填充该值，并且该字段将变为只读。

您的 Web 浏览器会自动重定向到 StorageGRID 设备安装程序的新 IP 地址。

a. 确认网关是否正确。

如果启用了客户端网络，则会显示默认路由。默认路由使用客户端网络网关，并且在启用
客户端网络时无法移至其他接口。

b. 如果要使用巨型帧，请将 MTU 字段更改为适用于巨型帧的值，例如 9000 。否则，请保留默认值 1500
。

网络的 MTU 值必须与节点所连接的交换机端口上配置的值匹配。否则，可能会发生网络
性能问题或数据包丢失。

相关信息

"更改E5600SG控制器的链路配置"

验证网络连接

您应确认可以从设备访问所使用的 StorageGRID 网络。要验证通过网络网关的路由，您应
测试 StorageGRID 设备安装程序与不同子网上的 IP 地址之间的连接。您还可以验证 MTU

设置。

步骤

1. 从 StorageGRID 设备安装程序的菜单栏中，单击 * 配置网络连接 * > * Ping 和 MTU 测试 * 。

此时将显示 Ping 和 MTU 测试页面。

2. 从 * 网络 * 下拉框中，选择要测试的网络：网格，管理员或客户端。
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3. 输入该网络上某个主机的 IPv4 地址或完全限定域名（ FQDN ）。

例如，您可能需要对网络或主管理节点上的网关执行 ping 操作。

4. 或者，选中 * 测试 MTU* 复选框以验证通过网络到目标的整个路径的 MTU 设置。

例如，您可以测试设备节点与其他站点的节点之间的路径。

5. 单击 * 测试连接 * 。

如果网络连接有效，则会显示 "Ping test passed" 消息，并列出 ping 命令输出。

相关信息

"配置网络链路(SG5600)"

"更改MTU设置"

验证端口级别的网络连接

要确保 StorageGRID 设备安装程序与其他节点之间的访问不会受到防火墙的阻碍，请确认
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StorageGRID 设备安装程序可以连接到指定 IP 地址或地址范围内的特定 TCP 端口或端
口集。

关于此任务

使用 StorageGRID 设备安装程序中提供的端口列表，您可以测试设备与网格网络中其他节点之间的连接。

此外，您还可以在管理和客户端网络以及 UDP 端口上测试连接，例如用于外部 NFS 或 DNS 服务器的端口。有
关这些端口的列表，请参见 StorageGRID 网络连接准则中的端口参考。

端口连接表中列出的网格网络端口仅适用于StorageGRID 11.5.0版。要验证每种节点类型的端口
是否正确，您应始终参考适用于您的 StorageGRID 版本的网络连接准则。

步骤

1. 在 StorageGRID 设备安装程序中，单击 * 配置网络连接 * > * 端口连接测试（ nmap ） * 。

此时将显示端口连接测试页面。

端口连接表列出了网格网络上需要 TCP 连接的节点类型。对于每种节点类型，此表列出了设备应可访问的
网格网络端口。

您可以测试表中列出的设备端口与网格网络中的其他节点之间的连接。

2. 从 * 网络 * 下拉列表中，选择要测试的网络： * 网格 * ， * 管理 * 或 * 客户端 * 。

3. 为该网络上的主机指定一个 IPv4 地址范围。

例如，您可能需要探测网络或主管理节点上的网关。

使用连字符指定一个范围，如示例所示。

4. 输入 TCP 端口号，以逗号分隔的端口列表或端口范围。
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5. 单击 * 测试连接 * 。

◦ 如果选定的端口级别网络连接有效，则绿色横幅中会显示 "`Port connectivity test passed` " 消息。nmap

命令输出列在横幅下方。

◦ 如果与远程主机建立了端口级网络连接，但主机未侦听一个或多个选定端口，则黄色横幅中会显示
"`Port connectivity test failed` " 消息。nmap 命令输出列在横幅下方。

主机未侦听的任何远程端口的状态为 "`closed" 。` 例如，当您尝试连接的节点处于预安装状态且
StorageGRID NMS 服务尚未在该节点上运行时，您可能会看到此黄色横幅。
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◦ 如果无法为一个或多个选定端口建立端口级别网络连接，则红色横幅中会显示 "`Port connectivity test

failed` " 消息。nmap 命令输出列在横幅下方。

红色横幅表示已尝试通过 TCP 连接到远程主机上的某个端口，但未向发送方返回任何内容。如果未返回
任何响应，则此端口的状态为 " 已筛选 " ，并且可能会被防火墙阻止。

此外，还会列出带有 "`closed` " 的端口。

相关信息

"网络准则"

正在配置SANtricity 存储管理器

您可以使用 SANtricity 存储管理器监控 StorageGRID 设备中存储磁盘和硬件组件的状态。
要访问此软件，您必须知道 E2700 控制器（设备中的存储控制器）上管理端口 1 的 IP 地
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址。

步骤

• "设置E2700控制器的IP地址"

• "将设备添加到SANtricity 存储管理器"

• "设置SANtricity 存储管理器"

设置E2700控制器的IP地址

E2700 控制器上的管理端口 1 用于将设备连接到 SANtricity 存储管理器的管理网络。您必
须为 E2700 控制器设置静态 IP 地址，以确保不会丢失与 StorageGRID 设备中硬件和控制
器固件的管理连接。

您需要的内容

您正在使用受支持的Web浏览器。

关于此任务

DHCP 分配的地址可能随时更改。为控制器分配一个静态 IP 地址，以确保可访问性一致。

步骤

1. 在客户端中、输入StorageGRID 设备安装程序的URL：+ https://E5600SG_Controller_IP:8443

适用于 `E5600SG_Controller_IP`下、使用任何StorageGRID 网络上设备的IP地址。

此时将显示 StorageGRID 设备安装程序主页页面。

2. 选择 * 硬件配置 * > * 存储控制器网络配置 * 。

此时将显示存储控制器网络配置页面。

3. 根据您的网络配置，对于 IPv4 ， IPv6 或这两者，请选择 * 已启用 * 。

4. 记下自动显示的 IPv4 地址。

DHCP 是为该端口分配 IP 地址的默认方法。

显示 DHCP 值可能需要几分钟的时间。

5. （可选）为 E2700 控制器管理端口设置静态 IP 地址。
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您应该为管理端口分配静态 IP ，或者为 DHCP 服务器上的地址分配永久租约。

a. 选择 * 静态 * 。

b. 使用 CIDR 表示法输入 IPv4 地址。

c. 输入默认网关。

d. 单击 * 保存 * 。

应用所做的更改可能需要几分钟的时间。

连接到SANtricity 存储管理器时、您将使用新的静态IP地址作为URL：+

https://E2700_Controller_IP

相关信息

"NetApp 文档： SANtricity 存储管理器"

将设备添加到SANtricity 存储管理器

将设备中的 E2700 控制器连接到 SANtricity 存储管理器，然后将设备添加为存储阵列。

您需要的内容

您正在使用受支持的Web浏览器。

关于此任务

有关详细说明，请参见 SANtricity 存储管理器文档。

步骤

1. 打开Web浏览器、然后输入IP地址作为SANtricity 存储管理器的URL：+

https://E2700_Controller_IP

此时将显示 SANtricity 存储管理器的登录页面。

2. 在 * 选择添加方法 * 页面上，选择 * 手动 * ，然后单击 * 确定 * 。

3. 选择 * 编辑 * > * 添加存储阵列 * 。

此时将显示 "Add New Storage Array - Manual" 页面。
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4. 在 * 带外管理 * 框中，输入以下值之一：

◦ * 使用 DHCP ： * DHCP 服务器分配给 E2700 控制器上管理端口 1 的 IP 地址

◦ 未使用DHCP： 192.168.128.101

只有一个设备的控制器连接到 SANtricity 存储管理器，因此您只需要输入一个 IP 地址。

5. 单击 * 添加 * 。

相关信息

"NetApp 文档： SANtricity 存储管理器"

设置SANtricity 存储管理器

访问 SANtricity 存储管理器后，您可以使用它配置硬件设置。通常，在将设备部署为
StorageGRID 系统中的存储节点之前，您需要配置这些设置。

步骤

• "正在配置 AutoSupport"
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• "验证收到AutoSupport"

• "配置电子邮件和SNMP陷阱警报通知"

• "设置SANtricity 存储管理器的密码"

正在配置 AutoSupport

AutoSupport 工具会从设备收集客户支持包中的数据，并自动将数据发送给技术支持。配
置 AutoSupport 有助于技术支持进行远程故障排除和问题分析。

您需要的内容

• 必须在设备上启用并激活 AutoSupport 功能。

AutoSupport 功能会在存储管理工作站上全局激活和停用。

• Storage Manager 事件监控器必须至少在一台能够访问设备的计算机上运行，并且最好在不超过一台计算机
上运行。

关于此任务

所有数据都会在指定位置压缩为一个压缩归档文件格式（ .7z ）。

AutoSupport 提供以下类型的消息：

消息类型 Description

事件消息 • 受管设备上发生支持事件时发送

• 包括系统配置和诊断信息

每日消息 • 在设备的本地时间内，用户可配置的时间间隔内，
每天发送一次

• 包括当前系统事件日志和性能数据

每周消息 • 在用户可配置的时间间隔内，在设备的本地时间内
每周发送一次

• 包括配置和系统状态信息

步骤

1. 在 SANtricity 存储管理器的企业管理窗口中，选择 * 设备 * 选项卡，然后选择 * 已发现的存储阵列 * 。

2. 选择 * 工具 * > * AutoSupport * > * 配置 * 。

3. 如果需要，请使用 SANtricity 存储管理器联机帮助完成此任务。

相关信息

"NetApp 文档： SANtricity 存储管理器"
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验证收到AutoSupport

您应验证技术支持是否正在接收您的 AutoSupport 消息。您可以在 Active IQ 门户上找到
系统的 AutoSupport 状态。验证是否收到这些消息可确保技术支持在您需要帮助时获取您
的信息。

关于此任务

AutoSupport 可以显示以下状态之一：

• * 开 *

"On" 状态表示技术支持当前正在从系统接收 AutoSupport 消息。

• * 关闭 *

关闭状态表示您可能已禁用 AutoSupport ，因为技术支持在过去 15 个日历日内未收到系统的每周日志，或
者您的环境或配置可能发生了更改（例如）。

• * 拒绝 *

拒绝状态表示您已通知技术支持您不会启用 AutoSupport 。

技术支持从系统收到每周日志后， AutoSupport 状态将更改为 on 。

步骤

1. 访问 NetApp 支持站点，网址为 "mysupport.netapp.com"，然后登录到 Active IQ 门户。

2. 如果 AutoSupport 状态为 off ，并且您认为不正确，请完成以下操作：

a. 检查系统配置，确保已打开 AutoSupport 。

b. 请检查您的网络环境和配置，以确保系统可以向技术支持发送消息。

配置电子邮件和SNMP陷阱警报通知

SANtricity 存储管理器可以在设备或其某个组件的状态发生变化时向您发出通知。这称为
警报通知。您可以通过两种不同的方法接收警报通知：电子邮件和 SNMP 陷阱。您必须配
置要接收的警报通知。

步骤

1. 在 SANtricity 存储管理器的企业管理窗口中，选择 * 设备 * 选项卡，然后选择一个节点。

2. 选择 * 编辑 * > * 配置警报 * 。

3. 选择 * 电子邮件 * 选项卡以配置电子邮件警报通知。

4. 选择 * SNMP * 选项卡以配置 SNMP 陷阱警报通知。

5. 如果需要，请使用 SANtricity 存储管理器联机帮助完成此任务。

设置SANtricity 存储管理器的密码

您可以在 SANtricity 存储管理器中设置设备使用的密码。设置密码可保持系统安全性。
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步骤

1. 在 SANtricity 存储管理器的企业管理窗口中，双击控制器。

2. 从阵列管理窗口中，选择 * 存储阵列 * 菜单，然后选择 * 安全性 * > * 设置密码 * 。

3. 配置密码。

4. 如果需要，请使用 SANtricity 存储管理器联机帮助完成此任务。

可选：启用节点加密

如果启用了节点加密，则可以通过安全密钥管理服务器（ KMS ）加密来保护设备中的磁
盘，防止物理丢失或从站点中删除。您必须在设备安装期间选择并启用节点加密，并且在
KMS 加密过程开始后，不能取消选择节点加密。

您需要的内容

查看有关管理 StorageGRID 的说明中有关 KMS 的信息。

关于此任务

启用了节点加密的设备将连接到为 StorageGRID 站点配置的外部密钥管理服务器（ KMS ）。每个 KMS （或
KMS 集群）负责管理站点上所有设备节点的加密密钥。这些密钥对启用了节点加密的设备中每个磁盘上的数据
进行加密和解密。

可以在 StorageGRID 中安装 KMS 之前或之后在网格管理器中设置此设备。有关更多详细信息，请参见管理
StorageGRID 的说明中有关 KMS 和设备配置的信息。

• 如果在安装设备之前设置了 KMS ，则在设备上启用节点加密并将其添加到配置了 KMS 的 StorageGRID 站
点时， KMS 控制的加密将开始。

• 如果在安装此设备之前未设置 KMS ，则在为包含此设备节点的站点配置了 KMS 并可使用此 KMS 后，将对
启用了节点加密的每个设备执行 KMS 控制的加密。

启用了节点加密的设备连接到已配置的KMS之前存在的任何数据都将使用不安全的临时密钥进行
加密。除非将密钥设置为 KMS 提供的值，否则设备不会受到删除或被盗的保护。

如果没有对磁盘进行解密所需的 KMS 密钥，则无法检索设备上的数据，并且数据实际上会丢失。如果无法从
KMS 中检索到解密密钥，则会出现这种情况。如果客户清除 KMS 配置， KMS 密钥过期，与 KMS 的连接断开
或从安装了 KMS 密钥的 StorageGRID 系统中删除设备，则无法访问此密钥。

步骤

1. 打开浏览器，然后输入设备计算控制器的 IP 地址之一。+ https://Controller_IP:8443

Controller_IP 是三个StorageGRID 网络中任何一个网络上计算控制器(而不是存储控制器)的IP地址。

此时将显示 StorageGRID 设备安装程序主页页面。

使用 KMS 密钥对设备加密后，如果不使用相同的 KMS 密钥，则无法对设备磁盘进行解密。

2. 选择 * 配置硬件 * > * 节点加密 * 。
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3. 选择 * 启用节点加密 * 。

您可以取消选择*启用节点加密*而不会丢失数据、直到选择*保存*、并且设备节点访问StorageGRID 系统中
的KMS加密密钥并开始磁盘加密为止。安装设备后，您无法禁用节点加密。

将启用了节点加密的设备添加到具有 KMS 的 StorageGRID 站点后，您无法停止对此节点使
用 KMS 加密。

4. 选择 * 保存 * 。

5. 将设备部署为 StorageGRID 系统中的节点。

当设备访问为 StorageGRID 站点配置的 KMS 密钥时，便会开始使用由 KMS 控制的加密。安装程序会在
KMS 加密过程中显示进度消息，此过程可能需要几分钟时间，具体取决于设备中的磁盘卷数。

设备最初会配置一个随机的非 KMS 加密密钥，该密钥会分配给每个磁盘卷。磁盘会使用此临
时加密密钥进行加密，这种加密密钥不安全，直到启用了节点加密的设备访问为
StorageGRID 站点配置的 KMS 密钥为止。

完成后

您可以查看节点加密状态， KMS 详细信息以及设备节点处于维护模式时正在使用的证书。

相关信息

"管理 StorageGRID"

"在维护模式下监控节点加密"

可选：更改为RAID6模式(仅限SG5660)

如果您的 SG5660 包含 60 个驱动器，则可以将卷配置从其默认和建议设置动态磁盘池（
Dynamic Disk Pool ， DDP ）更改为 RAID6 。您只能在部署 StorageGRID 设备存储节点
之前更改此模式。

您需要的内容
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• 您已安装 SG5660 。SG5612 不支持 RAID6 。如果您使用的是 SG5612 ，则必须使用 DDP 模式。

如果已配置任何卷或先前已安装 StorageGRID ，则更改 RAID 模式会删除和更换这些卷。这些卷
上的所有数据都将丢失。

关于此任务

在部署 StorageGRID 设备存储节点之前，您可以从两个卷配置选项中进行选择：

• * 动态磁盘池（ DDP ） * —这是默认设置和建议设置。DDP 是一种增强型硬件数据保护方案，可提高系统
性能，缩短驱动器发生故障后的重建时间以及简化管理。

• RAID6 —这是一种硬件保护方案，它在每个磁盘上使用奇偶校验条带，并允许在 RAID 集内发生两个磁盘故
障，以免任何数据丢失。

建议不要在大多数 StorageGRID 环境中使用 RAID6 。虽然 RAID6 可以将存储效率提高到
88% （而 DDP 为 80% ），但 DDP 模式可以更高效地从驱动器故障中恢复。

步骤

1. 使用服务笔记本电脑打开Web浏览器并访问StorageGRID 设备安装程序：+

https://E5600SG_Controller_IP:8443

其中 E5600SG_Controller_IP 是E5600SG控制器的任何IP地址。

2. 从菜单栏中，选择 * 高级 * > * RAID 模式 * 。

3. 在 * 配置 RAID 模式 * 页面上，从模式下拉列表中选择 * RAID6* 。

4. 单击 * 保存 * 。

可选：重新映射设备的网络端口

您可能需要将设备存储节点上的内部端口重新映射到不同的外部端口。例如，由于使用了
防火墙问题描述 ，您可能需要重新映射端口。

您需要的内容

• 您先前已访问 StorageGRID 设备安装程序。

• 您尚未配置，也不打算配置负载平衡器端点。

如果重新映射任何端口，则不能使用相同的端口来配置负载平衡器端点。如果要配置负载平
衡器端点且已重新映射端口、请按照恢复和维护说明中的步骤删除端口重新映射。

步骤

1. 从 StorageGRID 设备安装程序的菜单栏中，单击 * 配置网络连接 * > * 删除端口 * 。

此时将显示 Remap Port 页面。

2. 从 * 网络 * 下拉框中，为要重新映射的端口选择网络：网格，管理员或客户端。

3. 从 * 协议 * 下拉框中，选择 IP 协议： TCP 或 UDP 。
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4. 从 * 映射方向 * 下拉框中，选择要为此端口重新映射的流量方向：入站，出站或双向。

5. 对于 * 原始端口 * ，输入要重新映射的端口的编号。

6. 对于 * 映射到端口 * ，请输入要使用的端口编号。

7. 单击 * 添加规则 * 。

此时，新端口映射将添加到表中，重新映射将立即生效。

8. 要删除端口映射，请选择要删除的规则对应的单选按钮，然后单击 * 删除选定规则 * 。

相关信息

"保持并恢复()"

部署设备存储节点

安装和配置存储设备后，您可以将其部署为 StorageGRID 系统中的存储节点。将设备部署
为存储节点时，您可以使用设备上随附的 StorageGRID 设备安装程序。

您需要的内容

• 如果要克隆设备节点，请继续执行恢复和维护过程。

"保持并恢复()"

• 此设备已安装在机架或机柜中，并已连接到您的网络并已启动。

• 已使用 StorageGRID 设备安装程序为此设备配置网络链路， IP 地址和端口重新映射（如果需要）。

• 您知道分配给设备计算控制器的一个 IP 地址。您可以对任何已连接的 StorageGRID 网络使用此 IP 地址。

• 已部署 StorageGRID 系统的主管理节点。

• StorageGRID 设备安装程序的 IP 配置页面上列出的所有网格网络子网均已在主管理节点上的网格网络子网
列表中定义。

• 您的服务笔记本电脑具有受支持的 Web 浏览器。

关于此任务

每个存储设备都用作一个存储节点。任何设备都可以连接到网格网络，管理网络和客户端网络

341

https://docs.netapp.com/zh-cn/storagegrid-115/maintain/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/maintain/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/maintain/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/maintain/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/maintain/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/maintain/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/maintain/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/maintain/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/maintain/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/maintain/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/maintain/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/maintain/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/maintain/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/maintain/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/maintain/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/maintain/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/maintain/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/maintain/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/maintain/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/maintain/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/maintain/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/maintain/index.html


要在 StorageGRID 系统中部署设备存储节点，请访问 StorageGRID 设备安装程序并执行以下步骤：

• 您可以指定或确认主管理节点的 IP 地址以及存储节点的名称。

• 您可以开始部署，并等待卷配置完毕并安装软件。

• 当安装暂停完成设备安装任务后，您可以通过登录到网格管理器，批准所有网格节点并完成 StorageGRID

安装和部署过程来恢复安装。

如果您需要一次部署多个设备节点、则可以使用自动执行安装过程 configure-sga.py 设备安
装脚本。

• 如果要执行扩展或恢复操作，请按照相应说明进行操作：

◦ 要将设备存储节点添加到现有 StorageGRID 系统，请参见有关扩展 StorageGRID 系统的说明。

◦ 要在恢复操作中部署设备存储节点，请参见有关恢复和维护的说明。

步骤

1. 打开浏览器，然后输入设备计算控制器的 IP 地址之一。+ https://Controller_IP:8443

此时将显示 StorageGRID 设备安装程序主页页面。
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2. 在 * 主管理节点 * 连接部分中，确定是否需要指定主管理节点的 IP 地址。

如果先前已在此数据中心中安装了其他节点，则 StorageGRID 设备安装程序可以自动发现此 IP 地址，前提
是主管理节点或至少一个配置了 admin_IP 的其他网格节点位于同一子网上。

3. 如果未显示此 IP 地址或您需要更改此 IP 地址，请指定地址：

343



选项 Description

手动输入 IP a. 取消选中 * 启用管理节点发现 * 复选框。

b. 手动输入 IP 地址。

c. 单击 * 保存 * 。

d. 等待连接状态，使新 IP 地址准备就绪。

自动发现所有已连接的主管理节点 a. 选中 * 启用管理节点发现 * 复选框。

b. 等待显示发现的 IP 地址列表。

c. 为要部署此设备存储节点的网格选择主管理节
点。

d. 单击 * 保存 * 。

e. 等待连接状态，使新 IP 地址准备就绪。

4. 在 * 节点名称 * 字段中，输入要用于此设备节点的名称，然后单击 * 保存 * 。

节点名称将分配给 StorageGRID 系统中的此设备节点。它显示在网格管理器的节点页面（概述选项卡）
上。如果需要，您可以在批准节点时更改名称。

5. 在安装部分中、确认当前状态为"准备开始安装" node name 使用主管理节点进入网格 admin_ip "并启用
了*开始安装*按钮。

如果未启用 * 开始安装 * 按钮，则可能需要更改网络配置或端口设置。有关说明，请参见设备的安装和维护
说明。

如果要将存储节点设备部署为节点克隆目标，请在此停止部署过程，然后继续执行节点克隆
操作步骤 的恢复和维护。

"保持并恢复()"

6. 在 StorageGRID 设备安装程序主页中，单击 * 开始安装 * 。

当前状态将更改为 "`Installation is in progress ，` " ，此时将显示监控器安装页面。

如果需要手动访问监控器安装页面，请单击 * 监控安装 * 。

7. 如果网格包含多个设备存储节点，请对每个设备重复这些步骤。

如果您需要一次部署多个设备存储节点、则可以使用自动执行安装过程 configure-sga.py

设备安装脚本。此脚本仅适用于存储节点。

相关信息

"扩展网格"

"保持并恢复()"
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监控存储设备安装

在安装完成之前， StorageGRID 设备安装程序会提供状态。软件安装完成后，设备将重新
启动。

步骤

1. 要监控安装进度，请单击 * 监控安装 * 。

"Monitor Installation" 页面将显示安装进度。

蓝色状态栏指示当前正在进行的任务。绿色状态条表示已成功完成的任务。

安装程序可确保在先前安装中完成的任务不会重新运行。如果您要重新运行安装，则不需要
重新运行的任何任务都会显示绿色状态条和状态 Skipped 。

2. 查看前两个安装阶段的进度。

◦ 。配置存储 *

在此阶段，安装程序将连接到存储控制器，清除任何现有配置，与 SANtricity 软件通信以配置卷以及配
置主机设置。

◦ 。安装 OS*

在此阶段，安装程序会将 StorageGRID 的基本操作系统映像复制到设备。

3. 继续监控安装进度，直到 * 安装 StorageGRID 网格管理器 * 阶段暂停，并且嵌入式控制台上显示一条消息
，提示您使用网格管理器在管理节点上批准此节点。继续执行下一步。
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4. 转至网格管理器、批准待定存储节点、然后完成StorageGRID 安装过程。

在网格管理器中单击 * 安装 * 后，第 3 阶段完成，第 4 阶段 * 完成安装 * 开始。阶段 4 完成后，控制器将重
新启动。

自动化设备安装和配置

您可以自动安装和配置设备以及配置整个 StorageGRID 系统。

关于此任务

自动化安装和配置对于部署多个 StorageGRID 实例或一个大型复杂的 StorageGRID 实例非常有用。
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要自动执行安装和配置，请使用以下一个或多个选项：

• 创建一个 JSON 文件，用于指定设备的配置设置。使用 StorageGRID 设备安装程序上传 JSON 文件。

您可以使用同一文件配置多个设备。

• 使用StorageGRIDconfigure-sga.py 用于自动配置设备的Python脚本。

• 使用其他 Python 脚本配置整个 StorageGRID 系统的其他组件（ " 网格 " ）。

您可以直接使用 StorageGRID 自动化 Python 脚本，也可以使用它们作为示例，说明如何在您自
己开发的网格部署和配置工具中使用 StorageGRID 安装 REST API 。请参见恢复和维护说明中
有关下载和提取StorageGRID 安装文件的信息。

使用StorageGRID 设备安装程序自动配置设备

您可以使用包含配置信息的 JSON 文件自动配置设备。您可以使用 StorageGRID 设备安
装程序上传文件。

您需要的内容

• 您的设备必须使用与 StorageGRID 11.5 或更高版本兼容的最新固件。

• 您必须使用支持的浏览器连接到要配置的设备上的StorageGRID 设备安装程序。

关于此任务

您可以自动执行设备配置任务，例如配置以下内容：

• 网格网络，管理网络和客户端网络 IP 地址

• BMC 接口

• 网络链路

◦ 端口绑定模式

◦ 网络绑定模式

◦ 链路速度

使用上传的 JSON 文件配置设备通常比在 StorageGRID 设备安装程序中使用多个页面手动执行配置效率更高，
尤其是在需要配置多个节点时。您必须一次应用一个节点的配置文件。

如果有经验的用户希望自动安装和配置其设备、则可以使用 configure-sga.py 脚本。+"使
用configure-sga.py脚本自动安装和配置设备节点"

步骤

1. 使用以下方法之一生成 JSON 文件：

◦ ConfigBuilder 应用程序

"ConfigBuilder.netapp.com"

◦ 。 configure-sga.py 设备配置脚本。您可以从 StorageGRID 设备安装程序（ * 帮助 * > * 设备配置
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脚本 * ）下载此脚本。请参见有关使用 configure-sga.py 脚本自动配置的说明。

"使用configure-sga.py脚本自动安装和配置设备节点"

JSON 文件中的节点名称必须符合以下要求：

▪ 必须是一个有效的主机名，至少包含 1 个字符，并且不超过 32 个字符

▪ 可以使用字母、数字和连字符

▪ 不能以连字符开头或结尾、也不能仅包含数字

请确保 JSON 文件中的节点名称（顶级名称）是唯一的，否则您将无法使用 JSON 文
件配置多个节点。

2. 选择 * 高级 * > * 更新设备配置 * 。

此时将显示更新设备配置页面。

3. 选择包含要上传的配置的 JSON 文件。

a. 选择 * 浏览 * 。

b. 找到并选择文件。

c. 选择 * 打开 * 。

已上传并验证此文件。验证过程完成后，文件名会显示在绿色复选标记旁边。

如果 JSON 文件中的配置包含 "link_config" ， "networks" 或这两者的部分，则可能会断
开与设备的连接。如果 1 分钟内未重新连接，请使用分配给设备的其他 IP 地址之一重新
输入设备 URL 。

348



此时将使用 JSON 文件中定义的顶级节点名称填充 * 节点名称 * 下拉列表。

如果文件无效，则文件名将显示为红色，并在黄色横幅中显示一条错误消息。此无效文件不
会应用于此设备。您可以使用 ConfigBuilder 来确保具有有效的 JSON 文件。

4. 从 * 节点名称 * 下拉列表中选择一个节点。

此时将启用 * 应用 JSON 配置 * 按钮。

5. 选择 * 应用 JSON 配置 * 。

此配置将应用于选定节点。

使用configure-sga.py脚本自动安装和配置设备节点

您可以使用 configure-sga.py 用于自动执行StorageGRID 设备节点的许多安装和配置
任务的脚本、包括安装和配置主管理节点。如果要配置大量设备，此脚本可能会很有用。
您也可以使用此脚本生成包含设备配置信息的 JSON 文件。

您需要的内容

• 此设备已安装在机架中，并已连接到您的网络并已启动。

• 已使用 StorageGRID 设备安装程序为主管理节点配置网络链路和 IP 地址。

• 如果要安装主管理节点，则您知道其 IP 地址。

• 如果要安装和配置其他节点，则已部署主管理节点，并且您知道其 IP 地址。

• 对于主管理节点以外的所有节点，已在主管理节点上的网格网络子网列表中定义 StorageGRID 设备安装程
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序的 IP 配置页面上列出的所有网格网络子网。

• 您已下载 configure-sga.py 文件该文件包含在安装归档中，您也可以通过单击 StorageGRID 设备安装
程序中的 * 帮助 * > * 设备安装脚本 * 来访问该文件。

此操作步骤 适用于在使用命令行界面方面具有一定经验的高级用户。或者，您也可以使用
StorageGRID 设备安装程序自动执行配置。+"使用StorageGRID 设备安装程序自动配置设备"

步骤

1. 登录到用于运行 Python 脚本的 Linux 计算机。

2. 要获得有关脚本语法的一般帮助以及查看可用参数列表，请输入以下内容：

configure-sga.py --help

。 configure-sga.py 脚本使用五个子命令：

◦ advanced 用于高级StorageGRID 设备交互、包括BMC配置和创建包含设备当前配置的JSON文件

◦ configure 用于配置RAID模式、节点名称和网络参数

◦ install 开始StorageGRID 安装

◦ monitor 用于监控StorageGRID 安装

◦ reboot 用于重新启动设备

如果输入子命令(高级、配置、安装、监控或重新启动)参数、然后输入 --help 选项您将看到另一个帮助文
本、其中提供了有关该子命令+中可用选项的更多详细信息 configure-sga.py subcommand --help

3. 要确认设备节点的当前配置、请在其中输入以下内容 SGA-install-ip 是设备节点的任一IP地址：+

configure-sga.py configure SGA-INSTALL-IP

结果将显示设备的当前 IP 信息，包括主管理节点的 IP 地址以及有关管理，网格和客户端网络的信息。

Connecting to +https://10.224.2.30:8443+ (Checking version and

connectivity.)

2021/02/25 16:25:11: Performing GET on /api/versions... Received 200

2021/02/25 16:25:11: Performing GET on /api/v2/system-info... Received

200

2021/02/25 16:25:11: Performing GET on /api/v2/admin-connection...

Received 200

2021/02/25 16:25:11: Performing GET on /api/v2/link-config... Received

200

2021/02/25 16:25:11: Performing GET on /api/v2/networks... Received 200

2021/02/25 16:25:11: Performing GET on /api/v2/system-config... Received

200

  StorageGRID Appliance

    Name:        LAB-SGA-2-30
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    Node type:   storage

  StorageGRID primary Admin Node

    IP:        172.16.1.170

    State:     unknown

    Message:   Initializing...

    Version:   Unknown

  Network Link Configuration

    Link Status

          Link      State      Speed (Gbps)

          ----      -----      -----

          1         Up         10

          2         Up         10

          3         Up         10

          4         Up         10

          5         Up         1

          6         Down       N/A

    Link Settings

        Port bond mode:      FIXED

        Link speed:          10GBE

        Grid Network:        ENABLED

            Bonding mode:    active-backup

            VLAN:            novlan

            MAC Addresses:   00:a0:98:59:8e:8a  00:a0:98:59:8e:82

        Admin Network:       ENABLED

            Bonding mode:    no-bond

            MAC Addresses:   00:80:e5:29:70:f4

        Client Network:      ENABLED

            Bonding mode:    active-backup

            VLAN:            novlan

            MAC Addresses:   00:a0:98:59:8e:89  00:a0:98:59:8e:81

  Grid Network

    CIDR:      172.16.2.30/21 (Static)

    MAC:       00:A0:98:59:8E:8A

    Gateway:   172.16.0.1

    Subnets:   172.17.0.0/21

               172.18.0.0/21

               192.168.0.0/21

    MTU:       1500
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  Admin Network

    CIDR:      10.224.2.30/21 (Static)

    MAC:       00:80:E5:29:70:F4

    Gateway:   10.224.0.1

    Subnets:   10.0.0.0/8

               172.19.0.0/16

               172.21.0.0/16

    MTU:       1500

  Client Network

    CIDR:      47.47.2.30/21 (Static)

    MAC:       00:A0:98:59:8E:89

    Gateway:   47.47.0.1

    MTU:       2000

##############################################################

#####   If you are satisfied with this configuration,    #####

##### execute the script with the "install" sub-command. #####

##############################################################

4. 如果需要更改当前配置中的任何值、请使用 configure 用于更新它们的子命令。例如、如果要将设备用于
连接到主管理节点的IP地址更改为 172.16.2.99、输入以下内容：+ configure-sga.py configure

--admin-ip 172.16.2.99 SGA-INSTALL-IP

5. 如果要将设备配置备份到JSON文件、请使用 advanced 和 backup-file 子命令。例如、如果要备份具
有IP地址的设备的配置 SGA-INSTALL-IP 到名为的文件 appliance-SG1000.json、输入以下内容：+

configure-sga.py advanced --backup-file appliance-SG1000.json SGA-INSTALL-IP

包含配置信息的 JSON 文件将写入执行脚本的同一目录。

检查生成的 JSON 文件中的顶级节点名称是否与设备名称匹配。请勿对此文件进行任何更改
，除非您是经验丰富的用户并全面了解 StorageGRID API 。

6. 如果您对设备配置满意、请使用 install 和 monitor 用于安装设备的子命令：+ configure-sga.py

install --monitor SGA-INSTALL-IP

7. 如果要重新启动设备、请输入以下内容：+ configure-sga.py reboot SGA-INSTALL-IP

自动化配置StorageGRID

部署网格节点后，您可以自动配置 StorageGRID 系统。

您需要的内容

• 您可以从安装归档中了解以下文件的位置。

文件名 Description

configure-storagegrid.py 用于自动配置的 Python 脚本
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文件名 Description

configure-storagegrid.sample.json 用于脚本的示例配置文件

configure-storagegrid.blank.json 用于脚本的空配置文件

• 您已创建 configure-storagegrid.json 配置文件。要创建此文件、您可以修改示例配置文件
(configure-storagegrid.sample.json)或空白配置文件 (configure-storagegrid.blank.json
）。

关于此任务

您可以使用 configure-storagegrid.py Python脚本和 configure-storagegrid.json 用于自动配
置StorageGRID 系统的配置文件。

您也可以使用网格管理器或安装 API 配置系统。

步骤

1. 登录到用于运行 Python 脚本的 Linux 计算机。

2. 更改为提取安装归档的目录。

例如：+ cd StorageGRID-Webscale-version/platform

其中： platform 为 debs， rpms`或 `vsphere。

3. 运行 Python 脚本并使用您创建的配置文件。

例如：

./configure-storagegrid.py ./configure-storagegrid.json --start-install

完成后

一个恢复包 .zip 文件将在配置过程中生成、并下载到运行安装和配置过程的目录中。您必须备份恢复软件包文
件，以便在一个或多个网格节点发生故障时恢复 StorageGRID 系统。例如，将其复制到安全的备份网络位置和
安全的云存储位置。

恢复包文件必须受到保护，因为它包含可用于从 StorageGRID 系统获取数据的加密密钥和密码。

如果您指定应生成随机密码、则需要提取 Passwords.txt 归档并查找访问StorageGRID 系统所需的密码。
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######################################################################

##### The StorageGRID "recovery package" has been downloaded as: #####

#####           ./sgws-recovery-package-994078-rev1.zip          #####

#####   Safeguard this file as it will be needed in case of a    #####

#####                 StorageGRID node recovery.                 #####

######################################################################

系统会在显示确认消息时安装并配置 StorageGRID 系统。

StorageGRID has been configured and installed.

安装 REST API 概述

StorageGRID 提供了两个用于执行安装任务的 REST API ： StorageGRID 安装 API 和
StorageGRID 设备安装程序 API 。

这两个 API 都使用 Swagger 开源 API 平台来提供 API 文档。Swagger 允许开发人员和非开发人员在用户界面
中与 API 进行交互，以说明 API 如何响应参数和选项。本文档假定您熟悉标准 Web 技术和 JSON （ JavaScript

对象表示法）数据格式。

使用 API 文档网页执行的任何 API 操作均为实时操作。请注意，不要错误地创建，更新或删除配
置数据或其他数据。

每个 REST API 命令都包括 API 的 URL ， HTTP 操作，任何必需或可选的 URL 参数以及预期的 API 响应。

StorageGRID 安装 API

只有在首次配置 StorageGRID 系统时，以及在需要执行主管理节点恢复时， StorageGRID 安装 API 才可用。
可以从网格管理器通过 HTTPS 访问安装 API 。

要访问 API 文档，请转到主管理节点上的安装网页，然后从菜单栏中选择 * 帮助 * > * API 文档 * 。

StorageGRID 安装 API 包括以下部分：

• config —与 API 的产品版本相关的操作。您可以列出该版本支持的产品版本和主要 API 版本。

• * 网格 * - 网格级配置操作。您可以获取和更新网格设置，包括网格详细信息，网格网络子网，网格密码以及
NTP 和 DNS 服务器 IP 地址。

• "Nodes - 节点级别的配置操作 " 。您可以检索网格节点列表，删除网格节点，配置网格节点，查看网格节点
以及重置网格节点的配置。

• * 配置 * —配置操作。您可以启动配置操作并查看配置操作的状态。

• * 恢复 * —主管理节点恢复操作。您可以重置信息，上传恢复软件包，启动恢复以及查看恢复操作的状态。

• recovery-package —下载恢复软件包的操作。

• * 站点 * —站点级配置操作。您可以创建，查看，删除和修改站点。
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StorageGRID 设备安装程序 API

可以从通过HTTPS访问StorageGRID 设备安装程序API Controller_IP:8443。

要访问 API 文档，请转到设备上的 StorageGRID 设备安装程序，然后从菜单栏中选择 * 帮助 * > * API 文档 * 。

StorageGRID 设备安装程序 API 包括以下部分：

• * 克隆 * —用于配置和控制节点克隆的操作。

• * 加密 * —用于管理加密和查看加密状态的操作。

• * 硬件配置 * —用于在连接的硬件上配置系统设置的操作。

• * 安装 * —用于开始设备安装和监控安装状态的操作。

• * 网络连接 * - 与 StorageGRID 设备的网格，管理和客户端网络配置以及设备端口设置相关的操作。

• * 设置 * —用于帮助初始设备安装设置的操作，包括请求获取有关系统的信息并更新主管理节点 IP 。

• 支持—用于重新启动控制器和获取日志的操作。

• * 升级 * —与升级设备固件相关的操作。

• uploadsg —用于上传 StorageGRID 安装文件的操作。

对硬件安装进行故障排除

如果您在安装期间遇到问题，查看与硬件设置和连接问题相关的故障排除信息可能会很有
帮助。

相关信息

"硬件设置似乎挂起"

"对连接问题进行故障排除"

硬件设置似乎挂起

如果硬件故障或布线错误导致 E5600SG 控制器无法完成启动处理，则 StorageGRID 设备
安装程序可能不可用。

步骤

1. 检查任一控制器上的 "Need Attention LED" ，并查找是否存在闪烁的错误代码。

在启动期间，硬件初始化期间，允许服务操作和需要服务操作 LED 会亮起。较低位数的小数点上限（称为
diagnostic LED ）也会亮起。七段式显示会显示两个控制器共有的一系列代码。这是正常的，并不表示出现
错误。硬件成功启动后，服务操作 LED 将关闭，而显示内容将由固件驱动。

2. 查看 E5600SG 控制器的七段显示屏上的代码。

安装和配置需要一些时间。某些安装阶段在几分钟内不会向 StorageGRID 设备安装程序报告
更新。

如果发生错误，七段显示屏将按顺序闪烁，例如， "he" 。
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3. 要了解这些代码的含义，请参见以下资源：

控制器 参考

E5600SG 控制器 • "`错误：与 SANtricity OS 软件同步时出错` "

• "`E5600SG 控制器七段显示代码` "

E2700 控制器 E 系列文档

• 注： * 为 E 系列 E5600 控制器描述的代码不适
用于设备中的 E5600SG 控制器。

4. 如果无法解决问题描述 问题，请联系技术支持。

相关信息

"E5600SG 控制器七段显示代码"

"he error ： Error synchronating with SANtricity OS Software"

"《 E2700 控制器驱动器托盘和相关驱动器托盘安装指南》"

"NetApp 文档： E2700 系列"

he error ： Error synchronating with SANtricity OS Software

如果 StorageGRID 设备安装程序无法与 SANtricity 操作系统软件同步，则计算控制器上的
七段显示会显示一个错误代码。

关于此任务

如果显示错误代码，请执行此更正操作。

步骤

1. 检查两根 SAS 互连缆线的完整性，并确认它们已牢固连接。

2. 根据需要更换一根或两根缆线，然后重试。

3. 如果无法解决问题描述 问题，请联系技术支持。

对连接问题进行故障排除

如果您在 StorageGRID 设备安装期间遇到连接问题，应执行列出的更正操作步骤。

无法通过网络连接到StorageGRID 设备

如果无法连接到设备，则可能存在网络问题描述 ，或者硬件安装可能未成功完成。

• * 问题描述 *

您无法连接到设备。
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• * 发生原因 *

如果存在网络问题描述 或硬件安装未成功完成，则可能会发生这种情况。

• * 更正操作 *

a. 对设备执行Ping操作：+ ping E5600_controller_IP

b. 打开浏览器并输入以下命令来访问StorageGRID 设备安装程序：+ https://

Management_Port_IP:8443

对于 Management_Port_IP ，输入 E5600SG 控制器上管理端口 1 的 IP 地址（在物理安装期间配置
）。

c. 单击 * 配置管理网络 * ，然后检查 IP 。

d. 如果您收到 ping 响应，请检查防火墙中的端口 8443 是否已打开。

e. 重新启动设备。

f. 刷新安装网页。

g. 如果此操作无法解决连接问题描述，请从 NetApp 支持站点联系技术支持，网址为
"mysupport.netapp.com"。

相关信息

"E5600SG 控制器七段显示代码"

在StorageGRID 设备安装程序运行时重新启动控制器

在 StorageGRID 设备安装程序运行期间，您可能需要重新启动计算控制器。例如，如果安
装失败，您可能需要重新启动控制器。

关于此任务

只有当计算控制器运行 StorageGRID 设备安装程序时，此操作步骤 才适用。安装完成后，此步骤将不再起作用
，因为 StorageGRID 设备安装程序不再可用。

步骤

1. 在 StorageGRID 设备安装程序中，单击 * 高级 * > * 重新启动控制器 * ，然后选择以下选项之一：

◦ 选择 * 重新启动到 StorageGRID * 以在节点重新加入网格的情况下重新启动控制器。如果您已完成维护
模式下的工作并准备好将节点恢复正常运行，请选择此选项。

◦ 选择 * 重新启动至维护模式 * 以重新启动控制器，同时使节点仍处于维护模式。如果在重新加入网格之
前需要对节点执行其他维护操作、请选择此选
项。
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SG6000-CN 控制器将重新启动。

维护SG5600设备

您可能需要升级 E2700 控制器上的 SANtricity 操作系统软件，更换 E2700 控制器或
E5600SG 控制器或更换特定组件。本节中的过程假定设备已部署为 StorageGRID 系统中
的存储节点。

步骤

• "将设备置于维护模式"

• "使用网格管理器升级存储控制器上的SANtricity 操作系统"

• "使用维护模式升级E2700控制器上的SANtricity 操作系统"

• "使用SANtricity 存储管理器升级驱动器固件"

• "更换E2700控制器"

• "更换E5600SG控制器"

• "更换其他硬件组件"

• "更改E5600SG控制器的链路配置"

• "更改MTU设置"

• "正在检查DNS服务器配置"

• "在维护模式下监控节点加密"

将设备置于维护模式

在执行特定维护过程之前，您必须将设备置于维护模式。

您需要的内容

• 您必须使用支持的浏览器登录到网格管理器。

• 您必须具有维护或根访问权限。有关详细信息，请参见有关管理 StorageGRID 的说明。
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关于此任务

将StorageGRID 设备置于维护模式可能会使此设备无法进行远程访问。

处于维护模式的StorageGRID 设备的密码和主机密钥与该设备运行时的密码和主机密钥保持不
变。

步骤

1. 在网格管理器中、选择*节点*。

2. 从节点页面的树视图中，选择设备存储节点。

3. 选择 * 任务 * 。

4. 选择*维护模式*。

此时将显示确认对话框。

5. 输入配置密码短语，然后选择 * 确定 * 。

进度条和一系列消息（包括 " 已发送请求 " ， " 正在停止 StorageGRID " 和 " 正在重新启动 " ）表示设备正
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在完成进入维护模式的步骤。

设备处于维护模式时，会显示一条确认消息，其中列出了可用于访问 StorageGRID 设备安装程序的 URL 。

6. 要访问 StorageGRID 设备安装程序，请浏览到显示的任何 URL 。

如果可能，请使用包含设备管理网络端口 IP 地址的 URL 。

访问 https://169.254.0.1:8443 需要直接连接到本地管理端口。

7. 在 StorageGRID 设备安装程序中，确认设备处于维护模式。
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8. 执行任何必要的维护任务。

9. 完成维护任务后，退出维护模式并恢复正常节点操作。在 StorageGRID 设备安装程序中，选择 * 高级 * > *

重新启动控制器 * ，然后选择 * 重新启动至 StorageGRID * 。

设备重新启动并重新加入网格可能需要长达 20 分钟的时间。要确认重新启动已完成且节点已重新加入网格
，请返回网格管理器。"节点"选项卡应显示正常状态  对于设备节点、表示没有处于活动状态的警报、并
且节点已连接到网格。

使用网格管理器升级存储控制器上的SANtricity 操作系统

使用网格管理器应用SANtricity 操作系统升级。

您需要的内容

• 您已查阅 NetApp 互操作性表工具（ IMT ）以确认用于升级的 SANtricity 操作系统版本与您的设备兼容。

• 您必须具有维护权限。

• 您必须使用支持的浏览器登录到网格管理器。

• 您必须具有配置密码短语。
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• 您必须有权访问SANtricity 操作系统的NetApp下载页面。

关于此任务

在完成 SANtricity 操作系统升级过程之前，您无法执行其他软件更新（ StorageGRID 软件升级或修补程序）。
如果您尝试在 SANtricity 操作系统升级过程完成之前启动修补程序或 StorageGRID 软件升级，则系统会重定向
到 SANtricity 操作系统升级页面。

只有在将SANtricity 操作系统升级成功应用于所有适用节点之后、操作步骤 才会完成。在每个节点上加
载SANtricity 操作系统可能需要30分钟以上的时间、并且重新启动每个StorageGRID 存储设备可能需要长达90

分钟的时间。

只有在使用网格管理器执行升级时，以下步骤才适用。

此操作步骤 会自动将 NVSRAM 升级到与 SANtricity 操作系统升级相关的最新版本。您无需应用
单独的 NVSRAM 升级文件。

步骤

1. 从服务笔记本电脑上、从NetApp 支持站点 下载新的SANtricity OS文件。

请务必为E2700存储控制器选择SANtricity 操作系统版本。

2. 使用支持的浏览器登录到网格管理器。

3. 选择*维护*。然后、在菜单的系统部分中、选择*软件更新*。

此时将显示软件更新页面。

4. 单击* SANtricity OS*。

此时将显示SANtricity OS页面。
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5. 选择从 NetApp 支持站点下载的 SANtricity OS 升级文件。

a. 单击 * 浏览 * 。

b. 找到并选择文件。

c. 单击 * 打开 * 。

已上传并验证此文件。验证过程完成后、文件名将显示在详细信息字段中。

请勿更改文件名，因为它是验证过程的一部分。
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6. 输入配置密码短语。

已启用 * 开始 * 按钮。
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7. 单击 * 开始 * 。

此时将显示一个警告框，指出在重新启动已升级的节点上的服务时，浏览器的连接可能会暂时断开。

8. 单击*确定*将SANtricity 操作系统升级文件暂存到主管理节点。

SANtricity 操作系统升级开始时：

a. 运行状况检查已运行。此过程会检查是否没有节点的状态为 "Needs Attention （需要注意） " 。

如果报告了任何错误、请解决这些错误、然后再次单击*启动*。

b. 此时将显示 SANtricity 操作系统升级进度表。此表显示了网格中的所有存储节点以及每个节点的当前升
级阶段。

此表显示了所有存储节点、包括基于软件的存储节点。您必须批准所有存储节点的升级、
即使SANtricity 操作系统升级对基于软件的存储节点没有影响也是如此。为基于软件的存
储节点返回的升级消息为"`SANtricity OS upgrade is not applicable to this node.`"
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9. 或者、也可以按*站点*、名称、进度、*阶段*或*详细信息*按升序或降序对节点列表进行排序。或者，在 * 搜
索 * 框中输入一个术语以搜索特定节点。

您可以使用此部分右下角的左箭头和右箭头滚动浏览节点列表。

10. 批准已准备好添加到升级队列的网格节点。相同类型的已批准节点将一次升级一个。

除非您确定某个设备存储节点已准备好停止并重新启动、否则请勿批准对该节点执
行SANtricity 操作系统升级。在某个节点上批准SANtricity 操作系统升级后、该节点上的服务
将停止。稍后、在升级节点时、设备节点将重新启动。对于与节点通信的客户端，这些操作
可能会导致发生原因 服务中断。

◦ 单击*全部批准*按钮之一、将所有存储节点添加到SANtricity 操作系统升级队列。

如果节点升级顺序非常重要，请一次批准一个节点或一组节点，并等待每个节点完成升级
，然后再批准下一个节点。

◦ 单击一个或多个*批准*按钮将一个或多个节点添加到SANtricity OS升级队列。

您可以延迟对节点应用SANtricity 操作系统升级、但在所有列出的存储节点上批
准SANtricity 操作系统升级之前、SANtricity 操作系统升级过程将无法完成。

单击*批准*后、升级过程将确定是否可以升级此节点。如果某个节点可以升级，则会将其添加到升级队
列中。+

对于某些节点，不会有意应用选定的升级文件，您可以在不升级这些特定节点的情况下完成升级过程。
对于有意不升级的节点、此过程将显示"完成"阶段、并在"详细信息"列中显示以下消息之一：+

▪ 存储节点已升级。

▪ SANtricity 操作系统升级不适用于此节点。

▪ SANtricity 操作系统文件与此节点不兼容。

消息"`SANtricity OS upgrade is not applicable to this node`"表示此节点没有可由StorageGRID 系统管理的
存储控制器。对于非设备存储节点、将显示此消息。您可以在不升级显示此消息的节点的情况下完
成SANtricity 操作系统升级过程。+消息"`SANtricity OS file is not compatible with this node`"指示节点所需
的SANtricity OS文件与进程尝试安装的文件不同。完成当前SANtricity 操作系统升级后、下载适用于此节点
的SANtricity 操作系统、然后重复升级过程。

11. 如果需要从SANtricity 操作系统升级队列中删除一个或所有节点、请单击*删除*或*全部删除*。

如示例所示、当此阶段超出已排队的范围时、*删除*按钮将处于隐藏状态、您无法再从SANtricity 操作系统
升级过程中删除此节点。
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12. 等待 SANtricity 操作系统升级应用于每个批准的网格节点。

如果在应用SANtricity 操作系统升级期间任何节点显示错误阶段、则此节点的升级将失败。设
备可能需要置于维护模式才能从故障中恢复。请先联系技术支持、然后再继续。

如果节点上的固件版本太旧，无法使用网格管理器进行升级，则节点将显示错误阶段并提供详细信息： "`您
必须使用维护模式升级此节点上的 SANtricity OS 。请参见适用于您的设备的安装和维护说明。升级后，您
可以使用此实用程序进行将来的升级。` 要解决此错误，请执行以下操作：

a. 使用维护模式升级显示 " 错误 " 阶段的节点上的 SANtricity OS 。

b. 使用网格管理器重新启动并完成SANtricity 操作系统升级。

在所有已批准的节点上完成 SANtricity 操作系统升级后， SANtricity 操作系统升级进度表将关闭，绿色
横幅将显示 SANtricity 操作系统升级完成的日期和时间。

13. 对处于完成阶段且需要其他 SANtricity 操作系统升级文件的所有节点重复此升级操作步骤 。

对于状态为 "Needs Attenance" 的任何节点，请使用维护模式执行升级。

相关信息
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"使用维护模式升级E2700控制器上的SANtricity 操作系统"

使用维护模式升级E2700控制器上的SANtricity 操作系统

如果无法使用网格管理器升级 SANtricity 操作系统软件，请使用维护模式操作步骤 应用升
级。

您需要的内容

• 您已查阅 NetApp 互操作性表工具（ IMT ）以确认用于升级的 SANtricity 操作系统版本与您的设备兼容。

• 如果不使用网格管理器，则必须将 E5600SG 控制器置于维护模式。将控制器置于维护模式会中断与 E2700

控制器的连接。更改链路配置之前、必须将E5600SG控制器置于维护模式。将StorageGRID 设备置于维护
模式可能会使该设备无法进行远程访问。

"将设备置于维护模式"

关于此任务

请勿一次在多个 StorageGRID 设备上升级 E 系列控制器中的 SANtricity 操作系统或 NVSRAM 。

一次升级多个 StorageGRID 设备可能会导致发生原因 数据不可用，具体取决于您的部署模式和
ILM 策略。

步骤

1. 从服务笔记本电脑访问 SANtricity 存储管理器并登录。

2. 将新的 SANtricity OS 软件文件和 NVSRAM 文件下载到管理客户端。

NVSRAM 是特定于 StorageGRID 设备的。请勿使用标准 NVSRAM 下载。

3. 按照 _E2700 和 E5600 SANtricity 软件和固件升级说明 _ 或 SANtricity 存储管理器联机帮助中的说明进行操
作，升级 E2700 控制器的固件 NVSRAM 或两者。

如果您需要升级 E2700 控制器中的 NVSRAM ，则必须确认您下载的 SANtricity 操作系统文
件已指定与 StorageGRID 设备兼容。

立即激活升级文件。请勿延迟激活。

4. 升级操作完成后、重新启动节点。在 StorageGRID 设备安装程序中，选择 * 高级 * > * 重新启动控制器 * ，
然后选择以下选项之一：

◦ 选择 * 重新启动到 StorageGRID * 以在节点重新加入网格的情况下重新启动控制器。如果您已完成维护
模式下的工作并准备好将节点恢复正常运行，请选择此选项。

◦ 选择 * 重新启动至维护模式 * 以重新启动控制器，同时使节点仍处于维护模式。如果在重新加入网格之
前需要对节点执行其他维护操作、请选择此选
项。
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设备重新启动并重新加入网格可能需要长达 20 分钟的时间。要确认重新启动已完成且节点已重新加入网
格，请返回网格管理器。"节点"选项卡应显示正常状态  对于设备节点、表示没有处于活动状态的警
报、并且节点已连接到网格。

使用SANtricity 存储管理器升级驱动器固件

您可以升级驱动器固件，以确保具有所有最新功能和错误修复。

您需要的内容

• 存储设备处于最佳状态。

• 所有驱动器均处于最佳状态。

• 您已安装与您的 SANtricity 版本兼容的最新版本 StorageGRID 存储管理器。

"使用网格管理器升级存储控制器上的SANtricity 操作系统"

"使用维护模式升级E2700控制器上的SANtricity 操作系统"

• 您已将StorageGRID 设备置于维护模式。

"将设备置于维护模式"

维护模式会中断与存储控制器的连接，停止所有 I/O 活动并使所有驱动器脱机。
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请勿一次升级多个 StorageGRID 设备上的驱动器固件。这样做可能会导致发生原因 数据不可用
，具体取决于您的部署模式和 ILM 策略。

步骤

1. 打开Web浏览器、然后输入IP地址作为SANtricity 存储管理器的URL：+

https://E2700_Controller_IP

2. 如果需要，输入 SANtricity Storage Manager 管理员用户名和密码。

3. 在 SANtricity 企业管理中，选择 * 设备 * 选项卡。

此时将打开 SANtricity 阵列管理窗口。

4. 在 SANtricity 阵列管理中，双击包含要升级的驱动器的存储阵列。

5. 验证存储阵列和驱动器是否均处于最佳状态。

6. 验证存储设备中当前安装的驱动器固件版本：

a. 在 SANtricity 企业管理中，选择 * 升级 * > * 驱动器固件 * 。

Download Drive Firmware - Add Packages 窗口将显示当前正在使用的驱动器固件文件。

b. 记下当前驱动器固件版本以及当前固件包下的驱动器标识符。

在此示例中：

▪ 驱动器固件修订版为 * 。 NE00* 。

▪ 驱动器标识符为 * 。 HUH728080AL5204* 。

选择 * 查看关联驱动器 * 可显示这些驱动器在存储设备中的安装位置。

7. 下载并准备可用的驱动器固件升级：

a. 打开 Web 浏览器，导航到 NetApp 支持网站，然后使用您的 ID 和密码登录。

"NetApp 支持"

b. 在 NetApp 支持网站上，选择 * 下载 * 选项卡，然后选择 * E 系列磁盘驱动器固件 * 。
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此时将显示 E 系列磁盘固件页面。

c. 搜索存储设备中安装的每个 * 驱动器标识符 * ，并验证每个驱动器标识符是否具有最新的固件版本。

▪ 如果固件版本不是链接，则此驱动器标识符的固件版本为最新。

▪ 如果为驱动器标识符列出了一个或多个驱动器部件号，则可以对这些驱动器进行固件升级。您可以
选择任何链接来下载固件文
件。

d. 如果列出了更高版本的固件，请选择固件修订版中的链接(download)列以下载 .zip 包含固件文件的归
档。

e. 提取（解压缩）从支持站点下载的驱动器固件归档文件。

8. 安装驱动器固件升级：

a. 从 SANtricity 存储管理器下载驱动器固件 - 添加软件包窗口中，选择 * 添加 * 。

b. 导航到包含固件文件的目录，并最多选择四个固件文件。

驱动器固件文件的文件名类似于+ D_HUC101212CSS600_30602291_MS01_2800_0002.dlp

选择多个固件文件以升级同一驱动器的固件可能会导致文件冲突错误。如果发生文件冲突错误，则会显
示一个错误对话框。要解决此错误，请选择 * 确定 * 并删除除要用于升级驱动器固件的固件之外的所有
其他固件文件。要删除固件文件，请在要传输的软件包信息区域中选择固件文件，然后选择 * 删除 * 。
此外，一次最多只能选择四个驱动器固件包。

c. 选择 * 确定 * 。

系统将使用您选择的固件文件更新要传输的软件包信息区域。

d. 选择 * 下一步 * 。

此时将打开 Download Drive Firmware - Select Drives 窗口。

▪ 系统会扫描设备中的所有驱动器以获取配置信息和升级资格。

▪ 您可以根据存储阵列中的驱动器种类选择使用所选固件升级的兼容驱动器。默认情况下，系统会显
示能够作为联机操作进行升级的驱动器。
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▪ 为驱动器选择的固件将显示在建议的固件信息区域中。如果必须更改固件，请选择 * 返回 * 以返回上
一个对话框。

e. 从驱动器升级功能中，选择 * 并行 * 下载操作或 * 全部 * 。

由于设备处于维护模式，所有驱动器和所有卷的 I/O 活动都将停止，因此您可以使用上述任一升级方
法。

f. 在兼容驱动器中，选择要升级选定固件文件的驱动器。

▪ 对于一个或多个驱动器，选择要升级的每个驱动器。

▪ 对于所有兼容驱动器，请选择 * 全选 * 。

最佳实践是，将所有相同型号的驱动器升级到相同的固件修订版。

g. 选择*完成*；然后键入 yes 并选择 * 确定 * 。

▪ 驱动器固件下载和升级将开始， Download Drive Firmware - progress 用于指示所有驱动器的固件传
输状态。

▪ 参与升级的每个驱动器的状态将显示在 "Devices updateed" （已更新设备）的 "Transfer Progress"

（传输进度）列中。

如果在 24 驱动器系统上升级所有驱动器，则并行驱动器固件升级操作可能需要多达 90 秒才能完
成。在较大的系统上，执行时间会稍长。

h. 在固件升级过程中，您可以：

▪ 选择 * 停止 * 以停止正在进行的固件升级。当前正在进行的任何固件升级均已完成。任何已尝试固件
升级的驱动器都会显示其各自的状态。列出的所有剩余驱动器的状态均为 "Not Attemped" 。

停止驱动器固件升级过程可能会导致数据丢失或驱动器不可用。

▪ 选择 * 另存为 * 以保存固件升级进度摘要的文本报告。此报告将使用默认的 .log 文件扩展名进行保
存。如果要更改文件扩展名或目录，请更改保存驱动器下载日志中的参数。

i. 使用 Download Drive Firmware - 进度监控驱动器固件升级的进度。驱动器更新区域包含计划进行固件升
级的驱动器列表以及每个驱动器的下载和升级传输状态。

参与升级的每个驱动器的进度和状态将显示在传输进度列中。如果在升级期间发生任何错误，请采取适
当的建议操作。

▪ * 待定 *

对于已计划但尚未启动的联机固件下载操作，将显示此状态。

▪ 正在进行 *

正在将固件传输到驱动器。

▪ * 正在进行重建 *

如果在快速重建驱动器期间发生卷传输，则会显示此状态。这通常是由于控制器重置或故障以及控
制器所有者传输卷造成的。
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系统将启动驱动器的完整重建。

◦ * 失败 - 部分 *

在出现问题之前，固件仅部分传输到驱动器，从而无法传输其余文件。

◦ * 失败 - 状态无效 *

此固件无效。

◦ * 失败 - 其他 *

无法下载固件，可能是因为驱动器出现物理问题。

◦ * 未尝试 *

未下载固件，原因可能有多种，例如下载在可能发生之前已停止，驱动器不符合升级条件或下载因错误
而无法进行。

◦ * 成功 *

已成功下载此固件。

9. 驱动器固件升级完成后：

◦ 要关闭驱动器固件下载向导，请选择 * 关闭 * 。

◦ 要重新启动向导，请选择 * 传输更多 * 。

10. 升级操作完成后、重新启动设备。在 StorageGRID 设备安装程序中，选择 * 高级 * > * 重新启动控制器 * ，
然后选择以下选项之一：

◦ 选择 * 重新启动到 StorageGRID * 以在节点重新加入网格的情况下重新启动控制器。如果您已完成维护
模式下的工作并准备好将节点恢复正常运行，请选择此选项。

◦ 选择 * 重新启动至维护模式 * 以重新启动控制器，同时使节点仍处于维护模式。如果在重新加入网格之
前需要对节点执行其他维护操作、请选择此选
项。

设备重新启动并重新加入网格可能需要长达 20 分钟的时间。要确认重新启动已完成且节点已重新加入网
格，请返回网格管理器。"节点"选项卡应显示正常状态  对于设备节点、表示没有处于活动状态的警
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报、并且节点已连接到网格。

更换E2700控制器

如果 E2700 控制器运行不正常或出现故障，您可能需要更换它。

您需要的内容

• 您的更换控制器的部件号与要更换的控制器相同。

• 您可以通过标签来识别连接到控制器的每个缆线。

• 您已获得防静电保护。

• 您必须具有维护或根访问权限。有关详细信息，请参见有关管理 StorageGRID 的说明。

关于此任务

您可以通过检查控制器上的琥珀色 "Service Action Required LED （需要执行维修操作） " （如图中的 1 所示）
来确定控制器是否出现故障。如果此 LED 亮起，则应更换控制器。

更换控制器后，无法访问设备存储节点。如果 E2700 控制器运行正常，您可以将 E5600SG 控制器置于维护模
式。

更换控制器时，您必须从原始控制器中取出电池，然后将其安装到替代控制器中。

步骤

1. 准备删除控制器。
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您可以使用 SANtricity 存储管理器执行这些步骤。

a. 记下控制器上当前安装的 SANtricity OS 软件版本。

b. 记下当前安装的 NVSRAM 版本。

c. 如果启用了驱动器安全功能，请确保存在已保存的密钥，并且您知道安装该密钥所需的密码短语。

* 可能会丢失数据访问机会 -* 如果设备中的所有驱动器均已启用安全性，则新控制器将无
法访问此设备，除非您使用 SANtricity 存储管理器中的企业管理窗口解锁受保护的驱动
器。

d. 备份配置数据库。

如果删除控制器时出现问题，您可以使用保存的文件还原配置。

e. 收集设备的支持数据。

在更换组件之前和之后收集支持数据可确保在更换组件无法解决问题时，您可以向技术支
持发送一整套日志。

2. 如果StorageGRID 设备正在StorageGRID 系统中运行、请将E5600SG控制器置于维护模式。

"将设备置于维护模式"

3. 如果 E2700 控制器运行充分，可以进行可控的关闭，请确认所有操作均已完成。

a. 从阵列管理窗口的标题栏中，选择 * 监控 * > * 报告 * > * 正在执行的操作 * 。

b. 确认所有操作均已完成。

4. 按照单工 E2700 控制器的替代操作步骤 中的说明完成以下步骤：

a. 为缆线贴上标签，然后断开缆线。

To prevent degraded performance, do not twist, fold, pinch, or step on the cables.

b. 从设备中删除故障控制器。

c. 卸下控制器盖板。

d. 拧下翼形螺钉并从故障控制器中取出电池。

e. 将电池安装到更换用的控制器中，然后更换控制器盖板。

f. 将替代控制器安装到设备中。

g. 更换缆线。

h. 等待 E2700 控制器重新启动。验证七段显示器是否显示状态 99。

5. 如果设备使用安全驱动器，请导入驱动器安全密钥。

6. 将设备恢复到正常运行模式。在 StorageGRID 设备安装程序中，选择 * 高级 * > * 重新启动控制器 * ，然后
选择 * 重新启动至 StorageGRID * 。
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在重新启动期间，将显示以下屏幕：

设备将重新启动并重新加入网格。此过程可能需要长达 20 分钟。

7. 确认重新启动已完成，并且节点已重新加入网格。在网格管理器中、验证*节点*选项卡是否显示正常状态 

对于设备节点、表示没有处于活动状态的警报、并且节点已连接到网格。

8. 在 SANtricity 存储管理器中，确认新控制器处于最佳状态，然后收集支持数据。
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相关信息

"NetApp E 系列和 EF 系列硬件更换过程"

"NetApp 文档： E2700 系列"

更换E5600SG控制器

您可能需要更换 E5600SG 控制器。

您需要的内容

您必须有权访问以下资源：

• NetApp 支持站点上的 E 系列硬件更换信息，网址为
+http://mysupport.netapp.com/["mysupport.netapp.com"^]

• 支持站点上的 E5600 文档

• 设备已置于维护模式。

"将设备置于维护模式"

关于此任务

如果这两个控制器都运行充分，可以进行可控的关闭，则可以先关闭 E5600SG 控制器，以中断与 E2700 控制
器的连接。

如果在安装 StorageGRID 软件之前更换控制器，则在完成此操作步骤 后，您可能无法立即访问
StorageGRID 设备安装程序。虽然您可以从与设备位于同一子网上的其他主机访问 StorageGRID

设备安装程序，但不能从其他子网上的主机访问它。此情况应在 15 分钟内自行解决（当原始控
制器的任何 ARP 缓存条目超时），或者您也可以通过手动从本地路由器或网关清除任何旧的
ARP 缓存条目来立即清除此情况。

步骤

1. 请使用防静电保护。

2. 为连接到 E5600SG 控制器的每个缆线贴上标签，以便可以正确重新连接这些缆线。

To prevent degraded performance, do not twist, fold, pinch, or step on the cables.请勿将缆线
弯曲到半径小于 5 厘米（ 2 英寸）的位置。

3. 将设备置于维护模式后，关闭 E5600SG 控制器。

a. 登录到网格节点：

i. 输入以下命令： ssh admin@grid_node_IP

ii. 输入中列出的密码 Passwords.txt 文件

iii. 输入以下命令切换到root： su -

iv. 输入中列出的密码 Passwords.txt 文件

以root用户身份登录后、提示符将从变为 $ to #。
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b. 关闭E5600SG控制器：+ shutdown -h now

4. 关闭机箱电源，然后等待控制器背面的所有 LED 和七段显示活动停止。

5. 拔下缆线。

6. 按照 E5600SG 控制器文档中的说明删除控制器。

7. 按照 E5600SG 控制器文档中的说明插入新控制器。

8. 更换所有缆线。

9. 重新打开磁盘机箱的电源。

10. 监控七段代码。

◦ E2700 控制器：

最终LED状态为 99。

◦ E5600SG 控制器：

最终LED状态为 HA。

11. 在网格管理器中监控设备存储节点的状态。

验证设备存储节点是否返回到预期状态。

相关信息

"NetApp E 系列和 EF 系列硬件更换过程"

"NetApp 文档： E5600 系列"

更换其他硬件组件

您可能需要更换 StorageGRID 设备中的驱动器，风扇，电源或电池。

您需要的内容

• 您已安装 E 系列硬件更换操作步骤 。

• 如果更换组件的操作步骤 要求您关闭设备、则设备已置于维护模式。

"将设备置于维护模式"

关于此任务

更换驱动器，电源风扇箱，风扇箱，电源箱，电池 或驱动器抽盒，请参见 E2700 和 E5600 存储阵列的标准过
程。重点介绍有关拆卸和更换硬件本身的分步说明；许多 SANtricity 存储管理器过程不适用于设备。

SG5612 组件更换说明
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FRU 请参见

驱动器 按照 E 系列说明中的步骤更换 E2600 ， E2700 ，
E5400 ， E5500 ， E5600 或 12 驱动器或 24 驱动器
托盘中的驱动器。

电源风扇箱 按照 E 系列说明中的步骤更换 E5612 或 E5624 控制
器驱动器托盘中发生故障的电源风扇箱

E2700 控制器中的电池（需要卸下控制器） 按照中的步骤进行操作 "更换E2700控制器"，但请在现
有控制器中安装新电池。

SG5660 组件更换说明

FRU 请参见

驱动器 按照 E 系列说明中的步骤更换 E2660 ， E2760 ，
E5460 ， E5560 或 E5660 托盘中的驱动器。

动力箱 按照 E 系列说明中的步骤更换 E5660 控制器驱动器托
盘中发生故障的电源箱

风扇箱 按照 E 系列说明中的步骤更换 E5660 控制器驱动器托
盘中发生故障的风扇箱

E2700 控制器中的电池（需要卸下控制器） 按照中的步骤进行操作 "更换E2700控制器"，但请在现
有控制器中安装新电池。

相关信息

"NetApp E 系列和 EF 系列硬件更换过程"

"NetApp 文档： E2700 系列"

"NetApp 文档： E5600 系列"

更改E5600SG控制器的链路配置

您可以更改 E5600SG 控制器的以太网链路配置。您可以更改端口绑定模式，网络绑定模
式和链路速度。

您需要的内容

• 您必须将E5600SG控制器置于维护模式。将控制器置于维护模式会中断与 E2700 控制器的连接。
将StorageGRID 设备置于维护模式可能会使该设备无法进行远程访问。

"将设备置于维护模式"

关于此任务
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更改 E5600SG 控制器的以太网链路配置的选项包括：

• 将 * 端口绑定模式 * 从 " 固定 " 更改为 " 聚合 " 或从 " 聚合 " 更改为 " 固定 "

• 将 * 网络绑定模式 * 从主动备份更改为 LACP 或从 LACP 更改为主动备份

• 启用或禁用 VLAN 标记，或者更改 VLAN 标记的值

• 将链路速度从 10-GbE 更改为 25-GbE ，或从 25-GbE 更改为 10-GbE

步骤

1. 从菜单中选择 * 配置网络连接 * > * 链路配置 * 。

1. 对链路配置进行所需的更改。

有关这些选项的详细信息，请参见 "`配置网络链路 " 。`

2. 对所做的选择感到满意后，单击 * 保存 * 。

如果更改了所连接的网络或链路，则可能会断开连接。如果1分钟内未重新连接、请使用分配
给StorageGRID 设备的其他IP地址之一重新输入此设备安装程序的URL：+

https://E5600SG_Controller_IP:8443

如果更改了 VLAN 设置，则设备的子网可能已更改。如果需要更改设备的IP地址、请按照说明配置IP地址。

"设置IP配置"

3. 从 StorageGRID 设备安装程序中，选择 * 配置网络连接 * > * Ping 测试 * 。

4. 使用 Ping 测试工具检查可能受您在中所做的链路配置更改影响的任何网络上的 IP 地址连接 更改链路配置
步骤。

除了您选择执行的任何其他测试之外，请确认您可以对主管理节点的网格 IP 地址以及至少一个其他存储节
点的网格 IP 地址执行 ping 操作。如有必要，请更正任何链路配置问题。

5. 在您确信链路配置更改正常运行后，请重新启动节点。在 StorageGRID 设备安装程序中，选择 * 高级 * > *

重新启动控制器 * ，然后选择以下选项之一：

◦ 选择 * 重新启动到 StorageGRID * 以在节点重新加入网格的情况下重新启动控制器。如果您已完成维护
模式下的工作并准备好将节点恢复正常运行，请选择此选项。
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◦ 选择 * 重新启动至维护模式 * 以重新启动控制器，同时使节点仍处于维护模式。如果在重新加入网格之
前需要对节点执行其他维护操作、请选择此选
项。

设备重新启动并重新加入网格可能需要长达 20 分钟的时间。要确认重新启动已完成且节点已重新加入网
格，请返回网格管理器。"节点"选项卡应显示正常状态  对于设备节点、表示没有处于活动状态的警
报、并且节点已连接到网格。

相关信息

"配置网络链路(SG5600)"

更改MTU设置

您可以更改在为设备节点配置 IP 地址时分配的 MTU 设置。

您需要的内容

设备已置于维护模式。

"将设备置于维护模式"

步骤

1. 从 StorageGRID 设备安装程序中，选择 * 配置网络连接 * > * IP 配置 * 。

2. 对网格网络，管理网络和客户端网络的 MTU 设置进行所需的更改。
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网络的 MTU 值必须与节点所连接的交换机端口上配置的值匹配。否则，可能会发生网络性能
问题或数据包丢失。

为了获得最佳网络性能，应在所有节点的网格网络接口上配置类似的 MTU 值。如果网格网络
在各个节点上的 MTU 设置有明显差异，则会触发 * 网格网络 MTU 不匹配 * 警报。并非所有
网络类型的 MTU 值都相同。

3. 如果对设置感到满意，请选择 * 保存 * 。

4. 重新启动节点。在 StorageGRID 设备安装程序中，选择 * 高级 * > * 重新启动控制器 * ，然后选择以下选项
之一：

◦ 选择 * 重新启动到 StorageGRID * 以在节点重新加入网格的情况下重新启动控制器。如果您已完成维护
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模式下的工作并准备好将节点恢复正常运行，请选择此选项。

◦ 选择 * 重新启动至维护模式 * 以重新启动控制器，同时使节点仍处于维护模式。如果在重新加入网格之
前需要对节点执行其他维护操作、请选择此选
项。

设备重新启动并重新加入网格可能需要长达 20 分钟的时间。要确认重新启动已完成且节点已重新加入网
格，请返回网格管理器。"节点"选项卡应显示正常状态  对于设备节点、表示没有处于活动状态的警
报、并且节点已连接到网格。

相关信息

"管理 StorageGRID"

正在检查DNS服务器配置

您可以检查并临时更改此设备节点当前正在使用的域名系统（ DNS ）服务器。

您需要的内容

设备已置于维护模式。

"将设备置于维护模式"

关于此任务

如果加密设备无法连接到密钥管理服务器（ Key Management Server ， KMS ）或 KMS 集群，则可能需要更改
DNS 服务器设置，因为 KMS 的主机名指定为域名，而不是 IP 地址。对设备的 DNS 设置所做的任何更改都是
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临时的，在退出维护模式时将丢失。要使这些更改永久生效、请在网格管理器中指定DNS服务器(维护>*网络*>*

DNS服务器*)。

• 只有在节点加密的设备中，使用完全限定域名（而不是 IP 地址）为主机名定义 KMS 服务器时，才需要临时
更改 DNS 配置。

• 当节点加密设备使用域名连接到 KMS 时，它必须连接到为网格定义的一个 DNS 服务器。然后，其中一个
DNS 服务器会将域名转换为 IP 地址。

• 如果节点无法访问网格的 DNS 服务器，或者您在节点加密设备节点脱机时更改了网格范围的 DNS 设置，则
节点将无法连接到 KMS 。在解析 DNS 问题描述 之前，无法解密设备上的加密数据。

要解决 DNS 问题描述 阻止 KMS 连接的问题，请在 StorageGRID 设备安装程序中指定一个或多个 DNS 服务器
的 IP 地址。通过这些临时 DNS 设置，设备可以连接到 KMS 并对节点上的数据进行解密。

例如，如果在加密节点脱机时网格的 DNS 服务器发生更改，则该节点将无法在重新联机时访问 KMS ，因为它
仍在使用先前的 DNS 值。在 StorageGRID 设备安装程序中输入新的 DNS 服务器 IP 地址后，可以通过临时
KMS 连接对节点数据进行解密。

步骤

1. 从 StorageGRID 设备安装程序中，选择 * 配置网络连接 * > * DNS 配置 * 。

2. 验证指定的 DNS 服务器是否正确。

3. 如果需要，请更改 DNS 服务器。

对 DNS 设置所做的更改是临时的，当您退出维护模式时，这些更改将丢失。

4. 对临时 DNS 设置感到满意后，请选择 * 保存 * 。

节点使用此页面上指定的 DNS 服务器设置重新连接到 KMS ，从而可以解密节点上的数据。

5. 解密节点数据后，重新启动节点。在 StorageGRID 设备安装程序中，选择 * 高级 * > * 重新启动控制器 * ，
然后选择以下选项之一：

◦ 选择 * 重新启动到 StorageGRID * 以在节点重新加入网格的情况下重新启动控制器。如果您已完成维护
模式下的工作并准备好将节点恢复正常运行，请选择此选项。

◦ 选择 * 重新启动至维护模式 * 以重新启动控制器，同时使节点仍处于维护模式。如果在重新加入网格之
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前需要对节点执行其他维护操作、请选择此选项。

当节点重新启动并重新加入网格时，它将使用网格管理器中列出的系统范围的 DNS 服务
器。重新加入网格后，在设备处于维护模式时，设备将不再使用 StorageGRID 设备安装
程序中指定的临时 DNS 服务器。

设备重新启动并重新加入网格可能需要长达 20 分钟的时间。要确认重新启动已完成且节点已重新加入网
格，请返回网格管理器。"节点"选项卡应显示正常状态  对于设备节点、表示没有处于活动状态的警
报、并且节点已连接到网格。

在维护模式下监控节点加密

如果您在安装期间为设备启用了节点加密，则可以监控每个设备节点的节点加密状态，包
括节点加密状态和密钥管理服务器（ KMS ）详细信息。

您需要的内容

• 必须在安装期间为设备启用节点加密。安装设备后，您无法启用节点加密。

• 设备已置于维护模式。

"将设备置于维护模式"

步骤

1. 从 StorageGRID 设备安装程序中，选择 * 配置硬件 * > * 节点加密 * 。
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节点加密页面包括以下三个部分：

◦ " 加密状态 " 显示设备是启用还是禁用了节点加密。

◦ 密钥管理服务器详细信息显示了有关用于对设备进行加密的 KMS 的信息。您可以展开服务器和客户端
证书部分以查看证书详细信息和状态。

▪ 要解决证书本身的问题，例如续订已过期的证书，请参见管理 StorageGRID 的说明中有关 KMS 的
信息。

▪ 如果连接到 KMS 主机时出现意外问题，请验证域名系统（ DNS ）服务器是否正确以及设备网络连
接是否配置正确。

"正在检查DNS服务器配置"

▪ 如果无法解决证书问题，请联系技术支持。

◦ 清除 KMS 密钥会禁用设备的节点加密，删除设备与为 StorageGRID 站点配置的密钥管理服务器之间的
关联，并删除设备中的所有数据。在将此设备安装到另一个 StorageGRID 系统之前，必须清除 KMS 密
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钥。

"清除密钥管理服务器配置"

清除 KMS 配置将从设备中删除数据，从而使其永远无法访问。此数据不可恢复。

2. 检查完节点加密状态后，重新启动节点。在 StorageGRID 设备安装程序中，选择 * 高级 * > * 重新启动控制
器 * ，然后选择以下选项之一：

◦ 选择 * 重新启动到 StorageGRID * 以在节点重新加入网格的情况下重新启动控制器。如果您已完成维护
模式下的工作并准备好将节点恢复正常运行，请选择此选项。

◦ 选择 * 重新启动至维护模式 * 以重新启动控制器，同时使节点仍处于维护模式。如果在重新加入网格之
前需要对节点执行其他维护操作、请选择此选
项。

设备重新启动并重新加入网格可能需要长达 20 分钟的时间。要确认重新启动已完成且节点已重新加入网
格，请返回网格管理器。"节点"选项卡应显示正常状态  对于设备节点、表示没有处于活动状态的警
报、并且节点已连接到网格。

相关信息

"管理 StorageGRID"
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清除密钥管理服务器配置

清除密钥管理服务器（ KMS ）配置将禁用设备上的节点加密。清除 KMS 配置后，设备上
的数据将被永久删除，并且无法再访问。此数据不可恢复。

您需要的内容

如果需要保留设备上的数据、则必须先执行节点停用操作步骤 、然后再清除KMS配置。

清除 KMS 后，设备上的数据将被永久删除，并且无法再访问。此数据不可恢复。

停用节点以将其包含的任何数据移动到StorageGRID 中的其他节点。请参见有关网格节点停用的恢复和维护说
明。

关于此任务

清除设备 KMS 配置将禁用节点加密，从而删除设备节点与 StorageGRID 站点的 KMS 配置之间的关联。然后，
设备上的数据将被删除，并且设备将保持预安装状态。此过程不能逆转。

必须清除 KMS 配置：

• 在将设备安装到不使用 KMS 或使用其他 KMS 的其他 StorageGRID 系统之前，请先安装此设备。

如果您计划在使用相同 KMS 密钥的 StorageGRID 系统中重新安装设备节点，请勿清除 KMS

配置。

• 在恢复和重新安装 KMS 配置丢失且 KMS 密钥不可恢复的节点之前。

• 在退回您的站点上先前使用的任何设备之前。

• 停用已启用节点加密的设备后。

在清除 KMS 以将其数据移动到 StorageGRID 系统中的其他节点之前，请停用此设备。在停用设
备之前清除 KMS 将导致数据丢失，并可能导致设备无法运行。

步骤

1. 打开浏览器，然后输入设备计算控制器的 IP 地址之一。+ https://Controller_IP:8443

Controller_IP 是三个StorageGRID 网络中任何一个网络上计算控制器(而不是存储控制器)的IP地址。

此时将显示 StorageGRID 设备安装程序主页页面。

2. 选择 * 配置硬件 * > * 节点加密 * 。

388



如果清除了 KMS 配置，则设备上的数据将被永久删除。此数据不可恢复。

3. 在窗口底部，选择 * 清除 KMS 密钥和删除数据 * 。

4. 如果确实要清除KMS配置、请键入+ clear +并选择*清除KMS密钥和删除数据*。
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KMS 加密密钥和所有数据将从节点中删除，设备将重新启动。这可能需要长达 20 分钟。

5. 打开浏览器，然后输入设备计算控制器的 IP 地址之一。+ https://Controller_IP:8443

Controller_IP 是三个StorageGRID 网络中任何一个网络上计算控制器(而不是存储控制器)的IP地址。

此时将显示 StorageGRID 设备安装程序主页页面。

6. 选择 * 配置硬件 * > * 节点加密 * 。

7. 验证是否已禁用节点加密，以及是否已从窗口中删除 * 密钥管理服务器详细信息 * 和 * 清除 KMS 密钥和删
除数据 * 控件中的密钥和证书信息。

在将设备重新安装到网格中之前，无法在设备上重新启用节点加密。

完成后

在设备重新启动并确认 KMS 已清除且设备处于预安装状态后，您可以从 StorageGRID 系统中物理删除此设
备。有关准备重新安装设备的信息、请参见恢复和维护说明。

相关信息

"管理 StorageGRID"

"保持并恢复()"

SG100和SG1000服务设备

了解如何安装和维护StorageGRID SG100和SG1000设备。

• "SG100 和 SG1000 设备概述"

• "SG100 和 SG1000 应用程序"
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• "安装和部署概述"

• "准备安装"

• "安装硬件"

• "配置StorageGRID 连接"

• "配置BMC接口"

• "可选：启用节点加密"

• "部署服务设备节点"

• "对硬件安装进行故障排除"

• "维护设备"

SG100 和 SG1000 设备概述

StorageGRID SG100 服务设备和 SG1000 服务设备可以作为网关节点和管理节点运行，
以便在 StorageGRID 系统中提供高可用性负载平衡服务。这两个设备可以同时作为网关节
点和管理节点（主节点或非主节点）运行。

设备功能

这两种型号的服务设备均可提供以下功能：

• StorageGRID 系统的网关节点或管理节点功能。

• StorageGRID 设备安装程序，用于简化节点部署和配置。

• 部署后，可以从现有管理节点或从下载到本地驱动器的软件访问 StorageGRID 软件。为了进一步简化部署
过程，在制造过程中，设备会预加载最新版本的软件。

• 用于监控和诊断某些设备硬件的基板管理控制器（ BMC ）。

• 能够连接到所有三个 StorageGRID 网络，包括网格网络，管理网络和客户端网络：

◦ SG100 最多支持四个 10 GbE 或 25 GbE 网格网络和客户端网络连接。

◦ SG1000 最多支持四个 10 GbE ， 25 GbE ， 40 GbE 或 100 GbE 网格网络和客户端网络连接。

SG100 和 SG1000 图表

此图显示了 SG100 和 SG1000 的正面，其中已卸下挡板。

从正面看，除了挡板上的产品名称之外，这两个设备是相同的。

橙色轮廓所示的两个固态驱动器（ SSD ）用于存储 StorageGRID 操作系统，并使用 RAID1 进行镜像以实现冗
余。将 SG100 或 SG1000 服务设备配置为管理节点时，这些驱动器用于存储审核日志，指标和数据库表。
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其余驱动器插槽为空。

SG100 背面的连接器

此图显示了 SG100 背面的连接器。

Port Type 使用 …

1. 网络端口 1-4 10/225-GbE ，根据缆线或 SFP 收发器类型
（支持 SFP28 和 SFP+ 模块），交换机速度
和已配置的链路速度

连接到网格网络和 StorageGRID 客
户端网络。

2. BMC 管理端口 1-GbE （ RJ-45 ） 连接到设备基板管理控制器。

3. 诊断和支持端口 • VGA

• 串行， 115200 8-N-1

• USB

保留供技术支持使用。

4. 管理网络端口 1 1-GbE （ RJ-45 ） 将设备连接到 StorageGRID 的管理
网络。

5. 管理网络端口 2 1-GbE （ RJ-45 ） 选项：

• 与管理端口 1 绑定，以便与
StorageGRID 的管理网络建立
冗余连接。

• 保持断开连接并可用于临时本地
访问（ IP 169.254.0.1 ）。

• 安装期间，如果 DHCP 分配的
IP 地址不可用，请使用端口 2

进行 IP 配置。

SG1000 背面的连接器

此图显示了 SG1000 背面的连接器。
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Port Type 使用 …

1. 网络端口 1-4 10/25/40/100-GbE ，基于缆线或收发
器类型，交换机速度和已配置的链路速
度。本机支持 QSFP28 和 QSFP+ （
40/100GbE ）， SFP28/SFP+ 收发器
可与 QSA （单独销售）结合使用，以
使用 10/25GbE 速度。

连接到网格网络和 StorageGRID 客户
端网络。

2. BMC 管理端口 1-GbE （ RJ-45 ） 连接到设备基板管理控制器。

3. 诊断和支持端口 • VGA

• 串行， 115200 8-N-1

• USB

保留供技术支持使用。

4. 管理网络端口 1 1-GbE （ RJ-45 ） 将设备连接到 StorageGRID 的管理网
络。

5. 管理网络端口 2 1-GbE （ RJ-45 ） 选项：

• 与管理端口 1 绑定，以便与
StorageGRID 的管理网络建立冗余
连接。

• 保持断开连接并可用于临时本地访
问（ IP 169.254.0.1 ）。

• 安装期间，如果 DHCP 分配的 IP

地址不可用，请使用端口 2 进行 IP

配置。

SG100 和 SG1000 应用程序

您可以通过各种方式配置 StorageGRID 服务设备，以提供网关服务以及某些网格管理服务
的冗余。

可以通过以下方式部署设备：

• 作为网关节点添加到新网格或现有网格中

• 作为主管理节点或非主管理节点添加到新网格中，或者作为非主管理节点添加到现有网格中
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• 同时作为网关节点和管理节点（主节点或非主节点）运行

该设备有助于在 S3 或 Swift 数据路径连接中使用高可用性（ HA ）组和智能负载平衡。

以下示例介绍了如何最大限度地提高设备的功能：

• 使用两个 SG100 或两个 SG1000 设备通过将其配置为网关节点来提供网关服务。

不要在同一站点中部署 SG100 和 SG1000 服务设备。可能会导致性能不可预测。

• 使用两个 SG100 或两个 SG1000 设备为某些网格管理服务提供冗余。为此，请将每个设备配置为管理节
点。

• 使用两个 SG100 或两个 SG1000 设备提供通过一个或多个虚拟 IP 地址访问的高可用性负载平衡和流量调
整服务。为此，请将设备配置为管理节点或网关节点的任意组合，并将这两个节点添加到同一 HA 组。

如果在同一 HA 组中使用管理节点和网关节点，则 CLB （连接负载平衡器）端口和仅管理节
点端口不会进行故障转移。有关配置 HA 组的说明，请参见有关管理 StorageGRID 的说明。

CLB 服务已弃用。

在与 StorageGRID 存储设备结合使用时， SG100 和 SG1000 服务设备均支持部署纯设备网格，而不依赖于外
部虚拟机管理程序或计算硬件。

相关信息

"管理 StorageGRID"

安装和部署概述

您可以在首次部署 StorageGRID 时安装一个或多个 StorageGRID 服务设备，也可以稍后
在扩展过程中添加服务设备节点。

您需要的内容

您的 StorageGRID 系统正在使用所需版本的 StorageGRID 软件。

设备 所需的 StorageGRID 版本

SG100 11.4 或更高版本（建议使用最新的修补程序）

SG1000 11.3 或更高版本（建议使用最新的修补程序）

安装和部署任务

准备 StorageGRID 设备并将其添加到网格包括四个主要步骤：

1. 准备安装：

◦ 正在准备安装站点
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◦ 打开包装箱的包装并检查包装箱中的物品

◦ 获取其他设备和工具

◦ 验证网络配置

◦ 可选：如果您计划对所有设备数据进行加密，请配置外部密钥管理服务器（ KMS ）。有关外部密钥管
理的详细信息，请参见 StorageGRID 管理说明。

2. 安装硬件：

◦ 注册硬件

◦ 将设备安装到机柜或机架中

◦ 为设备布线

◦ 连接电源线并接通电源

◦ 查看启动状态代码

3. 配置硬件：

◦ 访问 StorageGRID 设备安装程序并配置连接到 StorageGRID 网络所需的链路和网络 IP 设置

◦ 访问设备上的基板管理控制器（ BMC ）接口。

◦ 可选：如果您计划使用外部 KMS 对设备数据进行加密，请启用节点加密。

4. 部署设备网关或管理节点

安装并配置设备硬件后，您可以将此设备部署为 StorageGRID 系统中的网关节点和管理节点。SG100 和
SG1000 设备可以同时作为网关节点和管理节点（主节点和非主节点）运行。

任务 说明

在新的 StorageGRID 系统中部署设备网关或管理节
点

"部署服务设备节点"

将设备网关或管理节点添加到现有 StorageGRID 系
统

"有关扩展 StorageGRID 系统的说明"

在节点恢复操作中部署设备网关或管理节点 "恢复和维护说明"

相关信息

"准备安装"

"安装硬件"

"配置StorageGRID 连接"

"扩展网格"

"保持并恢复()"

"管理 StorageGRID"
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准备安装

准备安装 StorageGRID 设备需要准备站点并获取所有必需的硬件，缆线和工具。您还应收
集 IP 地址和网络信息。

步骤

• "准备站点(SG100和SG1000)"

• "打开包装箱的包装(SG100和SG1000)"

• "获取其他设备和工具(SG100和SG1000)"

• "Web 浏览器要求"

• "查看设备网络连接"

• "收集安装信息(SG100和SG1000)"

准备站点(SG100和SG1000)

在安装设备之前，您必须确保要使用的站点和机柜或机架符合 StorageGRID 设备的规格。

步骤

1. 确认站点满足温度，湿度，海拔范围，气流，散热， 布线，电源和接地。有关详细信息，请参见 NetApp

Hardware Universe 。

2. 确认您所在位置的交流电源电压正确（介于 120 到 240 伏之间）。

3. 获取一个 19 英寸（ 48.3 厘米）的机柜或机架，以适合此大小的磁盘架（不带缆线）：

高度 宽度 深度 最大重量

1.70 英寸

（ 4.32 厘米）

17.32 英寸

（ 44.0 厘米）

32.0 英寸

（ 81.3 厘米）

39 磅

（ 17.7 千克）

4. 确定要在何处安装设备。

相关信息

"NetApp Hardware Universe"

"NetApp 互操作性表工具"

打开包装箱的包装(SG100和SG1000)

安装 StorageGRID 设备之前，请打开所有包装箱的包装，并将包装箱上的物品与包装清单
上的物品进行比较。

设备硬件

• * SG100 或 SG1000*
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• * 导轨套件及说明 *

电源线

StorageGRID 设备的发货包括以下电源线：

• * 您所在国家或地区有两条电源线 *

您的机柜可能使用专用电源线，而不是设备随附的电源线。

获取其他设备和工具(SG100和SG1000)

在安装 StorageGRID 设备之前，请确认您拥有所需的所有附加设备和工具。

要安装和配置硬件，您需要使用以下附加设备：

• * 螺丝刀 *

十字线编号2 把螺丝刀

中型平口螺丝刀

• * ESD 腕带 *
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• * 光缆和收发器 *

◦ 缆线

▪ 双轴电缆 / 铜缆（ 1 到 4 ）

或

▪ 光纤 / 光纤（ 1 到 4 ）

◦ 根据链路速度，每个收发器 / 适配器 1 到 4 个（不支持混合速度）

▪ SG100 ：

链路速度（ GbE ） 所需设备

10 SFP+ 收发器

25. SFP28 收发器

▪ SG1000 ：

链路速度（ GbE ） 所需设备

10 QSFP-SFP 适配器（ QSA ）和 SFP+ 收发器

25. QSFP-SFP 适配器（ QSA ）和 SFP28 收发器

40 QSFP + 收发器

100 QSP28 收发器

• * RJ-45 （ Cat5/Cat5e/Cat6/Cat6a ）以太网缆线 *

• * 服务笔记本电脑 *
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支持的 Web 浏览器

1 GbE （ RJ-45 ）端口

某些端口可能不支持 10/100 以太网速度。

• * 可选工具 *

带十字头的电钻

Flashlight

Web 浏览器要求

您必须使用受支持的 Web 浏览器。

Web 浏览器 支持的最低版本

Google Chrome 87

Microsoft Edge 87

Mozilla Firefox 84.

您应将浏览器窗口设置为建议的宽度。

浏览器宽度 像素

最小值 1024
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浏览器宽度 像素

最佳 1280

查看设备网络连接

在安装 StorageGRID 设备之前，您应了解可以将哪些网络连接到此设备。

将 StorageGRID 设备部署为 StorageGRID 系统中的节点时，您可以将其连接到以下网络：

• * 适用于 StorageGRID 的网格网络 * ：网格网络用于所有内部 StorageGRID 流量。它可以在网格中的所有
节点之间以及所有站点和子网之间建立连接。网格网络为必填项。

• * 适用于 StorageGRID 的管理网络 * ：管理网络是一个用于系统管理和维护的封闭网络。管理网络通常是一
个专用网络，不需要在站点之间进行路由。管理网络是可选的。

• * 适用于 StorageGRID 的客户端网络： * 客户端网络是一种开放网络，用于访问包括 S3 和 Swift 在内的客
户端应用程序。客户端网络可提供对网格的客户端协议访问，从而可以隔离和保护网格网络。您可以配置客
户端网络，以便仅使用您选择打开的端口通过此网络访问设备。客户端网络是可选的。

• *用于服务设备的BMC管理网络：*通过此网络、您可以访问SG100和SG1000中的基板管理控制器、这些设
备允许您监控和管理设备中的硬件组件。此管理网络可以与 StorageGRID 的管理网络相同，也可以是一个
独立的管理网络。

相关信息

"收集安装信息(SG100和SG1000)"

"为设备SG100和SG1000布线)"

"网络准则"

"网格入门"

SG100 和 SG1000 设备的端口绑定模式

在为 SG100 和 SG1000 设备配置网络链路时，您可以对连接到网格网络和可选客户端网
络的端口以及连接到可选管理网络的 1-GbE 管理端口使用端口绑定。端口绑定可在
StorageGRID 网络和设备之间提供冗余路径，从而有助于保护数据。

网络绑定模式

服务设备上的网络端口支持网格网络和客户端网络连接的固定端口绑定模式或聚合端口绑
定模式。

固定端口绑定模式

固定端口绑定模式是网络端口的默认配置。

• SG100 固定端口绑定模式 *
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• SG1000 固定端口绑定模式 *

哪些端口已绑定

C 如果使用此网络，则端口 1 和 3 将绑定到客户端网络。

g 网格网络的端口 2 和 4 绑定在一起。

使用固定端口绑定模式时，可以使用主动备份模式或链路聚合控制协议模式（ LACP 802.3ad ）绑定端口。

• 在主动备份模式（默认）下，一次只有一个端口处于活动状态。如果活动端口发生故障，其备份端口会自动
提供故障转移连接。端口 4 为端口 2 （网格网络）提供备份路径，端口 3 为端口 1 （客户端网络）提供备
份路径。

• 在 LACP 模式下，每对端口在服务设备和网络之间形成一个逻辑通道，从而提高吞吐量。如果一个端口发生
故障，另一个端口将继续提供通道。吞吐量会降低，但连接不会受到影响。

如果不需要冗余连接，则每个网络只能使用一个端口。但是，请注意，安装 StorageGRID 后，可
能会在网格管理器中触发 * 服务设备链路已关闭 * 警报，指示已拔下缆线。您可以安全地禁用此
警报规则。

聚合端口绑定模式

聚合端口绑定模式可显著提高每个 StorageGRID 网络的吞吐量，并提供额外的故障转移路径。

• SG100 聚合端口绑定模式 *

• SG1000 聚合端口绑定模式 *
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哪些端口已绑定

1. 所有连接的端口都分组在一个 LACP 绑定中，从而允许所有端口用于网格网络和客户端网络
流量。

如果您计划使用聚合端口绑定模式：

• 您必须使用 LACP 网络绑定模式。

• 您必须为每个网络指定唯一的 VLAN 标记。此 VLAN 标记将添加到每个网络数据包中，以确保网络流量路由
到正确的网络。

• 这些端口必须连接到可支持 VLAN 和 LACP 的交换机。如果多个交换机参与 LACP 绑定，则这些交换机必
须支持多机箱链路聚合组（ MLAG ）或等效项。

• 您必须了解如何将交换机配置为使用 VLAN ， LACP 和 MLAG 或等效项。

如果不想使用全部四个端口，可以使用一个，两个或三个端口。使用多个端口可以最大程度地提高在其中一个端
口出现故障时某些网络连接仍可用的可能性。

如果您选择使用的网络端口少于四个，请注意，在安装设备节点后，可能会在网格管理器中触发
* 服务设备链路已关闭 * 警报，指示已拔下缆线。您可以安全地为触发的警报禁用此警报规则。

管理端口的网络绑定模式

对于服务设备上的两个 1-GbE 管理端口，您可以选择独立网络绑定模式或主动备份网络绑
定模式来连接到可选的管理网络。

• SG100 网络管理端口 *

• SG1000 网络管理端口 *
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在独立模式下，只有左侧的管理端口连接到管理网络。此模式不提供冗余路径。右侧的管理端口未连接，可用于
临时本地连接（使用 IP 地址 169.254.0.1 ）

在主动备份模式下，两个管理端口均连接到管理网络。一次只有一个端口处于活动状态。如果活动端口发生故障
，其备份端口会自动提供故障转移连接。将这两个物理端口绑定到一个逻辑管理端口可提供指向管理网络的冗余
路径。

如果在将 1-GbE 管理端口配置为主动备份模式后需要临时本地连接到服务设备，请从两个管理端
口拔下缆线，将临时缆线插入右侧的管理端口，然后使用 IP 地址 169.254.0.1 访问此设备。

网络绑定模式

答 主动备份模式。这两个管理端口都绑定到一个连接到管理网络的逻辑管理端口。

I 独立模式。左侧端口连接到管理网络。右侧端口可用于临时本地连接（ IP 地址 169.254.0.1
）。

收集安装信息(SG100和SG1000)

在安装和配置 StorageGRID 设备时，您必须做出决策并收集有关以太网交换机端口， IP

地址以及端口和网络绑定模式的信息。记下连接到设备的每个网络所需的信息。安装和配
置硬件需要这些值。

管理和维护端口

StorageGRID 管理网络是一个可选网络，用于系统管理和维护。此设备使用设备上的以下 1-GbE 管理端口连接
到管理网络。

• SG100 RJ-45 端口 *

• SG1000 RJ-45 端口 *

• 管理和维护连接 *
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所需信息 您的价值

已启用管理网络 选择一项：

• 否

• 是（默认）

网络绑定模式 选择一项：

• 独立（默认）

• 主动备份

图中圈出的左侧端口的交换机端口（独立网络绑定模
式的默认活动端口）

图中圈出的右侧端口的交换机端口（仅限主动备份网
络绑定模式）

管理网络端口的 MAC 地址

• 注： * 设备正面的 MAC 地址标签列出了 BMC 管
理端口的 MAC 地址。要确定管理网络端口的
MAC 地址，必须在标签上的十六进制数字中添加 *

。 2 例如，如果标签上的 MAC 地址以 *09 结尾，
则管理端口的 MAC 地址将以 0B 结尾。如果标签
上的 MAC 地址以 * （ y ） FF* 结尾，则管理端口
的 MAC 地址将以 * （ y+1 ） 01* 结尾。您可以通
过在 Windows 中打开 Calculator ，将其设置为程
序编程模式，选择十六进制，键入 MAC 地址，然
后键入 * + 2 =* 来轻松进行计算。

DHCP 为管理网络端口分配的 IP 地址（如果在启动后
可用）

• 注： * 您可以使用 MAC 地址查找已分配的 IP 来确
定 DHCP 分配的 IP 地址。

• IPv4 地址（ CIDR ）：

• 网关

您计划在管理网络上用于设备节点的静态 IP 地址

• 注： * 如果您的网络没有网关，请为此网关指定相
同的静态 IPv4 地址。

• IPv4 地址（ CIDR ）：

• 网关

管理网络子网（ CIDR ）

网络端口

设备上的四个网络端口连接到 StorageGRID 网格网络和可选客户端网络。
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• 网络连接 *

所需信息 您的价值

链路速度 对于 SG100 ，请选择以下选项之一：

• 自动（默认）

• 10 GbE

• 25 GbE

对于 SG1000 ，请选择以下选项之一：

• 自动（默认）

• 10 GbE

• 25 GbE

• 40 GbE

• 100 GbE

• 注： * 对于 SG1000 ， 10-GbE 和 25-GbE 速度要
求使用 QSA 适配器。

端口绑定模式 选择一项：

• FIXED （默认）

• 聚合

端口 1 的交换机端口（固定模式的客户端网络）

端口 2 的交换机端口（固定模式的网格网络）

端口 3 的交换机端口（固定模式的客户端网络）

端口 4 的交换机端口（固定模式的网格网络）

网格网络端口

适用于 StorageGRID 的网格网络是一个必需的网络，用于所有内部 StorageGRID 流量。此设备使用四个网络
端口连接到网格网络。

• 网格网络连接 *
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所需信息 您的价值

网络绑定模式 选择一项：

• Active-Backup （默认）

• LACP （ 802.3ad ）

已启用 VLAN 标记 选择一项：

• 否（默认）

• 是的。

VLAN 标记（如果启用了 VLAN 标记） 输入一个介于 0 到 4095 之间的值：

DHCP 为网格网络分配的 IP 地址（如果在启动后可用
）

• IPv4 地址（ CIDR ）：

• 网关

您计划用于网格网络上设备节点的静态 IP 地址

• 注： * 如果您的网络没有网关，请为此网关指定相
同的静态 IPv4 地址。

• IPv4 地址（ CIDR ）：

• 网关

网格网络子网（ GRID ）

最大传输单元（ Maximum Transmission Unit ， MTU

）设置（可选）您可以使用默认值 1500 ，也可以将
MTU 设置为适合巨型帧的值，例如 9000 。

客户端网络端口

适用于 StorageGRID 的客户端网络是一个可选网络，通常用于提供对网格的客户端协议访问。此设备使用四个
网络端口连接到客户端网络。

• 客户端网络连接 *

所需信息 您的价值

已启用客户端网络 选择一项：

• 否（默认）

• 是的。
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所需信息 您的价值

网络绑定模式 选择一项：

• Active-Backup （默认）

• LACP （ 802.3ad ）

已启用 VLAN 标记 选择一项：

• 否（默认）

• 是的。

VLAN 标记（如果启用了 VLAN 标记） 输入一个介于 0 到 4095 之间的值：

DHCP 为客户端网络分配的 IP 地址（如果在启动后可
用）

• IPv4 地址（ CIDR ）：

• 网关

您计划在客户端网络上用于设备节点的静态 IP 地址

• 注意： * 如果启用了客户端网络，则设备上的默认
路由将使用此处指定的网关。

• IPv4 地址（ CIDR ）：

• 网关

BMC 管理网络端口

您可以使用图中圈出的 1-GbE 管理端口访问服务设备上的 BMC 接口。此端口支持使用智能平台管理接口（
Intelligent Platform Management Interface ， IPMI ）标准通过以太网远程管理控制器硬件。

• SG100 BMC 管理端口 *

• SG1000 BMC 管理端口 *

• BMC 管理网络连接 *

所需信息 您的价值

要连接到 BMC 管理端口的以太网交换机端口（在图中
圈出）
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所需信息 您的价值

为 BMC 管理网络分配的 DHCP IP 地址（如果在启动
后可用）

• IPv4 地址（ CIDR ）：

• 网关

您计划用于 BMC 管理端口的静态 IP 地址 • IPv4 地址（ CIDR ）：

• 网关

相关信息

"SG100 和 SG1000 设备概述"

"为设备SG100和SG1000布线)"

"配置StorageGRID IP地址"

安装硬件

硬件安装需要将设备安装到机柜或机架中，连接缆线并接通电源。

步骤

• "注册硬件"

• "将设备安装到机柜或机架中(SG100和SG1000)"

• "为设备SG100和SG1000布线)"

• "连接电源线并接通电源(SG100和SG1000)"

• "查看SG100和SG1000设备上的状态指示灯"

注册硬件

注册设备硬件具有支持优势。

步骤

1. 找到设备的机箱序列号。

您可以在装箱单上，确认电子邮件中或打开设备包装后在设备上找到此编号。

2. 访问 NetApp 支持站点，网址为 "mysupport.netapp.com"。

3. 确定是否需要注册硬件：
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如果您是 … 请按照以下步骤操作 …

现有 NetApp 客户 a. 使用您的用户名和密码登录。

b. 选择 * 产品 * > * 我的产品 * 。

c. 确认新序列号已列出。

d. 如果不是，请按照适用于新 NetApp 客户的说明
进行操作。

NetApp 新客户 a. 单击 * 立即注册 * ，然后创建帐户。

b. 选择 * 产品 * > * 注册产品 * 。

c. 输入产品序列号和请求的详细信息。

注册获得批准后，您可以下载所需的任何软件。审批
过程可能需要长达 24 小时。

将设备安装到机柜或机架中(SG100和SG1000)

您必须在机柜或机架中为设备安装一组导轨，然后将设备滑入导轨。

您需要的内容

• 您已查看包装盒中的安全通知文档，并了解移动和安装硬件的预防措施。

• 导轨套件随附了相关说明。

步骤

1. 请仔细按照导轨套件的说明在机柜或机架中安装导轨。

2. 在机柜或机架中安装的两个导轨上，展开导轨的可移动部分，直到听到卡嗒声为止。

409



3. 将设备插入导轨。

4. 将设备滑入机柜或机架。

如果无法再移动设备，请拉动机箱两侧的蓝色闩锁，将设备滑入原处。
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在打开设备电源之前，请勿连接前挡板。

为设备SG100和SG1000布线

您必须将设备上的管理端口连接到服务笔记本电脑，并将设备上的网络端口连接到网格网
络和适用于 StorageGRID 的可选客户端网络。

您需要的内容

• 您有一根 RJ-45 以太网缆线用于连接管理端口。

• 您可以选择以下网络端口之一。这些项目不随设备提供。

◦ 一到四根双轴缆线，用于连接四个网络端口。

◦ 对于 SG100 ，如果您计划使用光缆连接端口，则需要一到四个 SFP+ 或 SFP28 收发器。

◦ 对于 SG1000 ，如果您计划使用光缆连接端口，则需要一到四个 QSFP+ 或 QSFP28 收发器。

* 受到激光辐射的风险 * —请勿拆卸或卸下 SFP 或 QSFP 收发器的任何部件。您可能受到激光辐
射的影响。

关于此任务

下图显示了设备背面的端口。
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• SG100 端口连接 *

• SG1000 端口连接 *

Port 端口类型 功能

1. 设备上的 BMC 管理端口 1-GbE （ RJ-45 ） 连接到访问 BMC 接口的网络。

2. 设备上有四个网络端口 • 对于 SG100 ：
10/225-GbE

• 对于 SG1000 ：
10/25/40/100-GbE

连接到网格网络和 StorageGRID 客户端
网络。

3. 设备上的管理网络端口（
图中标记为 P1 ）

1-GbE （ RJ-45 ）

• 重要信息： * 此端口仅
以 1000 BASE/ 全满
运行，不支持 10 或
100 MB 速度。

将设备连接到 StorageGRID 的管理网
络。

3. 设备上最右侧的 RJ-45 端
口

1-GbE （ RJ-45 ）

• 重要信息： * 此端口仅
以 1000 BASE/ 全满
运行，不支持 10 或
100 MB 速度。

• 如果要与管理网络建立冗余连接，则
可以与管理端口 1 绑定。

• 可以保持断开连接，并可用于临时本
地访问（ IP 169.254.0.1 ）。

• 在安装期间，如果 DHCP 分配的 IP

地址不可用，则可以使用将设备连接
到服务笔记本电脑。

步骤

1. 使用以太网缆线将设备上的 BMC 管理端口连接到管理网络。

虽然此连接是可选的，但建议便于支持。
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2. 使用双轴缆线或光缆和收发器将设备上的网络端口连接到相应的网络交换机。

这四个网络端口必须使用相同的链路速度。请参见下表，了解根据您的硬件和链路速度所需
的设备。

SG100 链路速度（ GbE ） 所需设备

10 SFP+ 收发器

25. SFP28 收发器

SG1000 链路速度（ GbE ） 所需设备

10 QSA 和 SFP+ 收发器

25. QSA 和 SFP28 收发器

40 QSFP + 收发器

100 QSP28 收发器

◦ 如果您计划使用固定端口绑定模式（默认），请将端口连接到 StorageGRID 网格和客户端网络，如表所
示。

Port 连接到 …

端口 1 客户端网络（可选）

端口 2 网格网络

端口 3 客户端网络（可选）

端口 4 网格网络

◦ 如果您计划使用聚合端口绑定模式，请将一个或多个网络端口连接到一个或多个交换机。您应至少连接
四个端口中的两个，以避免发生单点故障。如果在一个 LACP 绑定中使用多个交换机，则这些交换机必
须支持 MLAG 或等效项。

3. 如果您计划使用 StorageGRID 管理网络，请使用以太网缆线将设备上的管理网络端口连接到管理网络。

连接电源线并接通电源(SG100和SG1000)

连接网络缆线后，您可以为设备接通电源。

步骤

1. 将电源线分别连接到设备中的两个电源设备。
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2. 将这两条电源线连接到机柜或机架中的两个不同配电单元（ PDU ）。

3. 如果设备正面的电源按钮当前未呈蓝色亮起，请按此按钮打开设备电源。

在启动过程中，请勿再次按电源按钮。

4. 如果发生错误，请更正任何问题。

5. 将前挡板连接到设备。

相关信息

"查看SG100和SG1000设备上的状态指示灯"

查看SG100和SG1000设备上的状态指示灯

设备中的指示灯可帮助您确定设备控制器和两个 SSD 的状态。

设备指示灯和按钮

显示 State

1. 电源按钮 • 蓝色：设备已启动。

• off ：设备已关闭。

2. 重置按钮 使用此按钮可对控制器执行硬重置。

3. 识别按钮 此按钮可以设置为闪烁，打开（稳定）或关
闭。

• 蓝色，闪烁：表示机柜或机架中的设备。

• 蓝色，实心：表示机柜或机架中的设备。

• off ：无法在机柜或机架中直观地识别设
备。

4. 警报 LED • 琥珀色，稳定亮起：发生错误。

• 注： * 要查看启动和错误代码，您必须访
问 BMC 界面。

• off ：不存在任何错误。

常规启动代码

在启动期间或设备硬重置后，将发生以下情况：
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1. 基板管理控制器（ BMC ）会记录启动顺序的代码，包括发生的任何错误。

2. 电源按钮将亮起。

3. 如果在启动期间发生任何错误，警报 LED 将亮起。

要查看启动和错误代码，您必须访问 BMC 界面。

SSD 指示灯

LED 显示 State

1. 驱动器状态 / 故障 • 蓝色（实心）：驱动器已联机

• 琥珀色（闪烁）：驱动器故障

• off ：插槽为空

2. 驱动器处于活动状态 蓝色（闪烁）：正在访问驱动器

相关信息

"对硬件安装进行故障排除"

"配置BMC接口"

配置StorageGRID 连接

在将服务设备部署为 StorageGRID 系统中的节点之前，您必须配置设备与计划使用的网络
之间的连接。您可以通过浏览到服务设备上预安装的 StorageGRID 设备安装程序来配置网
络连接。

步骤

• "访问StorageGRID 设备安装程序"

• "验证和升级StorageGRID 设备安装程序版本"

• "配置网络链路(SG100和SG1000)"

• "配置StorageGRID IP地址"

• "验证网络连接"

• "验证端口级别的网络连接"
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访问StorageGRID 设备安装程序

您必须访问 StorageGRID 设备安装程序来配置设备与三个 StorageGRID 网络之间的连接
：网格网络，管理网络（可选）和客户端网络（可选）。

您需要的内容

• 您正在使用可连接到 StorageGRID 管理网络的任何管理客户端。

• 客户端具有受支持的Web浏览器。

• 服务设备已连接到您计划使用的所有 StorageGRID 网络。

• 您知道这些网络上服务设备的 IP 地址，网关和子网。

• 您已配置计划使用的网络交换机。

关于此任务

要首次访问 StorageGRID 设备安装程序，您可以使用 DHCP 为服务设备上的管理网络端口分配的 IP 地址（假
设它已连接到管理网络），也可以将服务笔记本电脑直接连接到服务设备。

步骤

1. 如果可能，请使用服务设备上管理网络端口的 DHCP 地址来访问 StorageGRID 设备安装程序。

◦ SG100 管理网络端口 *

◦ SG1000 管理网络端口 *

a. 找到服务器设备正面的 MAC 地址标签，然后确定管理网络端口的 MAC 地址。

MAC 地址标签列出了 BMC 管理端口的 MAC 地址。

要确定管理网络端口的 MAC 地址，必须在标签上的十六进制数字中添加 * 。 2 例如，如果标签上的
MAC 地址以 *09 结尾，则管理端口的 MAC 地址将以 0B 结尾。如果标签上的 MAC 地址以 * （ y ）
FF* 结尾，则管理端口的 MAC 地址将以 * （ y+1 ） 01* 结尾。您可以通过在 Windows 中打开
Calculator ，将其设置为程序编程模式，选择十六进制，键入 MAC 地址，然后键入 * + 2 =* 来轻松进行
计算。

a. 向网络管理员提供 MAC 地址，以便他们可以在管理网络上查找设备的 DHCP 地址。

b. 在客户端中、输入StorageGRID 设备安装程序的以下URL：+ https://services-

appliance_IP:8443

适用于 services-appliance_IP、请使用DHCP地址。

c. 如果系统提示您显示安全警报，请使用浏览器的安装向导查看并安装证书。

下次访问此 URL 时，不会显示此警报。
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此时将显示 StorageGRID 设备安装程序主页页面。首次访问此页面时显示的信息和消息取决于设备当前与
StorageGRID 网络的连接方式。可能会显示错误消息，这些消息将在后续步骤中解决。

2. 或者，如果无法使用 DHCP 获取 IP 地址，请使用链路本地连接访问 StorageGRID 设备安装程序。

a. 使用以太网缆线将服务笔记本电脑直接连接到服务设备上最右侧的 RJ-45 端口。

▪ SG100 链路本地连接 *

▪ SG1000 链路本地连接 *

b. 打开 Web 浏览器。

c. 输入StorageGRID 设备安装程序的URL：+ https://169.254.0.1:8443

此时将显示 StorageGRID 设备安装程序主页页面。首次访问此页面时显示的信息和消息取决于设备当前
与 StorageGRID 网络的连接方式。可能会显示错误消息，这些消息将在后续步骤中解决。

如果无法通过链路本地连接访问主页页面、请将服务笔记本电脑IP地址配置为
169.254.0.2、然后重试。

3. 查看主页页面上显示的所有消息，并根据需要配置链路配置和 IP 配置。
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相关信息

"Web 浏览器要求"

验证和升级StorageGRID 设备安装程序版本

设备上的 StorageGRID 设备安装程序版本必须与 StorageGRID 系统上安装的软件版本匹
配，以确保所有 StorageGRID 功能均受支持。

您需要的内容

您已访问 StorageGRID 设备安装程序。

关于此任务

StorageGRID 设备出厂时预安装了 StorageGRID 设备安装程序。如果要将设备添加到最近升级的
StorageGRID 系统，则可能需要先手动升级 StorageGRID 设备安装程序，然后再将设备安装为新节点。

升级到新的 StorageGRID 版本时， StorageGRID 设备安装程序会自动升级。您无需升级已安装设备节点上的

418



StorageGRID 设备安装程序。只有在安装包含早期版本的 StorageGRID 设备安装程序的设备时，才需要此操
作步骤 。

步骤

1. 从 StorageGRID 设备安装程序中，选择 * 高级 * > * 升级固件 * 。

2. 将当前固件版本与StorageGRID 系统上安装的软件版本进行比较(从网格管理器中选择*帮助*>*关于*)。

两个版本中的第二位数字应匹配。例如、如果您的StorageGRID 系统运行的是11.* 5*。x.y、
则StorageGRID 设备安装程序版本应为3.* 5*。z。

3. 如果设备安装了 StorageGRID 设备安装程序的低级版本，请转到 StorageGRID 的 "NetApp 下载 " 页面。

"NetApp 下载： StorageGRID"

使用您的 NetApp 帐户的用户名和密码登录。

4. 下载适当版本的 * StorageGRID Appliances * 支持文件以及相应的校验和文件。

StorageGRID 设备的支持文件为 .zip 归档、其中包含所有StorageGRID 设备型号的当前和先前固件版
本、位于每种控制器类型的子目录中。

下载StorageGRID 设备的支持文件后、解压缩 .zip 归档并查看README文件、了解有关安
装StorageGRID 设备安装程序的重要信息。

5. 按照 StorageGRID 设备安装程序的 " 升级固件 " 页面上的说明执行以下步骤：

a. 上传适用于您的控制器类型的相应支持文件（固件映像）和校验和文件。

b. 升级非活动分区。

c. 重新启动和交换分区。

d. 升级第二个分区。

相关信息

"访问StorageGRID 设备安装程序"

配置网络链路(SG100和SG1000)

您可以为用于将设备连接到网格网络，客户端网络和管理网络的端口配置网络链路。您可
以设置链路速度以及端口和网络绑定模式。

您需要的内容

• 您已获得所需的额外设备来满足您的缆线类型和链路速度要求。

• 您已将网络端口连接到支持所选速度的交换机。

如果您计划使用聚合端口绑定模式， LACP 网络绑定模式或 VLAN 标记：

• 您已将设备上的网络端口连接到可支持 VLAN 和 LACP 的交换机。

• 如果多个交换机参与 LACP 绑定，则这些交换机支持多机箱链路聚合组（ MLAG ）或等效项。

• 您了解如何将交换机配置为使用 VLAN ， LACP 和 MLAG 或等效项。
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• 您知道要用于每个网络的唯一 VLAN 标记。此 VLAN 标记将添加到每个网络数据包中，以确保网络流量路由
到正确的网络。

关于此任务

图中显示了四个网络端口在固定端口绑定模式下的绑定方式（默认配置）。

• SG100 固定端口绑定模式 *

• SG1000 固定端口绑定模式 *

哪些端口已绑定

C 如果使用此网络，则端口 1 和 3 将绑定到客户端网络。

g 网格网络的端口 2 和 4 绑定在一起。

此图显示了四个网络端口在聚合端口绑定模式下的绑定方式。

• SG100 聚合端口绑定模式 *

• SG1000 聚合端口绑定模式 *
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哪些端口已绑定

1. 所有四个端口都分组在一个 LACP 绑定中，从而允许所有端口用于网格网络和客户端网络流
量。

下表总结了用于配置四个网络端口的选项。默认设置以粗体显示。只有在要使用非默认设置时，才需要在链路配
置页面上配置设置。

LACP 传输哈希策略默认为 layer2+3 模式。如有必要，您可以使用网格管理 API 将其更改为
layer3+4 模式。

• * 固定（默认）端口绑定模式 *

网络绑定模式 客户端网络已禁用（默认） 已启用客户端网络

主动备份(默认) • 端口 2 和 4 对网格网络使用主
动备份绑定。

• 不使用端口 1 和 3 。

• VLAN 标记是可选的。

• 端口 2 和 4 对网格网络使用主
动备份绑定。

• 端口 1 和 3 对客户端网络使用
主动备份绑定。

• 为了方便网络管理员，可以为
两个网络指定 VLAN 标记。

LACP （ 802.3ad ） • 端口 2 和 4 对网格网络使用
LACP 绑定。

• 不使用端口 1 和 3 。

• VLAN 标记是可选的。

• 端口 2 和 4 对网格网络使用
LACP 绑定。

• 端口 1 和 3 对客户端网络使用
LACP 绑定。

• 为了方便网络管理员，可以为
两个网络指定 VLAN 标记。

• * 聚合端口绑定模式 *

网络绑定模式 客户端网络已禁用（默认） 已启用客户端网络

仅 LACP （ 802.3ad ） • 端口 1-4 对网格网络使用一个
LACP 绑定。

• 一个 VLAN 标记用于标识网格
网络数据包。

• 端口 1-4 对网格网络和客户端
网络使用一个 LACP 绑定。

• 通过两个 VLAN 标记，可以将
网格网络数据包与客户端网络
数据包隔离。
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有关其他详细信息，请参见有关服务设备的 GbE 端口连接的文章。

此图显示了 SG100 上的两个 1-GbE 管理端口如何在管理网络的主动备份网络绑定模式下绑定。

这些图显示了设备上的两个 1-GbE 管理端口如何在管理网络的主动备份网络绑定模式下绑定。

• 绑定 SG100 管理网络端口 *

• 绑定 SG1000 管理网络端口 *

步骤

1. 从 StorageGRID 设备安装程序的菜单栏中，单击 * 配置网络连接 * > * 链接配置 * 。

" 网络链路配置 " 页面显示设备示意图，其中包含编号为的网络和管理端口。

◦ SG100 端口 *

◦ SG1000 端口 *

422



" 链路状态 " 表列出了已编号端口的链路状态和速度（所示为 SG1000 ）。

首次访问此页面时：

▪ * 链路速度 * 设置为 * 自动 * 。

▪ * 端口绑定模式 * 设置为 * 固定 * 。

▪ 对于网格网络， * 网络绑定模式 * 设置为 * 主动备份 * 。

▪ 此时将启用 * 管理网络 * ，并将网络绑定模式设置为 * 独立 * 。

▪ 已禁用 * 客户端网络 * 。
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2. 从 * 链路速度 * 下拉列表中选择网络端口的链路速度。

您用于网格网络和客户端网络的网络交换机也必须支持此速度并为此速度进行配置。您必须使用适当的适配
器或收发器来设置所配置的链路速度。请尽可能使用自动链路速度，因为此选项会与链路配对节点协商链路
速度和正向错误更正（ FEC ）模式。

3. 启用或禁用计划使用的 StorageGRID 网络。

网格网络为必填项。您不能禁用此网络。
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a. 如果设备未连接到管理网络，请取消选中管理网络的 * 启用网络 * 复选框。

b. 如果设备已连接到客户端网络，请选中客户端网络的 * 启用网络 * 复选框。

此时将显示数据 NIC 端口的客户端网络设置。

4. 请参见表，并配置端口绑定模式和网络绑定模式。

此示例显示：

◦ 为网格和客户端网络选择了 * 聚合 * 和 * LACP * 。您必须为每个网络指定唯一的 VLAN 标记。您可以选
择 0 到 4095 之间的值。

◦ 已为管理网络选择 * 主动备份 * 。
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5. 对所做的选择感到满意后，单击 * 保存 * 。

如果更改了所连接的网络或链路，则可能会断开连接。如果1分钟内未重新连接、请使用分配
给StorageGRID 设备的其他IP地址之一重新输入此设备安装程序的URL：+

https://services_appliance_IP:8443
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相关信息

"获取其他设备和工具(SG100和SG1000)"

配置StorageGRID IP地址

您可以使用 StorageGRID 设备安装程序在 StorageGRID 网格，管理和客户端网络上配置
服务设备所使用的 IP 地址和路由信息。

关于此任务

您必须为每个已连接网络上的设备分配一个静态 IP ，或者为 DHCP 服务器上的地址分配一个永久租约。

如果要更改链路配置，请参见有关更改服务设备的链路配置的说明。

步骤

1. 在 StorageGRID 设备安装程序中，选择 * 配置网络连接 * > * IP 配置 * 。

此时将显示 "IP Configuration" 页面。

2. 要配置网格网络，请在页面的 * 网格网络 * 部分中选择 * 静态 * 或 * DHCP * 。
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3. 如果选择 * 静态 * ，请按照以下步骤配置网格网络：

a. 使用 CIDR 表示法输入静态 IPv4 地址。

b. 输入网关。

如果您的网络没有网关，请重新输入相同的静态 IPv4 地址。

c. 如果要使用巨型帧，请将 MTU 字段更改为适用于巨型帧的值，例如 9000 。否则，请保留默认值 1500
。

网络的 MTU 值必须与节点所连接的交换机端口上配置的值匹配。否则，可能会发生网络
性能问题或数据包丢失。

428



为了获得最佳网络性能，应在所有节点的网格网络接口上配置类似的 MTU 值。如果网格
网络在各个节点上的 MTU 设置有明显差异，则会触发 * 网格网络 MTU 不匹配 * 警报。
并非所有网络类型的 MTU 值都相同。

d. 单击 * 保存 * 。

更改 IP 地址时，网关和子网列表可能也会发生更改。

如果与 StorageGRID 设备安装程序的连接断开，请使用您刚刚分配的新静态 IP 地址重新输入 URL 。例

如、+ https://services_appliance_IP:8443

e. 确认网格网络子网列表正确无误。

如果您有网格子网，则需要网格网络网关。指定的所有网格子网都必须可通过此网关访问。启动
StorageGRID 安装时，还必须在主管理节点上的网格网络子网列表中定义这些网格网络子网。

未列出默认路由。如果未启用客户端网络，则默认路由将使用网格网络网关。

▪ 要添加子网，请单击插入图标  最后一个条目右侧。

▪ 要删除未使用的子网，请单击删除图标 。

f. 单击 * 保存 * 。

4. 如果选择了 * DHCP * ，请按照以下步骤配置网格网络：

a. 选择 * DHCP * 单选按钮后，单击 * 保存 * 。

系统会自动填充 * IPv4 地址 * ， * 网关 * 和 * 子网 * 字段。如果 DHCP 服务器设置为分配 MTU 值，则
* MTU * 字段将填充该值，并且该字段将变为只读。

您的 Web 浏览器会自动重定向到 StorageGRID 设备安装程序的新 IP 地址。

b. 确认网格网络子网列表正确无误。

如果您有网格子网，则需要网格网络网关。指定的所有网格子网都必须可通过此网关访问。启动
StorageGRID 安装时，还必须在主管理节点上的网格网络子网列表中定义这些网格网络子网。

未列出默认路由。如果未启用客户端网络，则默认路由将使用网格网络网关。

▪ 要添加子网，请单击插入图标  最后一个条目右侧。

▪ 要删除未使用的子网，请单击删除图标 。

c. 如果要使用巨型帧，请将 MTU 字段更改为适用于巨型帧的值，例如 9000 。否则，请保留默认值 1500
。

网络的 MTU 值必须与节点所连接的交换机端口上配置的值匹配。否则，可能会发生网络
性能问题或数据包丢失。
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为了获得最佳网络性能，应在所有节点的网格网络接口上配置类似的 MTU 值。如果网格网络
在各个节点上的 MTU 设置有明显差异，则会触发 * 网格网络 MTU 不匹配 * 警报。并非所有
网络类型的 MTU 值都相同。

a. 单击 * 保存 * 。

5. 要配置管理网络，请在页面的管理网络部分中选择 * 静态 * 或 * DHCP * 。

要配置管理网络，必须在链路配置页面上启用管理网络。

6. 如果选择 * 静态 * ，请按照以下步骤配置管理网络：

a. 使用 CIDR 表示法为设备上的管理端口 1 输入静态 IPv4 地址。

管理端口 1 位于设备右端的两个 1-GbE RJ45 端口的左侧。

b. 输入网关。

如果您的网络没有网关，请重新输入相同的静态 IPv4 地址。

c. 如果要使用巨型帧，请将 MTU 字段更改为适用于巨型帧的值，例如 9000 。否则，请保留默认值 1500
。

网络的 MTU 值必须与节点所连接的交换机端口上配置的值匹配。否则，可能会发生网络
性能问题或数据包丢失。
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d. 单击 * 保存 * 。

更改 IP 地址时，网关和子网列表可能也会发生更改。

如果与 StorageGRID 设备安装程序的连接断开，请使用您刚刚分配的新静态 IP 地址重新输入 URL 。例

如、+ https://services_appliance:8443

e. 确认管理网络子网列表正确无误。

您必须验证是否可以使用提供的网关访问所有子网。

无法使用默认路由来使用管理网络网关。

▪ 要添加子网，请单击插入图标  最后一个条目右侧。

▪ 要删除未使用的子网，请单击删除图标 。

f. 单击 * 保存 * 。

7. 如果选择了 * DHCP * ，请按照以下步骤配置管理网络：

a. 选择 * DHCP * 单选按钮后，单击 * 保存 * 。

系统会自动填充 * IPv4 地址 * ， * 网关 * 和 * 子网 * 字段。如果 DHCP 服务器设置为分配 MTU 值，则
* MTU * 字段将填充该值，并且该字段将变为只读。

您的 Web 浏览器会自动重定向到 StorageGRID 设备安装程序的新 IP 地址。

b. 确认管理网络子网列表正确无误。

您必须验证是否可以使用提供的网关访问所有子网。

无法使用默认路由来使用管理网络网关。

▪ 要添加子网，请单击插入图标  最后一个条目右侧。

▪ 要删除未使用的子网，请单击删除图标 。

c. 如果要使用巨型帧，请将 MTU 字段更改为适用于巨型帧的值，例如 9000 。否则，请保留默认值 1500
。

网络的 MTU 值必须与节点所连接的交换机端口上配置的值匹配。否则，可能会发生网络
性能问题或数据包丢失。

d. 单击 * 保存 * 。

8. 要配置客户端网络，请在页面的 * 客户端网络 * 部分中选择 * 静态 * 或 * DHCP * 。

要配置客户端网络，必须在链路配置页面上启用客户端网络。
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9. 如果选择 * 静态 * ，请按照以下步骤配置客户端网络：

a. 使用 CIDR 表示法输入静态 IPv4 地址。

b. 单击 * 保存 * 。

c. 确认客户端网络网关的 IP 地址正确无误。

如果启用了客户端网络，则会显示默认路由。默认路由使用客户端网络网关，并且在启用
客户端网络时无法移至其他接口。

d. 如果要使用巨型帧，请将 MTU 字段更改为适用于巨型帧的值，例如 9000 。否则，请保留默认值 1500
。

网络的 MTU 值必须与节点所连接的交换机端口上配置的值匹配。否则，可能会发生网络
性能问题或数据包丢失。

e. 单击 * 保存 * 。

10. 如果选择了 * DHCP * ，请按照以下步骤配置客户端网络：

a. 选择 * DHCP * 单选按钮后，单击 * 保存 * 。

系统会自动填充 * IPv4 地址 * 和 * 网关 * 字段。如果 DHCP 服务器设置为分配 MTU 值，则 * MTU * 字
段将填充该值，并且该字段将变为只读。

您的 Web 浏览器会自动重定向到 StorageGRID 设备安装程序的新 IP 地址。
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a. 确认网关是否正确。

如果启用了客户端网络，则会显示默认路由。默认路由使用客户端网络网关，并且在启用
客户端网络时无法移至其他接口。

b. 如果要使用巨型帧，请将 MTU 字段更改为适用于巨型帧的值，例如 9000 。否则，请保留默认值 1500
。

网络的 MTU 值必须与节点所连接的交换机端口上配置的值匹配。否则，可能会发生网络
性能问题或数据包丢失。

相关信息

"更改服务设备的链路配置"

验证网络连接

您应确认可以从设备访问所使用的 StorageGRID 网络。要验证通过网络网关的路由，您应
测试 StorageGRID 设备安装程序与不同子网上的 IP 地址之间的连接。您还可以验证 MTU

设置。

步骤

1. 从 StorageGRID 设备安装程序的菜单栏中，单击 * 配置网络连接 * > * Ping 和 MTU 测试 * 。

此时将显示 Ping 和 MTU 测试页面。

2. 从 * 网络 * 下拉框中，选择要测试的网络：网格，管理员或客户端。

3. 输入该网络上某个主机的 IPv4 地址或完全限定域名（ FQDN ）。

例如，您可能需要对网络或主管理节点上的网关执行 ping 操作。

4. 或者，选中 * 测试 MTU* 复选框以验证通过网络到目标的整个路径的 MTU 设置。
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例如，您可以测试设备节点与其他站点的节点之间的路径。

5. 单击 * 测试连接 * 。

如果网络连接有效，则会显示 "Ping test passed" 消息，并列出 ping 命令输出。

相关信息

"配置网络链路(SG100和SG1000)"

"更改MTU设置"

验证端口级别的网络连接

要确保 StorageGRID 设备安装程序与其他节点之间的访问不会受到防火墙的阻碍，请确认
StorageGRID 设备安装程序可以连接到指定 IP 地址或地址范围内的特定 TCP 端口或端口
集。

关于此任务

使用 StorageGRID 设备安装程序中提供的端口列表，您可以测试设备与网格网络中其他节点之间的连接。
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此外，您还可以在管理和客户端网络以及 UDP 端口上测试连接，例如用于外部 NFS 或 DNS 服务器的端口。
有关这些端口的列表，请参见 StorageGRID 网络连接准则中的端口参考。

端口连接表中列出的网格网络端口仅适用于StorageGRID 11.5.0版。要验证每种节点类型的端口
是否正确，您应始终参考适用于您的 StorageGRID 版本的网络连接准则。

步骤

1. 在 StorageGRID 设备安装程序中，单击 * 配置网络连接 * > * 端口连接测试（ nmap ） * 。

此时将显示端口连接测试页面。

端口连接表列出了网格网络上需要 TCP 连接的节点类型。对于每种节点类型，此表列出了设备应可访问的
网格网络端口。

您可以测试表中列出的设备端口与网格网络中的其他节点之间的连接。

2. 从 * 网络 * 下拉列表中，选择要测试的网络： * 网格 * ， * 管理 * 或 * 客户端 * 。

3. 为该网络上的主机指定一个 IPv4 地址范围。

例如，您可能需要探测网络或主管理节点上的网关。

使用连字符指定一个范围，如示例所示。

4. 输入 TCP 端口号，以逗号分隔的端口列表或端口范围。
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5. 单击 * 测试连接 * 。

◦ 如果选定的端口级别网络连接有效，则绿色横幅中会显示 "`Port connectivity test passed` " 消息。nmap

命令输出列在横幅下方。

◦ 如果与远程主机建立了端口级网络连接，但主机未侦听一个或多个选定端口，则黄色横幅中会显示
"`Port connectivity test failed` " 消息。nmap 命令输出列在横幅下方。

主机未侦听的任何远程端口的状态为 "`closed" 。` 例如，当您尝试连接的节点处于预安装状态且
StorageGRID NMS 服务尚未在该节点上运行时，您可能会看到此黄色横幅。
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◦ 如果无法为一个或多个选定端口建立端口级别网络连接，则红色横幅中会显示 "`Port connectivity test

failed` " 消息。nmap 命令输出列在横幅下方。

红色横幅表示已尝试通过 TCP 连接到远程主机上的某个端口，但未向发送方返回任何内容。如果未返回
任何响应，则此端口的状态为 " 已筛选 " ，并且可能会被防火墙阻止。

此外，还会列出带有 "`closed` " 的端口。

相关信息

"网络准则"

配置BMC接口

服务设备上的基板管理控制器（ BMC ）的用户界面可提供有关硬件的状态信息，并可用
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于为服务设备配置 SNMP 设置和其他选项。

步骤

• "更改BMC接口的根密码"

• "设置BMC管理端口的IP地址"

• "访问BMC界面"

• "为服务设备配置SNMP设置"

• "为警报设置电子邮件通知"

更改BMC接口的根密码

为了安全起见，您必须更改 BMC root 用户的密码。

您需要的内容

管理客户端正在使用受支持的Web浏览器。

关于此任务

首次安装此设备时、BMC会使用root用户的默认密码 (root/calvin）。您必须更改 root 用户的密码以保护您
的系统。

步骤

1. 在客户端中、输入StorageGRID 设备安装程序的URL：+ https://services_appliance_IP:8443

适用于 `services_appliance_IP`下、使用任何StorageGRID 网络上设备的IP地址。

此时将显示 StorageGRID 设备安装程序主页页面。

2. 选择 * 配置硬件 * > * BMC 配置 * 。

此时将显示 Baseboard Management Controller Configuration 页面。

3. 在提供的两个字段中输入 root 帐户的新密码。
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4. 单击 * 保存 * 。

设置BMC管理端口的IP地址

在访问 BMC 接口之前，必须为服务设备上的 BMC 管理端口配置 IP 地址。

您需要的内容

• 管理客户端正在使用受支持的Web浏览器。

• 您正在使用可连接到 StorageGRID 网络的任何管理客户端。

• BMC 管理端口将连接到您计划使用的管理网络。

• SG100 BMC 管理端口 *

• SG1000 BMC 管理端口 *

关于此任务

出于支持目的， BMC 管理端口允许进行低级硬件访问。您只能将此端口连接到安全，可信的内
部管理网络。如果没有此类网络可用，请保持 BMC 端口未连接或被阻止，除非技术支持请求
BMC 连接。

步骤

1. 在客户端中、输入StorageGRID 设备安装程序的URL：+ https://services_appliance_IP:8443

适用于 `services_appliance_IP`下、使用任何StorageGRID 网络上设备的IP地址。

此时将显示 StorageGRID 设备安装程序主页页面。

2. 选择 * 配置硬件 * > * BMC 配置 * 。
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此时将显示 Baseboard Management Controller Configuration 页面。

3. 记下自动显示的 IPv4 地址。

DHCP 是为该端口分配 IP 地址的默认方法。

显示 DHCP 值可能需要几分钟的时间。

4. 也可以为 BMC 管理端口设置静态 IP 地址。

您应该为 BMC 管理端口分配静态 IP ，或者为 DHCP 服务器上的地址分配永久租约。

a. 选择 * 静态 * 。

b. 使用 CIDR 表示法输入 IPv4 地址。

c. 输入默认网关。

440



d. 单击 * 保存 * 。

应用所做的更改可能需要几分钟的时间。

访问BMC界面

您可以使用 BMC 管理端口的 DHCP 或静态 IP 地址访问服务设备上的 BMC 接口。

您需要的内容

• 管理客户端正在使用受支持的Web浏览器。

• 服务设备上的 BMC 管理端口已连接到您计划使用的管理网络。

• SG100 BMC 管理端口 *

• SG1000 BMC 管理端口 *

步骤

1. 输入BMC接口的URL：+ https://BMC_Port_IP

适用于 `BMC_Port_IP`下、使用DHCP或静态IP地址作为BMC管理端口。

此时将显示 BMC 登录页面。

2. 使用您在更改默认root密码时设置的密码输入root用户名和密码：+ root

password
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3. 单击 * 登录 *

此时将显示 BMC 信息板。

4. 或者，也可以选择 * 设置 * > * 用户管理 * 并单击任何 " 已 d " 用户来创建其他用户。

当用户首次登录时，系统可能会提示他们更改密码以提高安全性。

相关信息

"更改BMC接口的根密码"
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为服务设备配置SNMP设置

如果您熟悉为硬件配置 SNMP ，则可以使用 BMC 界面为服务设备配置 SNMP 设置。您
可以提供安全社区字符串，启用 SNMP 陷阱并最多指定五个 SNMP 目标。

您需要的内容

• 您知道如何访问 BMC 信息板。

• 您在为 SNMPv1-v2c 设备配置 SNMP 设置方面具有经验。

步骤

1. 从 BMC 信息板中，选择 * 设置 * > * SNMP 设置 * 。

2. 在 SNMP 设置页面上，选择 * 启用 SNMP V1/V2 * ，然后提供只读社区字符串和读写社区字符串。

只读社区字符串类似于用户 ID 或密码。您应更改此值，以防止入侵者获取有关网络设置的信息。读写社区
字符串可保护设备免受未经授权的更改。

3. （可选）选择 * 启用陷阱 * ，然后输入所需信息。

使用 IP 地址输入每个 SNMP 陷阱的目标 IP 。不支持完全限定域名。

如果您希望服务设备在 SNMP 控制台处于异常状态时立即向其发送通知，请启用陷阱。陷阱可能指示链路
启动 / 关闭状况，温度超过特定阈值或流量较高。

4. 或者，也可以单击 * 发送测试陷阱 * 来测试您的设置。

5. 如果设置正确，请单击 * 保存 * 。

为警报设置电子邮件通知

如果您希望在发生警报时发送电子邮件通知，则必须使用 BMC 界面配置 SMTP 设置，用
户， LAN 目标，警报策略和事件筛选器。

您需要的内容

您知道如何访问 BMC 信息板。

关于此任务

在 BMC 界面中，您可以使用设置页面上的 * SMTP 设置 * ， * 用户管理 * 和 * 平台事件筛选器 * 选项来配置电
子邮件通知。
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步骤

1. 配置 SMTP 设置。

a. 选择 * 设置 * > * SMTP 设置 * 。

b. 对于发件人电子邮件 ID ，请输入有效的电子邮件地址。

此电子邮件地址在 BMC 发送电子邮件时作为发件人地址提供。

2. 设置用户以接收警报。

a. 从 BMC 信息板中，选择 * 设置 * > * 用户管理 * 。

b. 至少添加一个用户以接收警报通知。

您为用户配置的电子邮件地址是 BMC 向其发送警报通知的地址。例如，您可以添加一个通用用户，例
如 "`notification -user ，` " ，并使用技术支持团队 Email发送名单 的电子邮件地址。

3. 配置警报的 LAN 目标。

a. 选择 * 设置 * > * 平台事件筛选器 * > * LAN 目标 * 。

b. 至少配置一个 LAN 目标。

▪ 选择 * 电子邮件 * 作为目标类型。

▪ 对于 BMC 用户名，请选择先前添加的用户名。

▪ 如果您添加了多个用户并希望所有用户都接收通知电子邮件，则必须为每个用户添加一个 LAN 目
标。

c. 发送测试警报。

4. 配置警报策略，以便定义 BMC 发送警报的时间和位置。

a. 选择 * 设置 * > * 平台事件筛选器 * > * 警报策略 * 。

b. 为每个 LAN 目标至少配置一个警报策略。

▪ 对于策略组编号，请选择 * 。 1

▪ 对于策略操作，选择 * 始终向此目标发送警报 * 。

▪ 对于 LAN 通道，选择 * 1 * 。

▪ 在目标选择器中，选择策略的 LAN 目标。
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5. 配置事件筛选器以将不同事件类型的警报定向到相应的用户。

a. 选择 * 设置 * > * 平台事件筛选器 * > * 事件筛选器 * 。

b. 对于警报策略组编号，输入 * 1 * 。

c. 为要通知警报策略组的每个事件创建筛选器。

▪ 您可以为电源操作，特定传感器事件或所有事件创建事件筛选器。

▪ 如果不确定要监控哪些事件，请选择 "Sensor Type" （传感器类型）为 "All 传感器 " （所有传感器）
* ，并选择 "Event Options" （事件选项）为 "All Events" （所有事件）。如果收到不需要的通知，您
可以稍后更改所做的选择。

可选：启用节点加密

如果启用了节点加密，则可以通过安全密钥管理服务器（ KMS ）加密来保护设备中的磁
盘，防止物理丢失或从站点中删除。您必须在设备安装期间选择并启用节点加密，并且在
KMS 加密过程开始后，不能取消选择节点加密。

您需要的内容

查看有关管理 StorageGRID 的说明中有关 KMS 的信息。

关于此任务

启用了节点加密的设备将连接到为 StorageGRID 站点配置的外部密钥管理服务器（ KMS ）。每个 KMS （或
KMS 集群）负责管理站点上所有设备节点的加密密钥。这些密钥对启用了节点加密的设备中每个磁盘上的数据
进行加密和解密。

可以在 StorageGRID 中安装 KMS 之前或之后在网格管理器中设置此设备。有关更多详细信息，请参见管理
StorageGRID 的说明中有关 KMS 和设备配置的信息。

• 如果在安装设备之前设置了 KMS ，则在设备上启用节点加密并将其添加到配置了 KMS 的 StorageGRID 站
点时， KMS 控制的加密将开始。

• 如果在安装此设备之前未设置 KMS ，则在为包含此设备节点的站点配置了 KMS 并可使用此 KMS 后，将对
启用了节点加密的每个设备执行 KMS 控制的加密。

启用了节点加密的设备连接到已配置的KMS之前存在的任何数据都将使用不安全的临时密钥进行
加密。除非将密钥设置为 KMS 提供的值，否则设备不会受到删除或被盗的保护。

如果没有对磁盘进行解密所需的 KMS 密钥，则无法检索设备上的数据，并且数据实际上会丢失。如果无法从
KMS 中检索到解密密钥，则会出现这种情况。如果客户清除 KMS 配置， KMS 密钥过期，与 KMS 的连接断开
或从安装了 KMS 密钥的 StorageGRID 系统中删除设备，则无法访问此密钥。

步骤

1. 打开浏览器，然后输入设备计算控制器的 IP 地址之一。+ https://Controller_IP:8443

Controller_IP 是三个StorageGRID 网络中任何一个网络上计算控制器(而不是存储控制器)的IP地址。

此时将显示 StorageGRID 设备安装程序主页页面。

使用 KMS 密钥对设备加密后，如果不使用相同的 KMS 密钥，则无法对设备磁盘进行解密。
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2. 选择 * 配置硬件 * > * 节点加密 * 。

3. 选择 * 启用节点加密 * 。

您可以取消选择*启用节点加密*而不会丢失数据、直到选择*保存*、并且设备节点访问StorageGRID 系统中
的KMS加密密钥并开始磁盘加密为止。安装设备后，您无法禁用节点加密。

将启用了节点加密的设备添加到具有 KMS 的 StorageGRID 站点后，您无法停止对此节点使
用 KMS 加密。

4. 选择 * 保存 * 。

5. 将设备部署为 StorageGRID 系统中的节点。

当设备访问为 StorageGRID 站点配置的 KMS 密钥时，便会开始使用由 KMS 控制的加密。安装程序会在
KMS 加密过程中显示进度消息，此过程可能需要几分钟时间，具体取决于设备中的磁盘卷数。

设备最初会配置一个随机的非 KMS 加密密钥，该密钥会分配给每个磁盘卷。磁盘会使用此临
时加密密钥进行加密，这种加密密钥不安全，直到启用了节点加密的设备访问为
StorageGRID 站点配置的 KMS 密钥为止。

完成后

您可以查看节点加密状态， KMS 详细信息以及设备节点处于维护模式时正在使用的证书。

相关信息

"管理 StorageGRID"

"在维护模式下监控节点加密"

部署服务设备节点

您可以将服务设备部署为主管理节点，非主管理节点或网关节点。SG100 和 SG1000 设备
可以同时作为网关节点和管理节点（主节点或非主节点）运行。
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将服务设备部署为主管理节点

在将服务设备部署为主管理节点时，您可以使用设备上提供的 StorageGRID 设备安装程序
安装 StorageGRID 软件，或者上传要安装的软件版本。在安装任何其他设备节点类型之前
，您必须先安装并配置主管理节点。主管理节点可以连接到网格网络以及可选的管理网络
和客户端网络（如果配置了其中一个或两者）。

您需要的内容

• 此设备已安装在机架或机柜中，并已连接到您的网络并已启动。

• 已使用 StorageGRID 设备安装程序为此设备配置网络链路， IP 地址和端口重新映射（如果需要）。

如果已重新映射任何端口，则不能使用相同的端口配置负载平衡器端点。您可以使用重新映
射的端口创建端点，但这些端点将重新映射到原始 CLB 端口和服务，而不是负载平衡器服
务。按照恢复和维护说明中的步骤删除端口重新映射。

CLB 服务已弃用。

• 您的服务笔记本电脑具有受支持的 Web 浏览器。

• 您知道分配给设备的 IP 地址之一。您可以对任何已连接的 StorageGRID 网络使用此 IP 地址。

关于此任务

要在设备主管理节点上安装 StorageGRID ，请执行以下操作：

• 您可以使用 StorageGRID 设备安装程序安装 StorageGRID 软件。如果要安装其他版本的软件，请先使用
StorageGRID 设备安装程序上传。

• 软件安装完毕后，请稍候。

• 安装软件后，设备将自动重新启动。

步骤

1. 打开浏览器，然后输入设备的 IP 地址。+ https://services_appliance_IP:8443

此时将显示 StorageGRID 设备安装程序主页页面。

2. 在 * 此节点 * 部分中，选择 * 主管理 * 。

3. 在 * 节点名称 * 字段中，输入要用于此设备节点的名称，然后单击 * 保存 * 。

节点名称将分配给 StorageGRID 系统中的此设备节点。它显示在网格管理器的网格节点页面上。

4. 或者，要安装其他版本的 StorageGRID 软件，请执行以下步骤：

a. 从 StorageGRID 的 "NetApp 下载 " 页面下载安装归档。

"NetApp 下载： StorageGRID"

b. 提取归档。

c. 从 StorageGRID 设备安装程序中，选择 * 高级 * > * 上传 StorageGRID 软件 * 。
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d. 单击 * 删除 * 以删除当前软件包。

e. 单击 * 浏览 * 下载并提取的软件包，然后单击 * 浏览 * 获取校验和文件。

f. 选择 * 主页 * 以返回到主页页面。

5. 确认当前状态为 "`Ready to start installation of primary Admin Node name with software version x.y` " ，并
且已启用 * 开始安装 * 按钮。

如果要将管理节点设备部署为节点克隆目标、请在此停止部署过程、并继续执行节点克隆操
作步骤 的恢复和维护。

"保持并恢复()"

6. 在 StorageGRID 设备安装程序主页中，单击 * 开始安装 * 。
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当前状态将更改为 "`Installation is in progress ，` " ，此时将显示监控器安装页面。

如果需要手动访问监控器安装页面，请单击菜单栏中的 * 监控器安装 * 。

相关信息

"将服务设备部署为网关或非主管理节点"

将服务设备部署为网关或非主管理节点

在将服务设备部署为网关节点或非主管理节点时，您可以使用该设备上随附的
StorageGRID 设备安装程序。

您需要的内容

• 此设备已安装在机架或机柜中，并已连接到您的网络并已启动。

• 已使用 StorageGRID 设备安装程序为此设备配置网络链路， IP 地址和端口重新映射（如果需要）。

如果已重新映射任何端口，则不能使用相同的端口配置负载平衡器端点。您可以使用重新映
射的端口创建端点，但这些端点将重新映射到原始 CLB 端口和服务，而不是负载平衡器服
务。按照恢复和维护说明中的步骤删除端口重新映射。

CLB 服务已弃用。

• 已部署 StorageGRID 系统的主管理节点。

• StorageGRID 设备安装程序的 IP 配置页面上列出的所有网格网络子网均已在主管理节点上的网格网络子网
列表中定义。

• 您的服务笔记本电脑具有受支持的 Web 浏览器。
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• 您知道分配给设备的 IP 地址。您可以对任何已连接的 StorageGRID 网络使用此 IP 地址。

关于此任务

要在服务设备节点上安装 StorageGRID ，请执行以下操作：

• 您可以指定或确认主管理节点的 IP 地址以及设备节点的名称。

• 您开始安装，并等待软件安装完成。

在完成设备网关节点安装任务后，安装将暂停。要恢复安装，请登录到网格管理器，批准所有网格节点并完
成 StorageGRID 安装过程。安装非主管理节点不需要您的批准。

不要在同一站点中部署 SG100 和 SG1000 服务设备。可能会导致性能不可预测。

如果您需要一次部署多个设备节点、则可以使用自动执行安装过程 configure-sga.py 设备安
装脚本。您也可以使用设备安装程序上传包含配置信息的 JSON 文件。请参见 "自动化设备安装
和配置"。

步骤

1. 打开浏览器，然后输入设备的 IP 地址。

https://Controller_IP:8443

此时将显示 StorageGRID 设备安装程序主页页面。

2. 在主管理节点连接部分中，确定是否需要指定主管理节点的 IP 地址。

如果先前已在此数据中心中安装了其他节点，则 StorageGRID 设备安装程序可以自动发现此 IP 地址，前提
是主管理节点或至少一个配置了 admin_IP 的其他网格节点位于同一子网上。

3. 如果未显示此 IP 地址或您需要更改此 IP 地址，请指定地址：

选项 Description

手动输入 IP a. 取消选中 * 启用管理节点发现 * 复选框。

b. 手动输入 IP 地址。

c. 单击 * 保存 * 。

d. 等待连接状态，使新 IP 地址准备就绪。

自动发现所有已连接的主管理节点 a. 选中 * 启用管理节点发现 * 复选框。

b. 等待显示发现的 IP 地址列表。

c. 为要部署此设备存储节点的网格选择主管理节
点。

d. 单击 * 保存 * 。

e. 等待连接状态，使新 IP 地址准备就绪。
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4. 在 * 节点名称 * 字段中，输入要用于此设备节点的名称，然后单击 * 保存 * 。

节点名称将分配给 StorageGRID 系统中的此设备节点。它显示在网格管理器的节点页面（概述选项卡）
上。如果需要，您可以在批准节点时更改名称。

5. 或者，要安装其他版本的 StorageGRID 软件，请执行以下步骤：

a. 从 StorageGRID 的 "NetApp 下载 " 页面下载安装归档。

"NetApp 下载： StorageGRID"

b. 提取归档。

c. 从 StorageGRID 设备安装程序中，选择 * 高级 * > * 上传 StorageGRID 软件 * 。

d. 单击 * 删除 * 以删除当前软件包。

e. 单击 * 浏览 * 下载并提取的软件包，然后单击 * 浏览 * 获取校验和文件。

451

https://mysupport.netapp.com/site/products/all/details/storagegrid/downloads-tab
https://mysupport.netapp.com/site/products/all/details/storagegrid/downloads-tab
https://mysupport.netapp.com/site/products/all/details/storagegrid/downloads-tab
https://mysupport.netapp.com/site/products/all/details/storagegrid/downloads-tab
https://mysupport.netapp.com/site/products/all/details/storagegrid/downloads-tab
https://mysupport.netapp.com/site/products/all/details/storagegrid/downloads-tab
https://mysupport.netapp.com/site/products/all/details/storagegrid/downloads-tab


f. 选择 * 主页 * 以返回到主页页面。

6. 在安装部分中、确认当前状态为"准备开始安装" node name 使用主管理节点进入网格 admin_ip "并启用
了*开始安装*按钮。

如果未启用 * 开始安装 * 按钮，则可能需要更改网络配置或端口设置。有关说明，请参见设备的安装和维护
说明。

7. 在 StorageGRID 设备安装程序主页中，单击 * 开始安装 * 。
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当前状态将更改为 "`Installation is in progress ，` " ，此时将显示监控器安装页面。

如果需要手动访问监控器安装页面，请单击菜单栏中的 * 监控器安装 * 。

8. 如果网格包含多个设备节点，请对每个设备重复上述步骤。

相关信息

"将服务设备部署为主管理节点"

监控服务设备安装

在安装完成之前， StorageGRID 设备安装程序会提供状态。软件安装完成后，设备将重新
启动。

步骤

1. 要监控安装进度，请单击菜单栏中的 * 监控安装 * 。

"Monitor Installation" 页面将显示安装进度。

蓝色状态栏指示当前正在进行的任务。绿色状态条表示已成功完成的任务。

安装程序可确保在先前安装中完成的任务不会重新运行。如果您要重新运行安装，则不需要
重新运行的任何任务都会显示绿色状态条和状态 Skipped 。

2. 查看前两个安装阶段的进度。

◦ * 。配置存储 *

在此阶段，安装程序将从设备中的驱动器中清除任何现有配置，并配置主机设置。

◦ * 。安装 OS*
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在此阶段，安装程序会将 StorageGRID 的基本操作系统映像复制到设备。

3. 继续监控安装进度，直到出现以下过程之一：

◦ 对于除主管理节点之外的所有设备节点，安装 StorageGRID 阶段将暂停，嵌入式控制台上会显示一条消
息，提示您使用网格管理器在管理节点上批准此节点。继续执行下一步。

◦ 对于设备主管理节点安装，您无需批准该节点。设备将重新启动。您可以跳过下一步。

在安装设备主管理节点期间，将显示第五个阶段（请参见显示四个阶段的示例屏幕截图
）。如果第五阶段的进度超过 10 分钟，请手动刷新网页。

4. 转至网格管理器、批准待定网格节点、然后完成StorageGRID 安装过程。
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在网格管理器中单击 * 安装 * 后，第 3 阶段完成，第 4 阶段 * 完成安装 * 开始。阶段 4 完成后，设备将重新
启动。

自动化设备安装和配置

您可以自动安装和配置设备以及配置整个 StorageGRID 系统。

关于此任务

自动化安装和配置对于部署多个 StorageGRID 实例或一个大型复杂的 StorageGRID 实例非常有用。

要自动执行安装和配置，请使用以下一个或多个选项：

• 创建一个 JSON 文件，用于指定设备的配置设置。使用 StorageGRID 设备安装程序上传 JSON 文件。

您可以使用同一文件配置多个设备。

• 使用StorageGRIDconfigure-sga.py 用于自动配置设备的Python脚本。

• 使用其他 Python 脚本配置整个 StorageGRID 系统的其他组件（ " 网格 " ）。

您可以直接使用 StorageGRID 自动化 Python 脚本，也可以使用它们作为示例，说明如何在您自
己开发的网格部署和配置工具中使用 StorageGRID 安装 REST API 。请参见恢复和维护说明中
有关下载和提取StorageGRID 安装文件的信息。

相关信息

"保持并恢复()"

使用StorageGRID 设备安装程序自动配置设备

您可以使用包含配置信息的 JSON 文件自动配置设备。您可以使用 StorageGRID 设备安
装程序上传文件。

您需要的内容

• 您的设备必须使用与 StorageGRID 11.5 或更高版本兼容的最新固件。

• 您必须使用支持的浏览器连接到要配置的设备上的StorageGRID 设备安装程序。

关于此任务

您可以自动执行设备配置任务，例如配置以下内容：

• 网格网络，管理网络和客户端网络 IP 地址

• BMC 接口

• 网络链路

◦ 端口绑定模式

◦ 网络绑定模式

◦ 链路速度
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使用上传的 JSON 文件配置设备通常比在 StorageGRID 设备安装程序中使用多个页面手动执行配置效率更高
，尤其是在需要配置多个节点时。您必须一次应用一个节点的配置文件。

如果有经验的用户希望自动安装和配置其设备、则可以使用 configure-sga.py 脚本。+"使
用configure-sga.py脚本自动安装和配置设备节点"

步骤

1. 使用以下方法之一生成 JSON 文件：

◦ ConfigBuilder 应用程序

"ConfigBuilder.netapp.com"

◦ 。 configure-sga.py 设备配置脚本。您可以从 StorageGRID 设备安装程序（ * 帮助 * > * 设备配置
脚本 * ）下载此脚本。请参见有关使用 configure-sga.py 脚本自动配置的说明。

"使用configure-sga.py脚本自动安装和配置设备节点"

JSON 文件中的节点名称必须符合以下要求：

▪ 必须是一个有效的主机名，至少包含 1 个字符，并且不超过 32 个字符

▪ 可以使用字母、数字和连字符

▪ 不能以连字符开头或结尾、也不能仅包含数字

请确保 JSON 文件中的节点名称（顶级名称）是唯一的，否则您将无法使用 JSON 文
件配置多个节点。

2. 选择 * 高级 * > * 更新设备配置 * 。

此时将显示更新设备配置页面。
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3. 选择包含要上传的配置的 JSON 文件。

a. 选择 * 浏览 * 。

b. 找到并选择文件。

c. 选择 * 打开 * 。

已上传并验证此文件。验证过程完成后，文件名会显示在绿色复选标记旁边。

如果 JSON 文件中的配置包含 "link_config" ， "networks" 或这两者的部分，则可能会断
开与设备的连接。如果 1 分钟内未重新连接，请使用分配给设备的其他 IP 地址之一重新
输入设备 URL 。

此时将使用 JSON 文件中定义的顶级节点名称填充 * 节点名称 * 下拉列表。

如果文件无效，则文件名将显示为红色，并在黄色横幅中显示一条错误消息。此无效文件不
会应用于此设备。您可以使用 ConfigBuilder 来确保具有有效的 JSON 文件。

4. 从 * 节点名称 * 下拉列表中选择一个节点。

此时将启用 * 应用 JSON 配置 * 按钮。

5. 选择 * 应用 JSON 配置 * 。

此配置将应用于选定节点。
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使用configure-sga.py脚本自动安装和配置设备节点

您可以使用 configure-sga.py 用于自动执行StorageGRID 设备节点的许多安装和配置
任务的脚本、包括安装和配置主管理节点。如果要配置大量设备，此脚本可能会很有用。
您也可以使用此脚本生成包含设备配置信息的 JSON 文件。

您需要的内容

• 此设备已安装在机架中，并已连接到您的网络并已启动。

• 已使用 StorageGRID 设备安装程序为主管理节点配置网络链路和 IP 地址。

• 如果要安装主管理节点，则您知道其 IP 地址。

• 如果要安装和配置其他节点，则已部署主管理节点，并且您知道其 IP 地址。

• 对于主管理节点以外的所有节点，已在主管理节点上的网格网络子网列表中定义 StorageGRID 设备安装程
序的 IP 配置页面上列出的所有网格网络子网。

• 您已下载 configure-sga.py 文件该文件包含在安装归档中，您也可以通过单击 StorageGRID 设备安装
程序中的 * 帮助 * > * 设备安装脚本 * 来访问该文件。

此操作步骤 适用于在使用命令行界面方面具有一定经验的高级用户。或者，您也可以使用
StorageGRID 设备安装程序自动执行配置。+"使用StorageGRID 设备安装程序自动配置设备"

步骤

1. 登录到用于运行 Python 脚本的 Linux 计算机。

2. 要获得有关脚本语法的一般帮助以及查看可用参数列表，请输入以下内容：

configure-sga.py --help

。 configure-sga.py 脚本使用五个子命令：

◦ advanced 用于高级StorageGRID 设备交互、包括BMC配置和创建包含设备当前配置的JSON文件

◦ configure 用于配置RAID模式、节点名称和网络参数

◦ install 开始StorageGRID 安装

◦ monitor 用于监控StorageGRID 安装

◦ reboot 用于重新启动设备

如果输入子命令(高级、配置、安装、监控或重新启动)参数、然后输入 --help 选项您将看到另一个帮
助文本、其中提供了有关该子命令+中可用选项的更多详细信息 configure-sga.py subcommand

--help

3. 要确认设备节点的当前配置、请在其中输入以下内容 SGA-install-ip 是设备节点的任一IP地址：+

configure-sga.py configure SGA-INSTALL-IP

结果将显示设备的当前 IP 信息，包括主管理节点的 IP 地址以及有关管理，网格和客户端网络的信息。

Connecting to +https://10.224.2.30:8443+ (Checking version and
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connectivity.)

2021/02/25 16:25:11: Performing GET on /api/versions... Received 200

2021/02/25 16:25:11: Performing GET on /api/v2/system-info... Received

200

2021/02/25 16:25:11: Performing GET on /api/v2/admin-connection...

Received 200

2021/02/25 16:25:11: Performing GET on /api/v2/link-config... Received

200

2021/02/25 16:25:11: Performing GET on /api/v2/networks... Received 200

2021/02/25 16:25:11: Performing GET on /api/v2/system-config... Received

200

  StorageGRID Appliance

    Name:        LAB-SGA-2-30

    Node type:   storage

  StorageGRID primary Admin Node

    IP:        172.16.1.170

    State:     unknown

    Message:   Initializing...

    Version:   Unknown

  Network Link Configuration

    Link Status

          Link      State      Speed (Gbps)

          ----      -----      -----

          1         Up         10

          2         Up         10

          3         Up         10

          4         Up         10

          5         Up         1

          6         Down       N/A

    Link Settings

        Port bond mode:      FIXED

        Link speed:          10GBE

        Grid Network:        ENABLED

            Bonding mode:    active-backup

            VLAN:            novlan

            MAC Addresses:   00:a0:98:59:8e:8a  00:a0:98:59:8e:82

        Admin Network:       ENABLED

            Bonding mode:    no-bond

            MAC Addresses:   00:80:e5:29:70:f4
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        Client Network:      ENABLED

            Bonding mode:    active-backup

            VLAN:            novlan

            MAC Addresses:   00:a0:98:59:8e:89  00:a0:98:59:8e:81

  Grid Network

    CIDR:      172.16.2.30/21 (Static)

    MAC:       00:A0:98:59:8E:8A

    Gateway:   172.16.0.1

    Subnets:   172.17.0.0/21

               172.18.0.0/21

               192.168.0.0/21

    MTU:       1500

  Admin Network

    CIDR:      10.224.2.30/21 (Static)

    MAC:       00:80:E5:29:70:F4

    Gateway:   10.224.0.1

    Subnets:   10.0.0.0/8

               172.19.0.0/16

               172.21.0.0/16

    MTU:       1500

  Client Network

    CIDR:      47.47.2.30/21 (Static)

    MAC:       00:A0:98:59:8E:89

    Gateway:   47.47.0.1

    MTU:       2000

##############################################################

#####   If you are satisfied with this configuration,    #####

##### execute the script with the "install" sub-command. #####

##############################################################

4. 如果需要更改当前配置中的任何值、请使用 configure 用于更新它们的子命令。例如、如果要将设备用于
连接到主管理节点的IP地址更改为 172.16.2.99、输入以下内容：+ configure-sga.py configure

--admin-ip 172.16.2.99 SGA-INSTALL-IP

5. 如果要将设备配置备份到JSON文件、请使用高级和 backup-file 子命令。例如、如果要备份具有IP地址
的设备的配置 SGA-INSTALL-IP 到名为的文件 appliance-SG1000.json、输入以下内容：+

configure-sga.py advanced --backup-file appliance-SG1000.json SGA-INSTALL-IP

包含配置信息的 JSON 文件将写入执行脚本的同一目录。

检查生成的 JSON 文件中的顶级节点名称是否与设备名称匹配。请勿对此文件进行任何更改
，除非您是经验丰富的用户并全面了解 StorageGRID API 。
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6. 如果您对设备配置满意、请使用 install 和 monitor 用于安装设备的子命令：+ configure-sga.py

install --monitor SGA-INSTALL-IP

7. 如果要重新启动设备、请输入以下内容：+ configure-sga.py reboot SGA-INSTALL-IP

自动化配置StorageGRID

部署网格节点后，您可以自动配置 StorageGRID 系统。

您需要的内容

• 您可以从安装归档中了解以下文件的位置。

文件名 Description

configure-storagegrid.py 用于自动配置的 Python 脚本

configure-storagegrid.sample.json 用于脚本的示例配置文件

configure-storagegrid.blank.json 用于脚本的空配置文件

• 您已创建 configure-storagegrid.json 配置文件。要创建此文件、您可以修改示例配置文件
(configure-storagegrid.sample.json)或空白配置文件 (configure-storagegrid.blank.json
）。

关于此任务

您可以使用 configure-storagegrid.py Python脚本和 configure-storagegrid.json 用于自动配
置StorageGRID 系统的配置文件。

您也可以使用网格管理器或安装 API 配置系统。

步骤

1. 登录到用于运行 Python 脚本的 Linux 计算机。

2. 更改为提取安装归档的目录。

例如：+ cd StorageGRID-Webscale-version/platform

其中： platform 为 debs， rpms`或 `vsphere。

3. 运行 Python 脚本并使用您创建的配置文件。

例如：

./configure-storagegrid.py ./configure-storagegrid.json --start-install

完成后

一个恢复包 .zip 文件将在配置过程中生成、并下载到运行安装和配置过程的目录中。您必须备份恢复软件包文
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件，以便在一个或多个网格节点发生故障时恢复 StorageGRID 系统。例如，将其复制到安全的备份网络位置
和安全的云存储位置。

恢复包文件必须受到保护，因为它包含可用于从 StorageGRID 系统获取数据的加密密钥和密码。

如果您指定应生成随机密码、则需要提取 Passwords.txt 归档并查找访问StorageGRID 系统所需的密码。

######################################################################

##### The StorageGRID "recovery package" has been downloaded as: #####

#####           ./sgws-recovery-package-994078-rev1.zip          #####

#####   Safeguard this file as it will be needed in case of a    #####

#####                 StorageGRID node recovery.                 #####

######################################################################

系统会在显示确认消息时安装并配置 StorageGRID 系统。

StorageGRID has been configured and installed.

安装 REST API 概述

StorageGRID 提供了两个用于执行安装任务的 REST API ： StorageGRID 安装 API 和
StorageGRID 设备安装程序 API 。

这两个 API 都使用 Swagger 开源 API 平台来提供 API 文档。Swagger 允许开发人员和非开发人员在用户界面
中与 API 进行交互，以说明 API 如何响应参数和选项。本文档假定您熟悉标准 Web 技术和 JSON （ JavaScript

对象表示法）数据格式。

使用 API 文档网页执行的任何 API 操作均为实时操作。请注意，不要错误地创建，更新或删除配
置数据或其他数据。

每个 REST API 命令都包括 API 的 URL ， HTTP 操作，任何必需或可选的 URL 参数以及预期的 API 响应。

StorageGRID 安装 API

只有在首次配置 StorageGRID 系统时，以及在需要执行主管理节点恢复时， StorageGRID 安装 API 才可用。
可以从网格管理器通过 HTTPS 访问安装 API 。

要访问 API 文档，请转到主管理节点上的安装网页，然后从菜单栏中选择 * 帮助 * > * API 文档 * 。

StorageGRID 安装 API 包括以下部分：

• config —与 API 的产品版本相关的操作。您可以列出该版本支持的产品版本和主要 API 版本。

• * 网格 * - 网格级配置操作。您可以获取和更新网格设置，包括网格详细信息，网格网络子网，网格密码以及
NTP 和 DNS 服务器 IP 地址。

• "Nodes - 节点级别的配置操作 " 。您可以检索网格节点列表，删除网格节点，配置网格节点，查看网格节点
以及重置网格节点的配置。
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• * 配置 * —配置操作。您可以启动配置操作并查看配置操作的状态。

• * 恢复 * —主管理节点恢复操作。您可以重置信息，上传恢复软件包，启动恢复以及查看恢复操作的状态。

• recovery-package —下载恢复软件包的操作。

• * 站点 * —站点级配置操作。您可以创建，查看，删除和修改站点。

StorageGRID 设备安装程序 API

可以从通过HTTPS访问StorageGRID 设备安装程序API Controller_IP:8443。

要访问 API 文档，请转到设备上的 StorageGRID 设备安装程序，然后从菜单栏中选择 * 帮助 * > * API 文档 * 。

StorageGRID 设备安装程序 API 包括以下部分：

• * 克隆 * —用于配置和控制节点克隆的操作。

• * 加密 * —用于管理加密和查看加密状态的操作。

• * 硬件配置 * —用于在连接的硬件上配置系统设置的操作。

• * 安装 * —用于开始设备安装和监控安装状态的操作。

• * 网络连接 * - 与 StorageGRID 设备的网格，管理和客户端网络配置以及设备端口设置相关的操作。

• * 设置 * —用于帮助初始设备安装设置的操作，包括请求获取有关系统的信息并更新主管理节点 IP 。

• 支持—用于重新启动控制器和获取日志的操作。

• * 升级 * —与升级设备固件相关的操作。

• uploadsg —用于上传 StorageGRID 安装文件的操作。

对硬件安装进行故障排除

如果您在安装期间遇到问题，查看与硬件设置和连接问题相关的故障排除信息可能会很有
帮助。

相关信息

"硬件设置似乎挂起"

"对连接问题进行故障排除"

查看设备的启动代码

在为设备接通电源时， BMC 会记录一系列启动代码。您可以在连接到 BMC 管理端口的图
形控制台上查看这些代码。

您需要的内容

• 您知道如何访问 BMC 信息板。

• 如果您要使用基于内核的虚拟机(KVM)、则在部署和使用KVM应用程序方面具有丰富的经验。

• 如果您要使用 LAN 上串行（ Serial Over LAN ，故障转移），则具有使用 IPMI 故障转移控制台应用程序的
经验。
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步骤

1. 选择以下方法之一以查看设备控制器的启动代码，并收集所需的设备。

方法 所需设备

VGA 控制台 • 支持 VGA 的显示器

• VGA 缆线

KVM • KVM应用程序

• RJ-45 缆线

串行端口 • DB-9 串行缆线

• 虚拟串行终端

解决 • 虚拟串行终端

2. 如果您使用的是 VGA 控制台，请执行以下步骤：

a. 将支持 VGA 的显示器连接到设备背面的 VGA 端口。

b. 查看监控器上显示的代码。

3. 如果您使用的是 BMC KVM ，请执行以下步骤：

a. 连接到 BMC 管理端口并登录到 BMC Web 界面。

b. 选择 * 远程控制 * 。

c. 启动 KVM 。

d. 在虚拟监控器上查看代码。

4. 如果您使用的是串行端口和终端，请执行以下步骤：

a. 连接到设备背面的 DB-9 串行端口。

b. 使用设置 115200 8-N-1。

c. 查看通过串行终端打印的代码。

5. 如果您使用的是 SOL ，请执行以下步骤：

a. 使用 BMC IP 地址和登录凭据连接到 IPMI SOL 。

ipmitool -I lanplus -H 10.224.3.91 -U root -P calvin sol activate

b. 查看虚拟串行终端上的代码。

6. 使用下表查找您的设备的代码。

代码 表示

您好 主启动脚本已启动。
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代码 表示

HP 系统正在检查是否需要更新网络接口卡（ Network

Interface Card ， NIC ）固件。

RB 应用固件更新后，系统正在重新启动。

FP 硬件子系统固件更新检查已完成。控制器间通信服务
正在启动。

HC 系统正在检查现有 StorageGRID 安装数据。

好的 StorageGRID 设备正在运行。

HA StorageGRID 正在运行。

相关信息

"访问BMC界面"

查看设备的错误代码

如果在设备启动时发生硬件错误， BMC 将记录一个错误代码。您可以根据需要使用 BMC

界面查看这些错误代码，然后与技术支持联系以解决此问题描述 。

您需要的内容

• 您知道如何访问 BMC 信息板。

步骤

1. 从 BMC 信息板中，选择 * BIOS POST Code* 。

2. 查看为当前代码和先前代码显示的信息。

如果显示以下任一错误代码，请与技术支持联系以解决此问题描述 。

代码 表示

0x0E 未找到微代码

0x0F 未加载微代码

0x50 内存初始化错误。内存类型无效或内存速度不兼容。

0x51 内存初始化错误。SPD 读取失败。

0x52 内存初始化错误。内存大小无效或内存模块不匹配。
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代码 表示

0x53 内存初始化错误。未检测到可用内存。

0x54 未指定的内存初始化错误

0x55 未安装内存

0x56 CPU 类型或速度无效

0x57 CPU 不匹配

0x58 CPU 自检失败或可能出现 CPU 缓存错误

0x59 未找到 CPU 微代码或微代码更新失败

0x5A 内部 CPU 错误

0x5B 重置 PPI 不可用

0x5C PEI 阶段 BMC 自检失败

0xD0 CPU 初始化错误

0xD1 北网桥初始化错误

0xD2 南桥初始化错误

0xD3 某些架构协议不可用

0xd4 PCI 资源分配错误。资源不足。

0xD5 原有选项 ROM 没有空间

0xD6 未找到控制台输出设备

0xD7 未找到控制台输入设备

0xD8 密码无效

0xD9 加载启动选项时出错（ LoadImage 返回错误）

0xDA 启动选项失败（ StartImage 返回错误）
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代码 表示

0xDB 闪存更新失败

0xDC 重置协议不可用

0xDD Dxe 阶段 BMC 自检失败

0xE8 MRC ： err_no_memory

0xE9 MRC ： err_lt_lock

0xEA MRC ： err_DDR_init

0xEB MRC ： ERR_MEM_TEST

0xEC MRC ： err_vendor_specific

0xED MRC ： ERR_DIMM_COMPAT

0xEE MRC ： err_MRC_compatibility

0xEF MRC ： err_MRC_struct

0xF0 MRC ： ERR_SET_VDD

0xF1 MRC ： ERR_IOT_MEM_buffer

0xF2 MRC ： err_rc_internal

0xF MRC ： err_invalid_REG_access

0xf4 MRC ： ERR_SET_MC_FRQ

0xf5 MRC ： err_read_mc_fREQ

0x70 MRC ： err_DIMM_channel

0x74 MRC ： err_smix_check

0xf6 MRC ： err_SMBUS

0xF7 MRC ： ERR_PCU
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代码 表示

0xf8. MRC ： err_NGN

0xf9 MRC ： err_interlef_failure

硬件设置似乎挂起

如果硬件故障或布线错误阻止 StorageGRID 设备完成启动处理，则此设备安装程序可能不
可用。

步骤

1. 查看设备上的 LED 以及 BMC 中显示的启动和错误代码。

2. 如果您需要有关解决问题描述 的帮助，请联系技术支持。

相关信息

"查看设备的启动代码"

"查看设备的错误代码"

对连接问题进行故障排除

如果您在 StorageGRID 设备安装期间遇到连接问题，应执行列出的更正操作步骤。

无法连接到设备

如果无法连接到服务设备，则可能存在网络问题描述 ，或者硬件安装可能未成功完成。

步骤

1. 尝试使用设备的IP地址对设备执行ping操作：+ ping services_appliance_IP

2. 如果 ping 未收到任何响应，请确认您使用的 IP 地址正确无误。

您可以使用网格网络，管理网络或客户端网络上设备的 IP 地址。

3. 如果 IP 地址正确，请检查设备布线， QSFP 或 SFP 收发器以及网络设置。

如果无法解决问题描述 问题，请联系技术支持。

4. 如果 ping 成功，请打开 Web 浏览器。

5. 输入StorageGRID 设备安装程序的URL：+ https://appliances_controller_IP:8443

此时将显示主页页面。

在StorageGRID 设备安装程序运行时重新启动服务设备

在 StorageGRID 设备安装程序运行期间，您可能需要重新启动服务设备。例如，如果安装
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失败，您可能需要重新启动服务设备。

关于此任务

只有在服务设备运行 StorageGRID 设备安装程序时，此操作步骤 才适用。安装完成后，此步骤将不再起作用，
因为 StorageGRID 设备安装程序不再可用。

步骤

1. 从 StorageGRID 设备安装程序的菜单栏中，单击 * 高级 * > * 重新启动控制器 * 。

此时将显示重新启动控制器页面。

2. 在 StorageGRID 设备安装程序中，单击 * 高级 * > * 重新启动控制器 * ，然后选择以下选项之一：

◦ 选择 * 重新启动到 StorageGRID * 以在节点重新加入网格的情况下重新启动控制器。如果您已完成维护
模式下的工作并准备好将节点恢复正常运行，请选择此选项。

◦ 选择 * 重新启动至维护模式 * 以重新启动控制器，同时使节点仍处于维护模式。如果在重新加入网格之
前需要对节点执行其他维护操作、请选择此选
项。

服务设备将重新启动。

维护设备

您可能需要对设备执行维护过程。本节中的过程假定设备已部署为 StorageGRID 系统中的
网关节点或管理节点。

步骤

• "将设备置于维护模式"

• "打开和关闭控制器标识LED"

• "在数据中心中查找控制器"

• "更换服务设备"

• "更换服务设备中的电源"

• "更换服务设备中的风扇"
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• "更换服务设备中的驱动器"

• "更改服务设备的链路配置"

• "更改MTU设置"

• "正在检查DNS服务器配置"

• "在维护模式下监控节点加密"

将设备置于维护模式

在执行特定维护过程之前，您必须将设备置于维护模式。

您需要的内容

• 您必须使用支持的浏览器登录到网格管理器。

• 您必须具有维护或根访问权限。有关详细信息，请参见有关管理 StorageGRID 的说明。

关于此任务

将StorageGRID 设备置于维护模式可能会使此设备无法进行远程访问。

处于维护模式的StorageGRID 设备的密码和主机密钥与该设备运行时的密码和主机密钥保持不
变。

步骤

1. 在网格管理器中、选择*节点*。

2. 从节点页面的树视图中，选择设备存储节点。

3. 选择 * 任务 * 。

4. 选择*维护模式*。

此时将显示确认对话框。
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5. 输入配置密码短语，然后选择 * 确定 * 。

进度条和一系列消息（包括 " 已发送请求 " ， " 正在停止 StorageGRID " 和 " 正在重新启动 " ）表示设备正
在完成进入维护模式的步骤。

设备处于维护模式时，会显示一条确认消息，其中列出了可用于访问 StorageGRID 设备安装程序的 URL 。
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6. 要访问 StorageGRID 设备安装程序，请浏览到显示的任何 URL 。

如果可能，请使用包含设备管理网络端口 IP 地址的 URL 。

访问 https://169.254.0.1:8443 需要直接连接到本地管理端口。

7. 在 StorageGRID 设备安装程序中，确认设备处于维护模式。

8. 执行任何必要的维护任务。

9. 完成维护任务后，退出维护模式并恢复正常节点操作。在 StorageGRID 设备安装程序中，选择 * 高级 * > *

重新启动控制器 * ，然后选择 * 重新启动至 StorageGRID * 。
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设备重新启动并重新加入网格可能需要长达 20 分钟的时间。要确认重新启动已完成且节点已重新加入网格
，请返回网格管理器。"节点"选项卡应显示正常状态  对于设备节点、表示没有处于活动状态的警报、并
且节点已连接到网格。

打开和关闭控制器标识LED

可以打开控制器正面和背面的蓝色标识 LED ，以帮助在数据中心中找到设备。

您需要的内容

您必须具有要标识的控制器的 BMC IP 地址。

步骤

1. 访问控制器 BMC 界面。

2. 选择 * 服务器标识 * 。

3. 选择 * 开 * ，然后选择 * 执行操作 * 。
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结果

控制器正面（如图所示）和背面的蓝色标识 LED 亮起。

如果控制器上安装了挡板，则可能很难看到正面的识别 LED 。

完成后

要关闭控制器识别 LED ，请执行以下操作：

• 按下控制器前面板上的识别 LED 开关。

• 从控制器 BMC 界面中，选择 * 服务器标识 * ，选择 * 关闭 * ，然后选择 * 执行操作 * 。

控制器正面和背面的蓝色标识 LED 熄灭。
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相关信息

"在数据中心中查找控制器"

"访问BMC界面"

在数据中心中查找控制器

找到控制器，以便执行硬件维护或升级。

您需要的内容

• 您已确定哪个控制器需要维护。

（可选）要帮助查找数据中心中的控制器，请打开蓝色的 "Identify" LED 。

"打开和关闭控制器标识LED"

步骤

1. 在数据中心中查找需要维护的控制器。

◦ 查看控制器正面或背面的蓝色标识 LED 是否亮起。

正面识别 LED 位于控制器前挡板后面，如果已安装挡板，可能很难查看。

◦ 检查每个控制器正面附加的标签，以获取匹配的部件号。
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2. 卸下控制器前挡板（如果已安装），以访问前面板控件和指示灯。

3. 可选：如果您使用蓝色标识 LED 来查找控制器，请将其关闭。

◦ 按下控制器前面板上的识别 LED 开关。

◦ 使用控制器 BMC 界面。

"打开和关闭控制器标识LED"

更换服务设备

如果设备运行不正常或出现故障，您可能需要更换设备。

您需要的内容

• 您的更换设备的部件号与要更换的设备相同。

• 您可以通过标签来识别连接到设备的每个缆线。

• 您已在数据中心中找到要更换的设备。请参见 "在数据中心中查找控制器"。

• 设备已置于维护模式。请参见 "将设备置于维护模式"。

关于此任务

更换设备时，无法访问 StorageGRID 节点。如果设备运行正常，您可以在此操作步骤 开始时执行受控关闭。

如果在安装 StorageGRID 软件之前更换设备，则在完成此操作步骤 后，您可能无法立即访问
StorageGRID 设备安装程序。虽然您可以从与设备位于同一子网上的其他主机访问 StorageGRID

设备安装程序，但不能从其他子网上的主机访问它。此情况应在 15 分钟内自行解决（当原始设
备的任何 ARP 缓存条目超时），或者您也可以通过手动从本地路由器或网关清除任何旧的 ARP

缓存条目来立即清除此情况。

步骤

1. 将设备置于维护模式后，关闭设备。

a. 登录到网格节点：

i. 输入以下命令： ssh admin@grid_node_IP

ii. 输入中列出的密码 Passwords.txt 文件

iii. 输入以下命令切换到root： su -

iv. 输入中列出的密码 Passwords.txt 文件

以root用户身份登录后、提示符将从变为 $ to #。

b. 关闭设备：+ shutdown -h now

2. 使用以下两种方法之一验证设备电源是否已关闭：

◦ 设备正面的电源指示灯 LED 熄灭。

◦ BMC 界面的电源控制页面指示设备已关闭。

3. 如果连接到设备的 StorageGRID 网络使用 DHCP 服务器，请更新 DNS/network 和 IP 地址设置。
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a. 找到设备正面的 MAC 地址标签，然后确定管理网络端口的 MAC 地址。

MAC 地址标签列出了 BMC 管理端口的 MAC 地址。

要确定管理网络端口的 MAC 地址，必须在标签上的十六进制数字中添加 * 。 2 例如，如果标签上的
MAC 地址以 *09 结尾，则管理端口的 MAC 地址将以 0B 结尾。如果标签上的 MAC 地址以 * （ y ）
FF* 结尾，则管理端口的 MAC 地址将以 * （ y+1 ） 01* 结尾。您可以通过在 Windows 中打开
Calculator ，将其设置为程序编程模式，选择十六进制，键入 MAC 地址，然后键入 * + 2 =* 来轻松进行
计算。

b. 请网络管理员将您删除的设备的 DNS/network 和 IP 地址与替换设备的 MAC 地址关联起来。

在为替代设备接通电源之前，您必须确保原始设备的所有 IP 地址均已更新。否则，设备
将在启动时获取新的 DHCP IP 地址，并且可能无法重新连接到 StorageGRID 。此步骤将
对连接到设备的所有 StorageGRID 网络执行适用场景 。

如果原始设备使用静态 IP 地址，新设备将自动采用您删除的设备的 IP 地址。

4. 卸下并更换设备：

a. 为缆线贴上标签，然后断开缆线和任何网络收发器的连接。

To prevent degraded performance, do not twist, fold, pinch, or step on the cables.

b. 从机柜或机架中取出故障设备。

c. 将故障设备中的两个电源，八个散热风扇和两个 SSD 传输到更换设备。

按照提供的说明更换这些组件。

d. 将替代设备安装到机柜或机架中。

e. 更换缆线和任何光纤收发器。

f. 打开设备电源并监控设备 LED 和启动代码。

使用 BMC 界面监控启动状态。

5. 确认设备节点显示在网格管理器中且未显示任何警报。

相关信息

"将设备安装到机柜或机架中(SG100和SG1000)"

"查看SG100和SG1000设备上的状态指示灯"

"查看设备的启动代码"

更换服务设备中的电源

此服务设备具有两个电源以实现冗余。如果其中一个电源发生故障，您必须尽快更换，以
确保设备具有冗余电源。
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您需要的内容

• 您已卸载替代电源设备。

• 您已在数据中心找到要更换电源的物理设备。

"在数据中心中查找控制器"

• 您可以确认另一个电源已安装且正在运行。

关于此任务

此图显示了 SG100 的两个电源设备，这些设备可从设备背面访问。

SG1000 的电源相同。

步骤

1. 从电源拔下电源线。

2. 提起凸轮把手。

3. 按下蓝色闩锁并拉出电源。
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4. 将替代电源滑入机箱。

在滑入设备时，请确保蓝色闩锁位于右侧。

5. 向下推凸轮把手以固定电源。

6. 将电源线连接到电源，并确保绿色 LED 亮起。

更换服务设备中的风扇

此服务设备具有八个散热风扇。如果其中一个风扇发生故障，您必须尽快更换，以确保设
备具有适当的散热效果。

您需要的内容

• 您已卸载替代风扇。

• 您已在数据中心找到要更换风扇的物理设备。

"在数据中心中查找控制器"
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• 您已确认其他风扇已安装并正在运行。

• 设备已置于维护模式。

"将设备置于维护模式"

关于此任务

更换风扇时，无法访问设备节点。

图中显示了服务设备的风扇。将顶盖从设备上取下后，即可访问散热风扇。

两个电源设备中的每个设备都包含一个风扇。此操作步骤 不包括这些风扇。

步骤

1. 将设备置于维护模式后，关闭设备。

a. 登录到网格节点：

i. 输入以下命令： ssh admin@grid_node_IP

ii. 输入中列出的密码 Passwords.txt 文件

iii. 输入以下命令切换到root： su -

iv. 输入中列出的密码 Passwords.txt 文件

以root用户身份登录后、提示符将从变为 $ to #。

b. 关闭服务设备：+ shutdown -h now

2. 使用以下两种方法之一验证服务设备的电源是否已关闭：

◦ 设备正面的电源指示灯 LED 熄灭。

◦ BMC 界面的电源控制页面指示设备已关闭。

3. 提起顶盖上的闩锁，然后从设备中卸下此盖板。

4. 找到出现故障的风扇。
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5. 将故障风扇从机箱中提出。

6. 将替代风扇滑入机箱中的打开插槽。

将风扇边缘与导销对中。此销在照片中圈出。

7. 将风扇连接器稳固地按入电路板。
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8. 将顶盖重新放在设备上，然后向下按压闩锁以将盖固定到位。

9. 打开设备电源并监控控制器 LED 和启动代码。

使用 BMC 界面监控启动状态。

10. 确认设备节点显示在网格管理器中且未显示任何警报。

更换服务设备中的驱动器

服务设备中的 SSD 包含 StorageGRID 操作系统。此外，如果将设备配置为管理节点，则
SSD 还包含审核日志，指标和数据库表。驱动器使用 RAID1 进行镜像以实现冗余。如果
其中一个驱动器发生故障，您必须尽快更换它以确保冗余。

您需要的内容

• 您已在数据中心找到要更换驱动器的物理设备。

"在数据中心中查找控制器"

• 您已通过注意到左侧 LED 呈琥珀色闪烁来验证哪个驱动器出现故障。

如果您删除工作正常的驱动器，则会关闭设备节点。请参见有关查看状态指示器的信息以验
证故障。

• 您已获得替代驱动器。

• 您已获得适当的 ESD 保护。

步骤

1. 验证驱动器的左侧 LED 是否呈琥珀色闪烁。

您还可以使用网格管理器监控 SSD 的状态。选择*节点*。然后选择 Appliance Node >*硬件*。如果某个
驱动器发生故障，则存储 RAID 模式字段会显示一条消息，指出哪个驱动器发生故障。

2. 将 ESD 腕带的腕带一端绕在腕带上，并将扣具一端固定到金属接地，以防止静电放电。

3. 拆开备用驱动器的包装，并将其放在设备附近的无静电水平表面上。

节省所有包装材料。

4. 按下故障驱动器上的释放按钮。
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驱动器弹出器上的手柄部分打开，驱动器从插槽中释放。

5. 打开手柄，滑出驱动器，然后将其放在无静电的水平表面上。

6. 在将替代驱动器插入驱动器插槽之前，请按此驱动器上的释放按钮。

闩锁会弹开。

7. 将替代驱动器插入插槽，然后合上驱动器手柄。

合上手柄时，请勿用力过大。

驱动器完全插入后，您会听到卡嗒声。

驱动器会使用工作驱动器中的镜像数据自动重建。您可以使用网格管理器检查重建的状态。选择*节点*。然

后选择 Appliance Node >*硬件*。存储 RAID 模式字段包含一条消息 re构建 ，直到驱动器完全重建为
止。

8. 有关驱动器更换的信息，请联系技术支持。

技术支持将提供有关退回故障驱动器的说明。

更改服务设备的链路配置

您可以更改服务设备的以太网链路配置。您可以更改端口绑定模式，网络绑定模式和链路
速度。

您需要的内容

• 您必须将设备置于维护模式。将StorageGRID 设备置于维护模式可能会使该设备无法进行远程访问。

"将设备置于维护模式"

关于此任务
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用于更改服务设备的以太网链路配置的选项包括：

• 将 * 端口绑定模式 * 从 " 固定 " 更改为 " 聚合 " 或从 " 聚合 " 更改为 " 固定 "

• 将 * 网络绑定模式 * 从主动备份更改为 LACP 或从 LACP 更改为主动备份

• 启用或禁用 VLAN 标记，或者更改 VLAN 标记的值

• 更改链路速度

步骤

1. 从 StorageGRID 设备安装程序中，选择 * 配置网络连接 * > * 链路配置 * 。

2. 对链路配置进行所需的更改。

有关这些选项的详细信息，请参见 "`配置网络链路 " 。`

3. 对所做的选择感到满意后，单击 * 保存 * 。

如果更改了所连接的网络或链路，则可能会断开连接。如果1分钟内未重新连接、请使用分配
给StorageGRID 设备的其他IP地址之一重新输入此设备安装程序的URL：+

https://services_appliance_IP:8443

4. 对设备的 IP 地址进行任何必要的更改。

如果更改了 VLAN 设置，则设备的子网可能已更改。如果需要更改设备的IP地址、请按照说明配置IP地址。

"配置StorageGRID IP地址"

5. 从菜单中选择 * 配置网络连接 * > * Ping 测试 * 。

6. 使用 Ping 测试工具检查与任何网络上的 IP 地址的连接，这些网络可能已受到您在配置设备时所做的链路配
置更改的影响。

除了您选择执行的任何其他测试之外，请确认您可以对主管理节点的网格网络 IP 地址以及至少一个其他节
点的网格网络 IP 地址执行 ping 操作。如有必要，请返回到有关配置网络链路的说明，并更正任何问题。

7. 在您确信链路配置更改正常运行后，请重新启动节点。在 StorageGRID 设备安装程序中，选择 * 高级 * > *

重新启动控制器 * ，然后选择以下选项之一：

◦ 选择 * 重新启动到 StorageGRID * 以在节点重新加入网格的情况下重新启动控制器。如果您已完成维护
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模式下的工作并准备好将节点恢复正常运行，请选择此选项。

◦ 选择 * 重新启动至维护模式 * 以重新启动控制器，同时使节点仍处于维护模式。如果在重新加入网格之
前需要对节点执行其他维护操作、请选择此选
项。

设备重新启动并重新加入网格可能需要长达 20 分钟的时间。要确认重新启动已完成且节点已重新加入网
格，请返回网格管理器。"节点"选项卡应显示正常状态  对于设备节点、表示没有处于活动状态的警
报、并且节点已连接到网格。

更改MTU设置

您可以更改在为设备节点配置 IP 地址时分配的 MTU 设置。

您需要的内容

设备已置于维护模式。

"将设备置于维护模式"

步骤

1. 从 StorageGRID 设备安装程序中，选择 * 配置网络连接 * > * IP 配置 * 。

2. 对网格网络，管理网络和客户端网络的 MTU 设置进行所需的更改。

485



网络的 MTU 值必须与节点所连接的交换机端口上配置的值匹配。否则，可能会发生网络性能
问题或数据包丢失。

为了获得最佳网络性能，应在所有节点的网格网络接口上配置类似的 MTU 值。如果网格网络
在各个节点上的 MTU 设置有明显差异，则会触发 * 网格网络 MTU 不匹配 * 警报。并非所有
网络类型的 MTU 值都相同。

3. 如果对设置感到满意，请选择 * 保存 * 。

4. 重新启动节点。在 StorageGRID 设备安装程序中，选择 * 高级 * > * 重新启动控制器 * ，然后选择以下选项
之一：

◦ 选择 * 重新启动到 StorageGRID * 以在节点重新加入网格的情况下重新启动控制器。如果您已完成维护
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模式下的工作并准备好将节点恢复正常运行，请选择此选项。

◦ 选择 * 重新启动至维护模式 * 以重新启动控制器，同时使节点仍处于维护模式。如果在重新加入网格之
前需要对节点执行其他维护操作、请选择此选
项。

设备重新启动并重新加入网格可能需要长达 20 分钟的时间。要确认重新启动已完成且节点已重新加入网
格，请返回网格管理器。"节点"选项卡应显示正常状态  对于设备节点、表示没有处于活动状态的警
报、并且节点已连接到网格。

相关信息

"管理 StorageGRID"

正在检查DNS服务器配置

您可以检查并临时更改此设备节点当前正在使用的域名系统（ DNS ）服务器。

您需要的内容

设备已置于维护模式。

"将设备置于维护模式"

关于此任务

如果加密设备无法连接到密钥管理服务器（ Key Management Server ， KMS ）或 KMS 集群，则可能需要更改
DNS 服务器设置，因为 KMS 的主机名指定为域名，而不是 IP 地址。对设备的 DNS 设置所做的任何更改都是
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临时的，在退出维护模式时将丢失。要使这些更改永久生效、请在网格管理器中指定DNS服务器(维护>*网络*>*

DNS服务器*)。

• 只有在节点加密的设备中，使用完全限定域名（而不是 IP 地址）为主机名定义 KMS 服务器时，才需要临时
更改 DNS 配置。

• 当节点加密设备使用域名连接到 KMS 时，它必须连接到为网格定义的一个 DNS 服务器。然后，其中一个
DNS 服务器会将域名转换为 IP 地址。

• 如果节点无法访问网格的 DNS 服务器，或者您在节点加密设备节点脱机时更改了网格范围的 DNS 设置，则
节点将无法连接到 KMS 。在解析 DNS 问题描述 之前，无法解密设备上的加密数据。

要解决 DNS 问题描述 阻止 KMS 连接的问题，请在 StorageGRID 设备安装程序中指定一个或多个 DNS 服务器
的 IP 地址。通过这些临时 DNS 设置，设备可以连接到 KMS 并对节点上的数据进行解密。

例如，如果在加密节点脱机时网格的 DNS 服务器发生更改，则该节点将无法在重新联机时访问 KMS ，因为它
仍在使用先前的 DNS 值。在 StorageGRID 设备安装程序中输入新的 DNS 服务器 IP 地址后，可以通过临时
KMS 连接对节点数据进行解密。

步骤

1. 从 StorageGRID 设备安装程序中，选择 * 配置网络连接 * > * DNS 配置 * 。

2. 验证指定的 DNS 服务器是否正确。

3. 如果需要，请更改 DNS 服务器。

对 DNS 设置所做的更改是临时的，当您退出维护模式时，这些更改将丢失。

4. 对临时 DNS 设置感到满意后，请选择 * 保存 * 。

节点使用此页面上指定的 DNS 服务器设置重新连接到 KMS ，从而可以解密节点上的数据。

5. 解密节点数据后，重新启动节点。在 StorageGRID 设备安装程序中，选择 * 高级 * > * 重新启动控制器 * ，
然后选择以下选项之一：

◦ 选择 * 重新启动到 StorageGRID * 以在节点重新加入网格的情况下重新启动控制器。如果您已完成维护
模式下的工作并准备好将节点恢复正常运行，请选择此选项。

◦ 选择 * 重新启动至维护模式 * 以重新启动控制器，同时使节点仍处于维护模式。如果在重新加入网格之
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前需要对节点执行其他维护操作、请选择此选项。

当节点重新启动并重新加入网格时，它将使用网格管理器中列出的系统范围的 DNS 服务
器。重新加入网格后，在设备处于维护模式时，设备将不再使用 StorageGRID 设备安装
程序中指定的临时 DNS 服务器。

设备重新启动并重新加入网格可能需要长达 20 分钟的时间。要确认重新启动已完成且节点已重新加入网
格，请返回网格管理器。"节点"选项卡应显示正常状态  对于设备节点、表示没有处于活动状态的警
报、并且节点已连接到网格。

在维护模式下监控节点加密

如果您在安装期间为设备启用了节点加密，则可以监控每个设备节点的节点加密状态，包
括节点加密状态和密钥管理服务器（ KMS ）详细信息。

您需要的内容

• 必须在安装期间为设备启用节点加密。安装设备后，您无法启用节点加密。

• 设备已置于维护模式。

"将设备置于维护模式"

步骤

1. 从 StorageGRID 设备安装程序中，选择 * 配置硬件 * > * 节点加密 * 。
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节点加密页面包括以下三个部分：

◦ " 加密状态 " 显示设备是启用还是禁用了节点加密。

◦ 密钥管理服务器详细信息显示了有关用于对设备进行加密的 KMS 的信息。您可以展开服务器和客户端
证书部分以查看证书详细信息和状态。

▪ 要解决证书本身的问题，例如续订已过期的证书，请参见管理 StorageGRID 的说明中有关 KMS 的
信息。

▪ 如果连接到 KMS 主机时出现意外问题，请验证域名系统（ DNS ）服务器是否正确以及设备网络连
接是否配置正确。

"正在检查DNS服务器配置"

▪ 如果无法解决证书问题，请联系技术支持。

◦ 清除 KMS 密钥会禁用设备的节点加密，删除设备与为 StorageGRID 站点配置的密钥管理服务器之间的
关联，并删除设备中的所有数据。在将此设备安装到另一个 StorageGRID 系统之前，必须清除 KMS 密
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钥。

"清除密钥管理服务器配置"

清除 KMS 配置将从设备中删除数据，从而使其永远无法访问。此数据不可恢复。

2. 检查完节点加密状态后，重新启动节点。在 StorageGRID 设备安装程序中，选择 * 高级 * > * 重新启动控制
器 * ，然后选择以下选项之一：

◦ 选择 * 重新启动到 StorageGRID * 以在节点重新加入网格的情况下重新启动控制器。如果您已完成维护
模式下的工作并准备好将节点恢复正常运行，请选择此选项。

◦ 选择 * 重新启动至维护模式 * 以重新启动控制器，同时使节点仍处于维护模式。如果在重新加入网格之
前需要对节点执行其他维护操作、请选择此选
项。

设备重新启动并重新加入网格可能需要长达 20 分钟的时间。要确认重新启动已完成且节点已重新加入网
格，请返回网格管理器。"节点"选项卡应显示正常状态  对于设备节点、表示没有处于活动状态的警
报、并且节点已连接到网格。

相关信息

"管理 StorageGRID"
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清除密钥管理服务器配置

清除密钥管理服务器（ KMS ）配置将禁用设备上的节点加密。清除 KMS 配置后，设备上
的数据将被永久删除，并且无法再访问。此数据不可恢复。

您需要的内容

如果需要保留设备上的数据、则必须先执行节点停用操作步骤 、然后再清除KMS配置。

清除 KMS 后，设备上的数据将被永久删除，并且无法再访问。此数据不可恢复。

停用节点以将其包含的任何数据移动到StorageGRID 中的其他节点。请参见有关网格节点停用的恢复和维护说
明。

关于此任务

清除设备 KMS 配置将禁用节点加密，从而删除设备节点与 StorageGRID 站点的 KMS 配置之间的关联。然后，
设备上的数据将被删除，并且设备将保持预安装状态。此过程不能逆转。

必须清除 KMS 配置：

• 在将设备安装到不使用 KMS 或使用其他 KMS 的其他 StorageGRID 系统之前，请先安装此设备。

如果您计划在使用相同 KMS 密钥的 StorageGRID 系统中重新安装设备节点，请勿清除 KMS

配置。

• 在恢复和重新安装 KMS 配置丢失且 KMS 密钥不可恢复的节点之前。

• 在退回您的站点上先前使用的任何设备之前。

• 停用已启用节点加密的设备后。

在清除 KMS 以将其数据移动到 StorageGRID 系统中的其他节点之前，请停用此设备。在停用设
备之前清除 KMS 将导致数据丢失，并可能导致设备无法运行。

步骤

1. 打开浏览器，然后输入设备计算控制器的 IP 地址之一。+ https://Controller_IP:8443

Controller_IP 是三个StorageGRID 网络中任何一个网络上计算控制器(而不是存储控制器)的IP地址。

此时将显示 StorageGRID 设备安装程序主页页面。

2. 选择 * 配置硬件 * > * 节点加密 * 。
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如果清除了 KMS 配置，则设备上的数据将被永久删除。此数据不可恢复。

3. 在窗口底部，选择 * 清除 KMS 密钥和删除数据 * 。

4. 如果确实要清除KMS配置、请键入 clear 并选择*清除KMS密钥和删除数据*。

493



KMS 加密密钥和所有数据将从节点中删除，设备将重新启动。这可能需要长达 20 分钟。

5. 打开浏览器，然后输入设备计算控制器的 IP 地址之一。+ https://Controller_IP:8443

Controller_IP 是三个StorageGRID 网络中任何一个网络上计算控制器(而不是存储控制器)的IP地址。

此时将显示 StorageGRID 设备安装程序主页页面。

6. 选择 * 配置硬件 * > * 节点加密 * 。

7. 验证是否已禁用节点加密，以及是否已从窗口中删除 * 密钥管理服务器详细信息 * 和 * 清除 KMS 密钥和删
除数据 * 控件中的密钥和证书信息。

在将设备重新安装到网格中之前，无法在设备上重新启用节点加密。

完成后

在设备重新启动并确认 KMS 已清除且设备处于预安装状态后，您可以从 StorageGRID 系统中物理删除此设
备。有关准备重新安装设备的信息、请参见恢复和维护说明。

相关信息

"管理 StorageGRID"

"保持并恢复()"
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