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Dashboard

1 Buckets Platform services Groups User
View buckets endpoints View groups View users

View endpoints

Storage usage @ Total objects
6.5 TB of 7.2 TB used 0.7 TB (10.1%) remaining
I B e
objects
Bucket name Space used Number of objects
Bucket-15 969.2 GB 913,425
® Bucket-04 937.2GB 576,806
® Bucket-13 815.2GB 957,389 Tenant details
@ Bucket-06 812.5GB 193,843 - A
Bucket-10 413.9GB SLERSS o 4955 9096 9804 4285 4354
® Bucket-03 403.2GB 981,226
® Bucket-07 362.5GB 420,726
View the instructions for Tenant
® Bucket-05 294.4 GB 785,190 L Manager.
@ 38 other buckets 14TB 3,007,036 Go to documentation o2
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DC1-5G1000-ADM (Admin Node)

Overview Hardware Metwork Storage Load Balancer Events Tasks
1 hour 1 day 1 week 1 month Custom
Load Balancer Request Traffic @ Load Balancer Incoming Request Rate &
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NTP Frequency Offset (ppm) vs Time
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Semvice Load €9 vs Time
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LDR State vs Time
2004=07=09 16:40:23 to 2004=07=09 17:17:11
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DC1-51 (Storage Node)

Overview Hardware Network Storage Objects ILM Events Tasks
1 hour 1 day 1 wesk 1 month Custom
CPU Utilization & Memory Usage €
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Memory Usage ©

100.00% C
2020-05-20 14:08:00

75.00% = Used (%} 44.70%

- Used: 11.30 GB

50.00% = Cached: 6.55GB
= Buffers: 14256 MB

25.00% = Freg: 7.2BGB

( = Total Memory: 25.28 GB

B
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Queries
Average Latency 14.43 milliseconds il g [[
Queries - Successful 15,766 _@:_
Queries - Failed (timed-out) 0 -5
Queries - Failed (consistency level unmet) 0 5



! Reports (Charts): DDS (DC1-S1) - Data Store

- OIMDD HHEMMSS
Attribute: Average Uuery Latency o hd Verfical Scaling: || Stari Dale: (2020/05/20 14:57-46
Quick Query: | Last Hour v | | Update | Raw Data: End Date: ?2020!{}5125} 15:57:46

Average Query Latency (Micros) vs Time
2020-05-20 14:57:46 MDT to 2020-05-20 15:57:46 MDT
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Object Counts
Total Objects 1
Lost Objects 1 o

53 Buckets and Swift Containers 1
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I Overview l\ Alarms Reports

: Configuration

Wain

b
l_i' Overview: SSM (DC1-ADM1) - Resources

Updated: 2018-05-07 18:29.52 MDT

Computational Resources

Semace Restarts: 1 ﬂ
Senvice Runtime: 6 days

Senjice Uptime: 6 days

Service CPU Seconds: 10666 s _
Senice Load 0 266 % i |
Memory

Installed Memory 838 GB k-
Available Memory 23 GB i k]
Processors

Processor Number Vendar Type Cache
1 Genuinelntel Intel(R) Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB
2 Genuinelntel Intel(R) Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB
3 Genuinelntel Intel(R) Xeon(R} CPU E5-2630 0 @ 2.30GHz 15 MiB
4 Genuinelntel Intel(R) Xeon{R) CPU E5-2630 0 @ 2.30GHz 15 MiB
5 Genuinelntel Intel(R}) Xeon(R) CPU E5-2630 0 @ 2 30GHz 15 MiB
6 Genuinelntel Intel(R} Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB
T Genuinelntel Intel{R) Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB
g Genuinelntel Intel(R} Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB
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EERC RS RIBIE) , BBUHER * [RIGHIE * EiEHE,
6. M * REEI * FHIFIRPIEFER SHIAIEER,

PR B E X E R LUEERAS E RIS ESEE.
HiE, BIRFET. BELLowhEE, MREH LR KEEESERE,
7OMREFET BEXEW, BRI B M - SR - BEXERIER.

BN yyyy/MM/DDHH: MM: SS TEASIBY|E], BESELE, HERsISE, HIa0, 2017/4/67 . 30
: 00 BEFsRW, IEME 9 2017 E4H 06 H07: 30: 00,

8. BEEH .

HEREM—TER. BREL/LoHEE, UREFZVIHRKINNESEE. REATKENNEKE,
R ERRIEX AR EHREX RS,

O. MNREATENER. FBABRIFHEFITE . AREERVEITEINIRE. ARREHTEN

XA SRR

XAREUX AT ET NMS IRSZSELEREMHIEE. RIEERSHIIEER, SEK
MR ERIRE . —BAUTHERNREXAIREN—E U LR EXARIRSE

R A iRE
RIS BIRERTE XEERBMEIIFAES:

* Time Received : NMS RS AMEE 4R A E Y431 H HAFBT 8],
* XiEBYE: 1R ERFHELRE 4 EN DM B EAFBTE],
* value : #FABYEINEME,
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Text Results for Services: Load - System Logging

2010-07-18 15:58:35 POT To 2010-07-15 15:58:35 POT

Time Received Sample Time Value
2010-07-19 15:58:09 2010-07-19 15:58:09 0.016 %
2010-07-19 15:56:06 2010-07-19 15:56:06 0.024 %
2010-07-19 15:54:02 2010-07-19 15:54:02 0.033 %
2010-07-19 15:52:00 2010-07-19 15:52:00 0.016 %
2010-07-19 15:49:57 2010-07-19 15:49:57 0.008 %
2010-07-19 15:47.54 2010-07-19 15:47.54 0.024 %
2010-07-19 15:45:50 2010-07-19 15:45:50 0.016 %
2010-07-19 15:43:47 2010-07-19 15:43:47 0.024 %
2010-07-19 15:41:43 2010-07-19 15:41:43 0.032 %
2010-07-19 15:39:40 2010-07-19 15:39:40 0.024 %
2010-07-19 15:37:37 2010-07-19 15:37:37 0.008 %
2010-07-19 15:35:34 2010-07-19 15:35:34 0.016 %
2010-07-19 15:33:31 2010-07-19 15:33:31 0.024 %
2010-07-19 15:31:27 2010-07-19 15:31.27 0.032 %
2010-07-19 15:29:24 2010-07-19 15:29:24 0.032 %
2010-07-19 15:27:21 2010-07-19 15:27:21 0.049 %
2010-07-1915:25:18 2010-07-19 15:25:18 0.024 %
2010-07-1915:21:12 2010-07-19 15:21:12 0.016 %
2010-07-19 15:19:09 2010-07-18 15:19:09 0.008 %
2010-07-1915:17.07 2010-07-19 15:17.07 0.016 %

RBEXTIRE
RAXAHRE R THIBLLRIG A RS R THREER (BEN—RF) . S 1FBEHEH NMS IRSE—FRAY

EW#@%’FE‘I&E (BHENRS) CEE—ITRETHNER, HPESMRERENTYE, RAENRN

BINFEHZETUTER:

* BAEE: NMS RSRE (&) —HENEMHENREAM B HAMBTEL,
* Average value : EMEETRSHNEERANTIYE,

* B/ME: BANERANRIVE,

* BRAE: BEREERNNEKXE,
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EEEMXAIRE

Text Results for Attribute Send to Relay Rate

2010-07-11 16:02:48 POT To 2010-07-15 16:02:458 POT

Aggregate Time
2010-07-19 15:59:52

2010-0¥-19 15:53:52
2010-07-19 15:49:52
2010-07-19 15:43:52
2010-07-19 15:39:52
2010-07-19 15:33:52
2010-07¥-19 15:29:52
2010-07-19 15:23:52
2010-07-19 15:17:52
2010-07¥-19 15:13:52

Average Value
0271072196 Messages/s
(.275585378 Messages/s
0.279315709 Messages/s

0.28181323 Messages/s
0.284233141 Messagesis
0.325752083 Messages/s
0.278531507 Messages/s
0.281437642 Messagesis
0.261563307 Messages/s
0.265159147 Messages/s

Minimum Yalue Maximum Value
(.266649743 Messages/s 0.2748533464 Messages/s
(266562352 Messages/s 0.2833302736 Messages/s
0233318712 Messagesis 0.333313579 Messages/s
0.241651024 Messages/s 0.3748976601 Messages/s
0249932001 Messages/s 0.324971987 Messages/s
[ 266641993 Messages/s 0.358306197 Messages/s
0.274934766 Messages/s 0.2833320999 Messages/s
0274931961 Messagesis 0.281577735 Messages/s
(.258318006 Messages/s 0.266655787 Messages/s
(.2583185587 Messages/s 026663986 Messages/s

XAREUXATRET NMS REBLBNEEHIEE. EATUREMIER OIS, W
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BTG REBRTEENRER, RIAERT, RExANEd—FRRERENREXERS,

REXERTRSEEFREREERXH, BEBXAERRIRS S TFTRAIRS.
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fEMIN YYYY/MM/DDHH : MM: SS TEZASHIBY 8], BS5EILE, HIFERFISE, HIa0, 2017/4/67 . 30
: 00 BojFsR, IEMRT N 2017 E4 B 06 H07: 30: 00,

8. BEEH*,

HERER— XAk S, 1asat|j)'LﬁfﬂFEj‘lEﬂ, MR HIR KRB ESEE, RIBNEIREREEK
E, BERRIBXAREUREXSIRE

0. NREFTENRE. BFERPIHIHEZFHTEN . AREBERLEZITEINIRE. ARREHTEN

SFHXAIRE
SN AR ST — MR S8k, EUCE UM S HIEUE,
XFIAES

R, AISESINBIEREFXR (FIMBFRE) B, HATHH StorageGRID RAHIIELE.
S5

1. R > TR RGN

2. QIERAIRE

3. Bk S e

Overview Alarms | Reports \| Configuration

Charts Text

!‘l_y Reports (Text): SSM (170-176) - Events

: YYYY/MMDD HH:MM:SS
Attribute: |Attr|bute Send to Relay Rate V| Results Per Page: - Start Date: | 2010/07/19 08:42-09 |
Quick Query: |Cu5tom Query V| [ Update l Raw Data: End Date: |zn1nm?;20 08:42:09 |

Text Results for Attribute Send to Relay Rate
2010-07-19 08:42:05 PDT To 2010-07-20 08:42:09 POT

1-50f254 i
Time Received sample Time Value
2010-07-20 02:40:46  2010-07-20 08:40:46  0.274981485 Messages/s
2010-07-20 02:38:46  2010-07-20 08:38:46 0.274029 Messages/s
2010-07-20 0836°46  2010-07-20 08:36:46 0283317543 Messagess
2010-07-20 083446 2010-07-20 08:34:46 0274982493 Messages/s
2010-07-20 083246 2010-07-20 08:32:46 0291646426 Messages/s

2345 » Next

LR T ASEXAREED, ERERTIHRS

15



Grid ID: 000000

OID:2.16.124.113590.2.1.400019.1.1.1.1.16996732.200

Node Path 5ite/170-176/SSM/Events

Attribute: Attribute Send to Relay Rate (ABSR)

Query Start Date: 2010-07-19 08:42:09 PDT

Query End Date: 2010-07-20 08:42:09 PDT

Time Recerved, Time Received (Epoch), Sample Time, Sample Time (Epoch), Value Type

2010-07-20 08:40-46,1279640446559000,2010-07-20 08:40-46,1279640446537209,0.274981485 Messages/s,U
2010-07-20 08:3846,1279640326561000,2010-07-20 08:38:46,1279640326529124 0274989 Messages's, U
2010-07-20 08:36:46,1279640206556000,2010-07-20 08:36:46,1279640206524330,0.283317543 Messages/s,U
2010-07-20 08:34:46,1279640086540000,2010-07-20 08:34:46,1279640086517645,0.274982493 Messages/s,U
2010-07-20 08:32:46,1279639966543000,2010-07-20 08:32:46,1279639966510022,0.291646426 Messages's,U
2010-07-20 08:3046,1279639846561000,2010-07-20 083046,1279639846501672,0.308315369 Messages/s,U
2010-07-20 08:2846,1279639726527000,2010-07-20 08:28:46,1279639726494673.0.291657509 Messages/s,U
2010-07-20 08:2646,1279639606526000,2010-07-20 08:26:46.1279639606490890.0.266627739 Messages/s,U
2010-07-20 08:24:46,1279639486495000,2010-07-20 08:24:46,1279639486473368,0.258318523 Messages/s,U
2010-07-20 08:2246,1279639366480000,2010-07-20 08:22:46,1279639366466497.0.274985902 Messages/s,U
2010-07-20 08:20-46,1279639246469000,2010-07-20 08:20-46,1279639246460346,0 283253871 Messages/s U
2010-07-20 08:18:46,1279639126469000,2010-07-20 08:18:46,1279639126426669,0.274982804 Messages/s,U
2010-07-20 08:16:46,1279639006437000,2010-07-20 08:16:46,1279639006419168,0.283315503 Messages/s,U

4. EEAEHSEXTREEOANARS,.
WAE, FJLORIEEIERNAR] B FRARE 6 =75 53X,

miFPUTHIGET $8E

,E.%QTL,L”"? TIRERERVIERE, HIIINREFENNER, UEBREREFEH—TRAENE

KXFULES

EimiE PUT M GET %88, ERILIEERM TIFULEERFIR S3tester WATERFIETT S3 Al Swift a5 <, fERAXLE
AR LRI T StorageGRID SMEREIR (1403 A im M FAFE e IRl S S ER AR (E)2R) T {&iEaE.

X PUT #1 GET #2EHITIIRRY, IEERLITEN

* EASEEHNEMERHTRBERITRK.
* XL R AT AR IS T TIR R,

HIZAERIE RIS REITREIREFIRN S8, FIi0, ZHE S3 GET TR IENE, BRIUEE
SGET HiZHERHIEIREE, EIRAI T A T RIENEZE S PIXEIt B E 14

°*S3: delete, get, head, Metadata updated , post, PUT
° *Swift* . delete, get, head, put

EDERN, BEEREIFRAFBITIREIURAIUERNEELE, EHEERENMHHIERER, U
EHEFR REREBERERES,

* &B]LAMGItHub: https://github.com/s3tester F&S3tester
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EEWIEZEFSNEMAFHETR, MUREERIBMITLRRIZAINREERSFERTEIZA,
R&IE, StorageGRID RAZ BRI ZIHBMEFMERSHMUENBI ST REIE, EaRIE
SRR R FE RPN R _EIETT.

() NRRSEVNTEEEHBENRINR, NLKE * RVSFHRNRINR * SR,

* BRI LA RIRIDIE . UEEREMIGIEN REERSFERERZIER).
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BINR. EAIUNEFET RNEBHBIXREFEEITRIARIE. UEREFHEREESHFETEMR
Ao RERDBIIRAIEREAEFERBFENREER,

BEEEREMAIAWIENER. FINKRBFHRE. EIUEEFHE T RN RE, SNIZEHREEANR
SHEPIFHERRLAF. UBERLXERE,

p
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2.
3.

R FETR > WR
BHOBEIIFER. BHRITUTEE:

BEOEE RN REIERIE, BFEERIEN D FEML,
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WVerification

Status Mo Errors &
Rate Setting Adaptive &
Percent Complete 0.00% &
Average Stat Time 0.00 microseconds &
Objects Verified 0 &
Object Verification Rate 0.00 ohjects / second &
Data Verified 0 bytes &
Data Verification Rate 0.00 bytes / second &
Missing Objects 0 &
Corrupt Objects 0 &
Corrupt Objects Unidentified 0

Quarantined Objects 0 &

()  sERRE RENEIESREHXE,
- EREEREDNS BRI, BEEEETA_> LM AEEEERERIERRHREL.

Erasure Coding Verification

Status Idle

Next Scheduled 2019-03-01 14:20:29 MST
Fragments Verified 0

Data Verified 0 bytes

Corrupt Copies 0

Corrupt Fragments 0

EEEEE @

Missing Fragments [

()  eEspR RS RS,

EESES)
"IIEI R TR E"

ot

ERI LA ERR T RN RIS, eFENREIERE RS HERSHBHFHTEIERY
BENEH. MEEESTETHRE— A%FF?‘%E\%ET WE P SEiE LS ES - EFS
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Overview | Alarms | Reports | Coafiguration

Charts Text

.‘—w Reports (Text): SSM (170-41) - Events

SO0 HHMES

atiroute. [Last Event | esuspecpage [20 *| | siartvate [2009704/15 151953
Quick Query: [Last 5 Minutes >|  _Update | RawDat: 5 End Date: [2009/04/15 15:24:53
Text Results for Last Event

2009-04-15 15 19:53 POT To 2009-04-15 152453 POT

2008-04-15 15:24:22 2003-04-15 15:24:22
2008-04-15 1522411 2008-04-15 1522339
EES
" RERAIRS"
IEEEESEMFIT
BRRGEME. BOLUBEHFTERERNT.
ERBHNE

* TR TERRIHIN SRS R BN SRS,
* (SR ARE RN A R AR,

S

1R > R > B

2. BRERRTHATOREAEL,

3. pEBEEMFITHC
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1-2or2 i

Value
hde tazk_no_data_inir status=0a51
{ DriveReady SeekComplele Ermor}

hdc task_no_data_intr: status=0x51
| DriveReady SeakComplete Ermor ]



Events ©

Last Event No Events

Description

Abnormal Software Events
Account Service Events
Cassandra Heap Out Of Memory Errors
Cassandra unhandled exceptions
Chunk Service Events

Custom Events

Data-Mover Service Events

File System Errors

Forced Termination Events

Hotfix Installation Failure Events
I/O Errors

IDE Errors

Identity Service Events

Kernel Errors

Kernel Memory Allocation Failure
Keystone Service Events
Network Receive Errors

Network Transmit Errors

Node Errors

Out Of Memory Errors
Replicated State Machine Service Events
SCSI Errors

Stat Service Events

Storage Hardware Events

System Time Events

Count

ol o 6 0o @ oo ool o0 0o 0 o0 6 o ol o
EEEEEEEEEEEEEGEEEEEGEEEEEEE

Reset event counts ($
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Eﬁﬁiﬁ(%ﬁ% ldt__I-Lj\EEE/TlEl,%gIJ%JL IL;\HER%EE,JFEEW*Z) T*FL*EE, %Elf*nl-ﬂ:%
RANNAREH. BEXEHIATRERZBTHEHENRLERR (HMBENZLLS
HFEHRIE) o

KFIES
BERBREEXSFHUSREESEHMNEE,. UTEEFETERTEEXE M.
* QIEBEXEMNE, RAGBIEESRRERR. B TR>METR_>S THE LEEFREEE
XEAHNERITHE,

c BETHHXBFEEBEXEHN /var/log/messages B /var/log/syslog Xff. XEXHHIHEL
WA

° HRIZER
° HFIPHIZ AP EREEIRS T ERSERK
¥ *BHIEFAESE /var/log/messages B /var/log/syslog BRIEXHHE LIRER, TNRFILADXL:
X%,
SIE
1. EF B E > ST > F 4
2. BEREY. @ (FEN Q) URXFRE—NED o
3 MANBENXEHFRSH, 590 shutdown

Events
Updated: 2016-03-24 15:18:20 PDT

Custom Events (1-10af1) f
¥fs intemal efrar f 0 @@
ishumown .4 '3‘@@

Sht}w! 10 vi Records Per Page Refresh j
Apply Changes *

4. BE - MAENR .
S IR, AR EERRT R_> R
6. EEHRPIRIIBEXEHRE, FiE T8 BHE.

NSRRI, NESEENBT R ERLREEERENEEXSE M
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MRABEEBEXEFAITERES, WAIERSZIF5 R RIS TH,
ETFUAES
EEHABLSE T I EHERELR. AR, BAERN, REEAHT-RERSNT SERREZER.
1. RS> TR TR

2. J%4% GRID NODE > * SSM* > * E *>* & *>* £ *,

3. EEREENEMSN * EE © S%IE

Overview Alarms Reports | Configuration '||‘

Main Alarms

Configuration: SSM (DC2-ADM1) - Events

Updated: 2018-04-11 10:25:44 MDT

Description Count Reset
Abnormal Software Events 0 [
Account Service Events 0 N
Cassandra Errors 0 [
Cassandra Heap Out Of Memory Errors 0 N
Custom Ewvents 0 v
File System Errors 0 [
Forced Termination Events 0 N

I i o e e T T o WP L

4 BENAENR

EEWILHE

aafleﬁ,%\_lﬁﬁﬂb,axﬁtz%im?ﬁ@ StorageGRID A% iFMIR(E, ErJLUEREZBEXT R
1T EEHEBRFH I M RES

TERFEETITHAE, FiE StorageGRID RRSHALELEMBFIZLHE, G TFIR:

RGHIHESERAGEAE, MRTRRES, RYSCENES SRS EOIRIFREX.

* WRFMEHIZHEES StorageGRID FXRIEFHEMEEREX, SENKREENLER, METRIMNETR
A9 4a AR B

* 3 S3 5 Swift FF RN ARFBEREE, BRINRNRE, RARCREFARESHZHS.
* EEEZHRSRARBRIERIEEAPI,

BNEETRBIFFELHEEEEEXEX AP, ERAZEEEEHINM (auditlog) MKEITLREREBIEFRZ
EIL:\O
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"&IE StorageGRID"

&R B S XXM R Gt ekdE
1ERT LIPS IR0 T StorageGRID RAMBEXHHIRSHIE (SERENE .

ERENAR
* BRAE RSN R E RIS E RS,
* BUIEBREN AR,
* BUTAARERIEEIE.

KFXPER

& 0] AE A AR E IR 28 MAERIPAS TS WS IEE BT B ERRY B EXX . RALUIRFECELIRE. SRS UREF)INTE
tar.gz X, AER THEAITENL.

MTFNAEFASEXHAREIFEAR. A THIHAEXHENBIRERUNELDEE1 GBI AZIE,

p
12> TR>HES

Logs

Collect log files from selected grid nodes for the given time range. Download the archive package after all logs are ready.

& a T StorageGRID Webscale Deployment
A A [ Data Center 1 ot
© I” pc1-ADMA
A I” DC1-ARCH Log End Time 2018-04-18 o
@ I” pc1-G1 v
@1 pe1st Notes
@ I” pci-s2
© I” pc1-s3
@ A [ Data Center 2
© I” pca-ADMA
© I pca-s1
© I” pca-s2
@ I” pcz-s3
# [ Data Center 3
© " pca-st
© I” bca-s2
© " pcasa

N
Log Start Time 2018-04-18 01
~

< e

MDT

< e

Provisioning
Passphrase

)
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ERILEAXEFRREEE XIERERE B S X HHEENRASFHES. ERERERNER A4S
info.txt UMAXBEXHRENHEHMER. o info.txt XHHREEEEXHIFEEF,
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Logs

Collect log files from selected grid nodes for the given time range. Download the archive package after all logs are ready.

Log collection is in progress

Last Collected

Log Start Time 2017-05-17 05:01:00 PDT
Log End Time 2017-05-18 09:01:00 PDT
Notes Issues began approximately 7am on

the 1Tth, then multiple alarms
!propagated throughout the grid.

s

Collecting logs: 10 of 13 nodes remaining

Name ¥  Status I
DC1-ADMA CDmpI&te
/"Emor: No route to host - connect(2] for \
DETGT \"10.96.104 212" port 22 ( ?H-/’I
0C1-31 Cellecting
DCc1-s2 Collecting
LC1-33 Collecting
DC2-81 Collecting
0C2-52 Collecting
DC2-83 Collecting

ERILUfER BSTERES TR T RN ESXHFREHE,
MREREBXBSANHRER, BRRBERERERIRD T RIIEE,
7. BEXfrETRE. BETES

tar .9z X eSS BENFEMET R FRFE BEX . A tfar.gz XHH, BTHETRE
BEXH)IE,

e
MRFE, BALHEEREHR THEEXHFEE,

gE. EHaTLBE MR UM A SR HRREETE. TRBEREXHN, RasBMERHaE)
E Ic,\j(ﬁ:')ﬂﬁ'@o
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2. 3% KX P& Y AutoSupport * .
StorageGRID Zid [ AT FAIX AutoSupport JHE., INRZEHAMIN, NESEH * &R * EmME L8 * &5

LER - REMINEYE * B, MRHMAE, *RmFER* BREMA "KW ", StorageGRID F=BE
i#& 3% AutoSupport JHE.

@ RIXFE Pt & B AutoSupport SHES, 1BTE 1 2#ERIFT %2889 AutoSupport Ta@E LLij
BRER,

P
"NEIRERE R T IRS SR E (R %)

E&EMBHTMA

W S HEIMY, fERILLGRA X StorageGRID RATERIFMES, SIFhS, MK
=, IRSNAH. ARZHRBERT, REEXEPRBENSKAFEGEN, BA1FEN
[R] AR FRF M
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Metrics

Access charts and metrics to help troubleshoot issues.

© The tools available on this page are intended for use by technical support. Some features and menu items within these tools are

intentionally non-functional.

Prometheus

Prometheus is an open-source toolkit for collecting metrics. The Prometheus interface allows you to query the current values of metrics

and to view charts of the values over time.

Access the Prometheus Ul using the link below. You must be signed in to the Grid Manager.

« hitps:if /metrics/graph

Grafana

Grafana is open-source software for metrics visualization. The Grafana interface provides pre-constructed dashboards that contain

graphs of impartant metric values over time.

Access the Grafana dashboards using the links below. You must be signad in o the Grid Manager.

ADE

Account Service Overview
Alertmanager

Audit Overview

Cassandra Cluster Overview
Cassandra Network Overview
Cassandra Node Overview
Cloud Storage Pool Overview
EC - ADE

EC - Chunk Service

Grid

ILM

Identity Service Overview

Ingests

Node

Node (Intermnal Use)

Platform Services Commits
Platform Services Overview
Platform Services Processing
Replicated Read Path Overview
53 - Node

53 Overview

Site

Support

Traces

Traffic Classification Policy
Usage Processing

Virtual Memaory (vmstat)

2. BEE1f StorageGRID 1EF HFIEHE AR HERETR., 158 E Prometheus 285 HRYHEE,

LB 2R Prometheus R, ZEr] AR EXI I AR StorageGRID $ETH1TE, FHiaHI—ELRT(E]

KK StorageGRID $E1RE,
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O Enable query history

Execute - insert metric at cursor - v

Graph = Console

Element Value

no data

Add Graph

@ BV EE private BITETRXERERER, 7£ StorageGRID liAsZ BRI RES R EFH, BR
STkl

Remove Graph

Eifin 8 & —EEB]A StorageGRID 1ETEINFIIIRE EMR, 1R T Grafana Ef72 IR,

B B RIEE EER Grafana R,
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Network Traffic
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c SYIEE Y FTBEENEEETEER.

C AR M EEMEBUHIERTEES

QN0 NS MERAEBHIEREE.

RS SHaEIRT X, AIREHARTMISEFERERNS, Fla, BMERMEAERER, ZEHOEHAIgESsE
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T

1. > T RS> 2

LB 2R "Diagnostics " T, HAFIH TS MZEMCENSE R, TIURFIP, FIEIZEnItFIESRK

880

Diagnostics
This page performs a set of diagnostic checks on the current state of the grid. A diagnostic check can have one of three statuses
# Normal: All values are within the normal range.
Attention: One or more of the values are outside of the normal range.
@ Caution: One or more of the values are significantly outside of the nermal range.

Diagnostic statuses are independent of current alerts and might not indicate operational issues with the grid. For example, a diagnostic check might
show Caution status even if no alart has been triggered.

# Cassandra blocked task queue too large v
# Cassandra commit log latency v
¢ Cassandra commit log queue depth v
v Cassandra compaction queue too large v

2. ETRAXBESHIFAGS, BRETHPNEERME.
LB R BB XIS R E SRS RAVFAES. BT TFAER:

o FRE L MIZETRERTRE: EE, ARSIV

o *INMEEIR * . MRATIZH, WABTERBIRSER Prometheus iAo  (FFIEFREIZERERER
Prometheus %% A= )

R MRARTLE, UNEIRRERSRAROEX N, GRS R,
() eresmzeRE

crREE ;LIL7_|_IE/|\ StorageGRID Z2AHIZHTRIIKSHENR. FLRFIF, ER7T StorageGRID
AEPEITRNHE CPUMABX, FETRENRTERNERHRE, EISHNBERSHESR.
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«" _CPU utilization

Checks the current CPU utilization on each node.

To view charts of CPU utilization and other per-node metrics, access the Node Grafana dashboard

Status +" Normal
Prometheus sum by (instance) (sum by (instance, mode) (irate(node_cpu_seconds_total{mode!="idle"}[5m]})) / count by
query (instance, mode)(node_cpu_seconds_total{mode!="idle"})})

View in Promatheus (8

Thresholds Attention »=T75%
© Caution >=95%

Instance I CPU Utilization 1T

Status ~

o DC1-ADM1 2.558%
v DC1-ARC1 0:937%
4 DC1-G1 2.119%

DC1-51 8.708%
g DC1-52 8.142%
v DC1-53 9.669%
4 DC2-ADM1 2515%
o DC2-ARC1 1.152%
o Dc2-51 5.204%
v DCc2-82 5.000%
o DC2-53 10.469%

3. *ENk * . BEEFSIIZHKEXM Grafana BXR, 23 * Grafana dashboard* %1%,
FHIEFRE L MER BRIt 5E

LEETF 2 RAAKAY Grafana 58, FELRAIH, RETTRERSR, EFERTIT R CPU FAZXKKE

BYBIZE L AR L5 BV ELAt Grafana El#.

(D) meTsn s> TR > RENGrafanail s HIA TR Grafanafs SR,
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2 Node -
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0910

CPU utilization
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Memory Usage

09:16
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Context Switches

4. * ok * . BEEF KGN Prometheus REARER, 1HE T * £ Prometheus* H&EE,
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Prometheus

0O Enable query history

I*surn by {instance} (sum by (instance, mode) (irate(node_cpu_seconds_total{mode!="idle"}[5m])) / count by (instance, mode) s RE;D.J{‘GH:ME

Execute - insert metric at cursor - *

Graph  Cansole

Total time series: 13

- 1h L “ Until » Res. (s) O stacked

(1 mu ||"!!£lﬂl’1ﬂ I"Fﬂgl“! ﬂ =‘ -'}-

I
‘""' "*"*‘" 'l h'n li h-‘lhum t b i‘”*
| “ ”l Il " | ' if i

Remove Graph

Add Graph

e
BRI

"= A Prometheus 155"

BIZBENX miEN AiER
FEFT LIRS EIE AP 2{119 StorageGRID HEHRAITER B S M PR AIAS SR,

MREITMIE BRI B TUE LR ERAVIEIR, HEEN StorageGRID BIEZBEEXESR, MWATLUERN
METE AP| Zif) StorageGRID 15#F.

AR L AR IT TR (5140 Grafana ) 3518] Prometheus f5t%. EASMBT AR, BFE LEFHE

REBEEFImIES, LUfF StorageGRID REBIIZ T A#HITEMINIEMURRE SN, BEINEXEE
StorageGRID i BE,
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BEEEIEITAPHRIE. BIERI AR RYIR, B EIMAR EIE R EEF B> APISTAE>"151T",

metrics Cperations on metrics

GET /grid/metric-labels/{label}/values Lists the values for a metric label

GET /grid/metric-names Lists all available metric names

GET /grid/metric-query Performs an instant metric query at a single point in time

GET /grid/metric-query-range Performs a metric query over a range of time

FIEEAFAN BOFSEE B E X BENBRERF.

HEXES
"&IE StorageGRID"
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