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Dashboard
Dashboard
Health @ Available Storage @
Data Center 1
Mo current alerts. All grid nodes are connected. Overall = I
Used
Information Lifecycle Management (ILM) @ .
Data Center 2
Awaiting - Client 0 objects v
Awaiting - Evaluation Rate 0 objects / second
Scan Period - Estimated 0 seconds 2 9 TB
Protocol Operations @ Data Center 3 H
|
Free

S3rate 0 operations/second

Swift rate 0 operations / second
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# Data Center 1
« DC1-ADM1
« DC1-ARC1
v DC1-G1

Netwark Storage Objects ILM Load Balancer

1 hour 1 day 1 week 1 month Custom

« DC1-81 Network Traffic @
v DC1-52

« DC1-53

6.0 Mbps

5.0 Mbps
~ Data Center 2

v DC2-ADM1 somops |
v DC2-51

v 0C2-32

v DC2-53 2.0 Mbps

3.0 Mbps

16:20 16:30 16:40 16:50 17:00 17:10
# Data Center 3 == Received == Semt
v DC3-51
v DC3-52
v DC3-53
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DC1-51 (Storage Node)

Overview Hardware Metwork Storage Ohbjects
Node Information ©
Name DC1-51
Type Storage Node
1D SbfaThd4-a68d-467e-b866-hfelSabcthat
Connection State + Connectaed

Software Version 11.4.0 (build 20200325 0051.26%9ac93)
IP Addresses 10.96.101.111  Show more w
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DC1-ADMT (Admin Node)

Overview

Hardware Metwark Storage Load Balancer Evenis Tasks
Node Information &
Name DC1-ADMA
Type Admin Node
1D

T11bTbSb-8d24-4d9f-877a-be3falac2Ted

Connection State + Connectad

Software Version 11.4.0 (build 20200515.2346.8edchbf)
HA Groups

Fabric Pools, Master -
IP Addresses

192.168.2.208, 1[3.22-1.2.2{}'8, 47 472208, 47.47 4219 Show maore
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Alerts @

Name Severity € Time triggered | Current values

Low installed node memory

Critical 16 hours ago Total RAM size: 8.37 GB
The amount of installed memary on a node is low. @ Critica g
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DC1-51 (Storage Node)

Overview Hardware Network Storage Objects ILM Evants Tasks
1 hour 1 day 1 week 1 month Custom
CPU Utilization & Memary Usage @
0% 100.00%
3%
= 75.00%
0%
50.00%
15%
e e
0%
13:50 14:00 1410 14:20 14:30 14:40 1350 14:00 1410 14:20 14:30 14:40
== |tilization (%) = |Jsed (%)
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Memory Usage ©

100.00%
2020-05-20 14:08:00
75.00% = zad (%) 44.70%
Used: 11.30 GB
50.00% = Cached: 6.55GB
- Buffers: 14256 MB
25 00% = Frog: 7.2BGB
= Total Memory: 2528 GB
B
1350 1400 1410 14:20 1430 14:4]
== {[ged (%)

IRTNRBRETR, NLERREZEE—1EH7, HREa8EXEBGMNIFAER.
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DC1-51-226 (Storage Node)

Cverview Hardware Metwark Storage Cbjects (LM Events
1 hour 1 day 1 week 1 month 1 year Custom
Network Traffic
100 Mbps
20 Mbps = !
VIO |'| | : || ||
&0 Mbps Ve | | .'| M | b — | i [| |
O O e R e T . /A
40 Mbps '| I'—-- | I | e —| ! I] [ 1 |___! = |
J N 1l | = | | .
20 Mbps | | ] L | r
0 bp=
13:30 13:40 13:50 14:00 1410 14:20
== Received Sent

Metwork Interfaces

Name Hardware Address Speed Duplex Auto Negotiate Link Status
ethl 00:50:56:A8.2A.75 10 Gigabit Full Off Up

Network Communication

Receive
Interface  Data Packets Errors Dropped Frame Overruns  Frames
ethl 738858 GB HY 904587345 FJ 0 E§ 14340 0 o T
Transmit
Interface  Data Packets Errors Dropped  Collisions  Carrier
eth0 677555 GB [ 465715998 H 0 5 0 Mo 0 5 |
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DC1-5N1-99-88 (Storage Node)

Civerview Hardware Network Storage Objects ILM Events Tasks
1 hour 1 day 1 week 1 month Custom
Storage Used - Object Data Storage Used - Object Metadata
100.00% 100.00%
75.00% 75.00%
50.00% 8 . . ; 50.00%
25.00% 25.00%
0% 0%
1610 16:20 16:30 16:40 16:50 17:00 16:10 16:20 16:30 16:40 16:50 17:00
== Used (%) = Used (%)
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Disk Devices

Mame World Wide Name /O Load Read Rate Write Rate
croot{8:1,sdal) NIA 0.03% 0 bytes/s 3 KB/s
cvloc(8:2 sda2) NIA 0.85% 0 bytes/s 58 KBls
5dc(8:16,sdb) N/A 0.00% 0 bytes/s 81 bytes/s
5dd(8:32,sdc) MNIA 0.00% 0 bytesis 82 bytes/s
sde(8:48,5dd) NIA 0.00% 0 bytes/s 82 bytesls
Volumes

Mount Point Device Status Size Available Write Cache Status

/ croot COnline 21.00 GB 14.90 GB g | Unknown

Marflocal cvloc Online 85.86 GB 8410 GB 3 | Unknown
ivarflocallrangedb/ sdc Online 107.32 GB 107.18 GB 9  Enabled
ivarllocalirangedb/1 sdd Online 107.32 GB 107.18 GB H5 Enabled
ivarflocalirangedb/2 sde Online 107.32 GB 107.15 GB T  Enabled

Object Stores

1D Size Available Replicated Data EC Data Object Data (%) Health

i1} 10732 GB 96.45 GB 25080 KB T8 | 0 bytes B 0.00% Mo Emrors

0001 107.32 GB 107.18 GB B 0bytes o9 | 0 bytes £ 0.00% No Ermors

0002 10732 GB 107.18 GB B 0 bytes 9 | 0 bytes ] 0.00% No Errors
BXER

BRI
RS M R R

U M R R TR R

EEEHATE

SHETNFAERTRREARASERNEES L. 2ENSHIREFER.
BB RRATE TS MBI

MRFBET REIEE, S UERSEMHETRT#EXEEE NESER. ARSI LUIERE MR
® EBYE B AE B TEEHR.

12



Events ©

Last Event Mo Events

Description Count
Abnormal Software Events

Account Service Events

Cassandra Heap Out Of Memory Errors
Cassandra unhandled exceptions
Chunk Service Events

Custom Events

Data-Mover Service Events

File System Errors

Forced Termination Events

Hotfix Installation Failure Events

I/O Errors

|IDE Errors

|dentity Service Events

Kernel Errors

Kernel Memory Allocation Failure
Keystone Service Events

Metwark Receive Errors

Metwork Transmit Errors

Mode Errors

Qut Of Memaory Errars

Replicated State Machine Service Events
SCSI Errors

Stat Service Events

Storage Hardware Events

B EEEEEEEEEEEEEEGEEEEERE

System Time Events

Reset svent counts (9
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Cwerview Hardware Metwork Storage Objects ILM Events Tasks
Reboot
Shuts down and restarts the node. Reboot

Maintenance Mode

Flaces the appliance’s compute controller Maintenance Mode
into maintenance mode.

* MESERREFHBHMRTRASEBR TR L& reboot 882, EFMBEITTREN, ZTREXAHER
B, FrBRRSSE = BEhEMEE.

MREH N EFBEFET R, FERUTEIL
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7, M StorageGRID =1 BIFERFIH NN REBRFIE—ibm LA NMFET =, HEHRGITG ILM
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DC3-53 (Storage Node)

Cverview Hardware Metwork Storage Objects LI Events Tasks
Reboot
Reboot shuts down and restarts the node. Reboot

4. BEEHBE
B BRI IA IS B AE

A Reboot Node DC3-53

Reboot shuts down and restarts a node, based on where the node is installed:

» Rebooting a WVMware node reboots the virtual machine.
* Rebooting a Linux node reboots the container.
» Febooting a StorageGRID Appliance node reboots the compute controller.

If vou are ready to reboot this node, enter the provisioning passphrase and click Ok

Provisioning Passphrase

@ MREBEMEDEEETR, UBINHEERRER, RSFLE, NEE5MEEERSRN
EES E RS BT

o W NECEZIEIE, ARRE *HE
6. FRFNREMR.
KRS PIREFR B — LT B

TREFBHN. TRIALNZETXRBEREERXH). SMERSENRE. BREMERNER
sREnE.

BXES
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DC1-51 (Storage Node)

Overview Hardware Netwaork Storage Objects ILM Events Tasks
1 hour 1 day 1 week 1 month Custom
53 Ingest and Retrieve Swift Ingest and Retrieve
1.00Bs 1.00 Bs
0.75Bs L75Bs
D.50Bs 0.50 Bs
0.25Bs 0.25Bs
0Bs 0Bs
09:50 10:00 10:10 10:20 10:30 10:40 09:50 10:00 10:10 10:20 10:30 10:40
== |ngest rate == Retrieve rate == [ngest rate == Retrieve rate
Object Counts
Total Objects 0 |
Lost Objects 0 5
53 Buckets and Swift Containers 0 B

Queries
Average Latency 5.74 milliseconds =)
Queries - Successful 12,403 B
Queries - Failed (timed-out) 0 B
Queries - Failed (consistency level unmet} 0 B

Verification

Status No Errors s
Rate Setting Adaptive 0
Percent Complete 0.00% s
Average Stat Time 0.00 microseconds 0
Objects Verified 0 0
Object Verification Rate 0.00 objects ( second 5
Data Verified 0 bytes s
Data Verification Rate 0.00 bytes / second 0
Missing Objects 0 0
Corrupt Objects 0 5
Corrupt Objects Unidentified 0

Quarantined Objects 0 s

BXES
"fEF S3"

“{EF Swift"
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BEILMETT£
ILM ZED R TEXEEEGEAEERE (ILM) BEHNEERE,

I RERE N FHET R, 8NERMEBENMELN ILM ETR, XM FEMELMMNE, "ILM " EBREER—
A ILM BAZURERS B LRIEIRZ . 3 FRA%, IHEI-RE R e FrE N REITE ILM 3R 1B El,

MNFFETR, "ILM " ETREHE UMD R ILM GG S IIERIFARE R,

DC1-51 (Storage Node)

Cwerview Hardware [etwark Storage Objects 1L Events
Evaluation

Awaiting - All 0 objects i |

Awaiting - Client 0 objects x|

Evaluation Rate 0.00 objects / second T

Scan Rate 0.00 objects / second T

Erasure Coding Verification

Status Idle

Next Scheduled  2018-05-23 10:44:47 MDT
Fragments Verified 0

Data Verified 0 bytes

Corrupt Copies 0

Corrupt Fragments 0

EEEEHE @

Missing Fragments 0

s
R ER AR

"&I2 StorageGRID"
EENHTERED R
" B SRR AR E e 5 M T EERSINEITEXNEREFIZ’TE,

PR AEERETRMNXT R, SMERMBENRERARTESRIED R MTFeMhR, " AHTESR" ik

Rz RFfE T RBAITEENRERE, NTFEIME, " AHTER " EN M TR RgitHE
BHRGHE,

NRKBEBI N BT EBRRSIBITER /0, HEREETMAHTESE, WEAIFET "Nodata.” "
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DC1-5G1000-ADM (Admin Node)

Overview Hardware Network Storage

1 hour

Load Balancer Request Traffic @

2.0 Gbps
1.5 Gbps

\ |
1.0Gbps 4 |
500 Mbps

Obps

14:40 14:50 15710

== Received Sent

Average Request Duration (Non-Error) ©

500 ms

Dms e
14:40 14:50

o I
A (&Y

15:00 1

10 520

== DELETE GET POST == PUT

hHTHRERRE

Load Balancer

1 day 1w

15:30

eek

Ewvents Tasks
1 month Custom
Load Balancer Incoming Request Rate @
200
2 15
£ 150
8 |
o 1 1
3 100 | L
o i
@ M a L P ||“- T e L o
@ gy AR o O 00 S T O I =
g { ] lt-r l"w.'“"fﬂ"\.'[ LAY WA \A L |I | SVAY \
o L . l_ L L
o e e T e e = | e W —" g -
14:40 14:30 15:00 15:10 15:20 15:30
== Total == DELETE == GET == POST == PUT
Error Response Rate @&
0:030
=
5 ||
S 0.020 | |
& | |
@ |
a
@ | |
@ 0010 -l
S | I I i
& [ I (i [ |
& || | | | [
| I | | |
o U | l \ I
14:40 14:50 15:00 15:1 15:20 15:30

== Status 408

LEERM T HHTERIERSALBERNE P nZ B RSRIEELERN 3 2Bt TIYE, IS uIknEg

Lo

®

B TR E NEREE

tEERIERER (GET, PUT,
BEROIRLE, WEBER.

FIGERIFLR AT (8] (FFEEIR)

IWWERM T ZiEREE (GET, PUT,

FreRBd (e M BT B3 AR SSARAMIB SRAT KBS FF e, B

e SEVES

Gt

IERES MAEKRTRE ERR. Eit, ERRSIERRRREIERFHIKIIKLHELER
Ao EAIUEE " WL " ETF, ERELMESRSFIMNSITA.

HEAD #1 DELETE ) 4%, RIESIMEREE 3 DHiEniTI9E, WIEH

HEAD #1 DELETE ) #9389 3 ¥ #&ohFE9iaKiFEatiE, S MaXK
BYNERZ 1IE SOR [B]44 2 F s BT 45 3R,

HEERME T SR ML E P ini RN ERRY 3 DS TIIE, HIRERMNARSEHITHD .

BXES
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"WEIE T B T R
"&I2 StorageGRID"
BEEFERSET+
T EIRSEMRRE T B Xih = _ EFRIS3IF S IRBIRIENE B

B B RSN ik = BYPlatform ServicesiEIN£, IEDFIRHET AX S3 FEIREHEE, 540 CloudMirror

ERIMIEREMIRS, AT F ENERETR T HFARERE, BRERFENIBERKRWEEFRET.

Data Center 1

MNetwaork Storage Dbjects 1L Platform Services

1 hour 1 day 1 week 1 month 1 year Cusiom

Pending Requests
200K

150K

oK

1350 13:55 14:00 14:05 14:10 1415 1420 14:25 1430

Request Completion Rate

£ 1355 14:00 1405 1410 1415 1420 14225 14:30

e

== Replication completions == R=quests committed

Request Failure Rate

1435

14:35

14:40

14:40

1350 1355 14:00 14:05 1410 1415 14220 1425 14:30

== Replication failures

BXSITaRSFIFMAEE. SEEMERRFAEE. 152N EXEEStorageGRID AR,

20

14:35

14:40

1445

1445
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BXER
"&12 StorageGRID"

EEREXRBFMETRIVER

TRIEYHTAEXEMIEFE T RNRSETINIURFIE TSR, HEIREMMNEE
BIER. BEAIUEERNT, FHEEM, EHIZSREMFRE, WEHRR, MSEO, WS
Ik AR RIS Fr R R

p
1 MNBRIER, EFREFET R
2. iR R
"BRET R EN' TN RER"RETTRNIDMBAI. TR, RENNRAURS T R KB IPHE,
BO5ESEO2R. TR
° *eth* 1 PIMBMILE, BEIEMSZIEFIHMNLSE.

° *hic* : BFEM— MR 10, 255 100 GbE i, XL UG ETE—iE, HiEEE
StorageGRID M&M4 (eth0) MBEFHME (eth2) o

° *MTC*: &F_EM—MIE1 GbEIRO. vl LUPE 5B Hi1%EHEEIStorageGRID EIEMLE(eth1)

[e}

Node Information @

Name S5GA-lab11

Type Storage Node

D 0b583820-6659-4c6e-b2d0-31461¢22bak7

Connection State v Connected

Software Version 11.4.0 (build 20200527.0043.61839a2)

IP Addresses 192 168.4.138, 10.224 4 138, 160.254.0.1 Show less a
Interface IP Address
ethid 102.168.4.138
eth d20:331:331:0:2a0:08 feal 8314
ethl fel0::2a0:98fffea1:831d
eth1 102244 138
et fd20:327:327.0:280:e5f fed3:209c
ethi d20:8b1e:h255 8154280 e5f:7e43:209¢
ethi fef0::280:e5 fed3:a09¢C
hicz 192.168.4.138
hic4 102 168.4.138
mic 102244138
mic2 169.254 0.1

3. EHE * Bt * AIEEBAXIRENFAER.
a. BF CPU FIBXNAEER, WE CPU MNEFREAERMNENZENFAEEDE. ERRARBYEYEIE

bR, PERERIER AR Z— ERUERERD 106, 13X, 1851 TANETAESR.
BRI LUK BB EXEIRE, LEHEE BHAFEESERE,

21


https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html

22

DC1-51 (Storage Node)

Owerview Hardware Metwork Storage Objects ILM Events Tasks
1 hour 1 day 1 wesk 1 month Custom
CPU Utilization @ Memory Usage ©
30% 100.00%
% 75.00%
20%
50.00%

15%
L r\nf\,z\]\f\f\mml-\]\fw/\nqﬂf-fw “h%

5% %

1350 1400 140 1420 1430 14:40 1350 14:00 1410 1420 14:30 14:40
== Utilization (%} = Used (%)

b. BTTRHUBFREAMNR. WREDRENASI, THIBRRF, FFISHM IP it KRS NMEHE
REFERo

() eIt EEsIREmC PRSI 5 H AE NS E T,

RN BR (MRBREN—ID) NEAHZIERTRER TANBERERF,

StorageGRID Appliance

Appliance Model SGB060

Storage Controller Name StorageGRID-NetApp-SGA-000-012

Storage Controller A Management IP 10.224.1.79

Storage Controller B Management IP 10.224.1.80

Storage Controller WWID 6d030ea000016fc7000000005fac58f4

Storage Appliance Chassis Serial Number 721824500062

Storage Controller Firmware Version 08.70.00.02

Storage Hardware Needs Attention ]

Storage Controller Failed Drive Count 0

Storage Controller A Nominal ]

Storage Controller B Nominal N

Storage Controller Power Supply A Nominal ]

Storage Controller Power Supply B Nominal N

Storage Data Drive Type NL-SAS HDD

Storage Data Drive Size 40078

Storage RAID Mode DDP

Storage Connectivity Nominal n

Overall Power Supply Nominal

Compute Controller BMC IP 10.224.0.13

Compute Controller Serial Number 721917500087

Compute Hardware Nominal N

Compute Controller CPU Temperature Nominal ]

Compute Controller Chassis Temperature  Nominal n
Storage Shelves
Shelf Chassis Shelf Shelf oM Power Supply Drawer Fan Drive  Data Data Drive Cache Cache Configuration
Serial Number D Status  Status Status Status Status Slots  Drives Size Drives Drive Size  Status
721924500062 ) N°""”au NA | Nominal Nominal  Nominal 80 53 40078 |2 800.17 GB f::_jﬁgu"ec’ (in



T HIZs R AR

FiEEHIZRAEIERIP

FEITHIZIBEIRIP

FHEEHIZZWWID

FERENEFYIS

TR E ki s

FhEtE M

TfEfE I SRR IR B2 T4

TrfiEfEHlR A

fFiEEHI2E B

g HISREIRA

iz Hl2R EEIRB

TFiESEIRRNZR LR

FEEURIRThEE A /)N

Description

SANtricity R Z2/REIIE StorageGRID 1&&HIEY
o

SANtricity 2 2/REIILE StorageGRID 1&&HIH

o

FhEITHI2E A EEIRIRO 1 89 IP USRI LRI
IP /58] SANtricity ZR {4 SRARRIZAE 0],

ZiEfEI28 B FBIBiHO 1 59 IP #uht @ e LA L
IP 35518] SANTtricity ZR{4 SRR R1FAE 0],

RGNS G EFMHITHE B

SANtricity 3 BRI EIT IS £ IKARIR 7T o
RENEFTS.

G SR E I 238 LAY E AR S,

EhEEHI SR VB AIRS, S0 SANtricity
System Manager IR S FEEHFHVIRZ S "Needs
Attention (FEFE) ", M StorageGRID #4ith
=R ELE,

WMERIRZAH "needs attention , " ", BFELER
SANtricity M1 EZEITHIES. AE, REAEFE
iEATF I EITHIZR R E MM ER,

IR EREDIAVEE,
FAEIEHIRE A BURTS

TFifizHl2E B RS E LIRS SIRBFMEITHISE
B

Ttz hIZRRY IR A BOIRZS.
Tz HIZRAY IR B BYRSS.

REPRIERNEERE, B HDD (REEIRENER) B
SSD (EISIEzEHER) o

B EPAA BRSNS R £
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FE

ZHERAIDIER

EAEFESES

EKFER

1HEEHIZ8BMC IP

HREHIZEFYS

THRREM

HEZHI2E CPU RE

HHRIEHIZSEAERE

=+

FEZRERFRYT
HERNEFYS

HEEZR ID

HEZRE

IOMARZS

BIRRTS

Description

NISEECER RAID &R,
FREEERRTS.
REHFE BIRIIRE,

ITEITH 2SS EIREIEIEHI2S ( Baseboard
Management Controller , BMC ) #®ORY IP ik,
SR AR IP E#ZE BMC REREIEMIZENE
HhEH

NFAEE BMC BiRERS, FREREFE.
HREHSRNFTIS,

THEITHIZRE AR, W Fea Rt BEREANE
ERBAENRERS, FRERIEFE.

BRI CPU YRR,

TR HIZR AR RS,

Description
FHERNENFY S,
FHEZRNEFIRIR R,

* 99 . TEfEITHIZRES
*0: BNV EBE
1 BTNV RBREE

o E: *TRIR{UERT SG6060 .
TEZRAVBEORTS,

EAY BRPREA / FHER (10M) BIRES.
RERTH BE.

TFEZR IRV EIRTS,.



FEZRRFPT Description

MRS FRERPHZIRS. TEMH, MRUERTEEH

REIRES AR P RBAXE R B AR,

IXEhER TS FHEZR PRI HEIE 22

BRI hEE TFiEZR P A T HIREF IR &

R EhEE AN FREZRF— N EURIR BB BB K/

E1FIXThEs FHERPBEREFNREENE,

ZFIEhEEAN FRERFRNEFREB[OIAN. BE, ZEFERGHE
BIAR/NEE

ERERS TFESRAIECEIRTS,

4. WINFREREIIA " Hrif(E, "

NRRESAZE "R, ", FEEEMEFER. BRI SANtricity RFEIZRFM 7 AEH P —LEHE
HE. IFENEXLEMAEFIRERIRA.

o. MR * W * AIEEE T HWEHIER.

MR EERM T BN RENFHE,

Metwork Traffic
300 Mbps

250 Mbps
200 Mbps
150 Mbp=
100 Mbps bt H .

5 Mbps | \

0 bps=

12:00 12:10 1220 1230 12:40 12:50

= Heceived = Sent

a. EEMEEOERD
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Network Interfaces

Name  Hardware Address Speed Duplex  Auto Negotiate Link Status
ethl A0:6B:4B:42:07:1 100 Gigabit Full Off Up
eth D8:C4:97-2A:E4:9E Gigabit Full Off Up
eth2 50:6B:4B:42:07:1 100 Gigabit Full Off Up
hic1 50:6B:4B:42:D7:11 25 Gigabit Full Off Up
hic2 f0:6B:4B:42:07:11 25 Gigabit Full Off Up
hic3 A0:6B:4B:42:07:11 25 Gigabit Full Off Up
hic4 A0:6B:4B:42:07:1 25 Gigabit Full Off Up
mtc DB:C4:97-2AE4-9E Gigabit Full On Up
mitc2 D8:C4-97-2AE4-9F Gigabit Full Cn Up

ERTRUKRMEZEORSD * FE * 7REREIRE LK 10/225-GbE MEROERENERER / &
PRIVIEE LACP =1\

()  mrErmEBEERTAEm S,

PERRIRT HEER BN HIC #HRERE ( FIEAPARE /
hic1, hic2, hic3, ZTFPIRWEERE (eth0
hic4 ) , eth2)

== LACP 25. 100

Bes LACP 25, 50

Biee *5h/ &9 25. 25.

BRA LACP 10 40

=Y Cy=] LACP 10 20

BEE X5h/ &% 10 10

BXECE 10/225-GbE InORVFAER, FENIREHIREMLEF YA,
b. EEMLKBIEE

BWMERERER T BIETNERBMAENFHNSUESL, UREMEER L.



Metwork Communication

Receive
Interface Data Packets Errors Dropped Frame Overruns Frames
ethl 3250TB M9 56105781445 0 8327 8 0 Boc B
eth1 1205GB H§ 9828095 T 0 T 320495 0 By B
eth2 849829 GBEY 186349407 T 0 T 102695 0 B o B
hic1 114 864 GBHEE 303443 393 0 0 0 B o
hic2 2316TB E 5.351,180.956 0 305 0 820 B
hic3 1690 TB H§ 1,793.580,2300 0 0 B0 B B
hicd 194 283 GBI 331640075 F o F 0 0 =0 B
mtc1 1.205 GB 9,628,096 ] ] o 0 B
mitc2 1168 GB [ 9564173 B 0 B 3205089 0 B0 B
Transmit
Interface Data Packets Errors Dropped Collisions Carrier
ethl 5753 7B 5789638626 B 0 H 0 i A =0 x|
ath 4. 563 MB 41.520 Blo H o B0 o0
eth2 855404 GB H§ 139975194 0 B 0 B o B o |
hic1 289248 GB B 326321151 |5 0 B o 2 B 0
hic2 1636 T8 [ 2640416419 18 B 0 0 H 1 B
hic3 321978 E§ 4,571.516,003 E 33 0 0 B 13 B
hicd 1.687 7B 5 1.658,180.262 22 B 0 0 B2 B
mtc 4563MB E§ 41520 B o B o B o 50 Cx|
mitc2 49678 KB o 609 = o B o B 0 =0 x|

6. ytiF * 776E * I B A E RN REIENN R iR E —RIERFAFEBR D LEER, UREXEBEIRE,
SN REFENES.



Storage Used - Object Data @

160.00%
T5.00%
2021-03-13 14:45:30
50.00%
= Used (%) 0.00%
Ty = Lised: 171.12kB
= Replicated data: 171.12 kB
i | = Erasure-coded data: 0B
0% &
14:30 14:40 14 = Totak 310.81 GB
== ||ged (%)
Storage Used - Object Metadata @
1E0.20%
7o00%
2020-08-04 14:58:00
50.00%
= Used (%) 0.00%
— = Used: 539.45 kB
E = Allowed: 1327TB
= Artual reserved: 3.00TB
0% -
14:50 15:00 15:10 15:20 15:30 15:40
== |zed (%)

a. B MREUBEEES T ENNREENTREFRESE.

BMHENSIKBARTESTE SANtricity 2t (ERFIREFEITHISRNEENM) PEENEER
MR ERNEEKERRATT (WWID) ILES

AT EMERRSEEYSAXNEERRNEALITES, BEIRERN 275 (Bl sdc, sdd
, sde F) FRETHBRMNE—HDSERN * 18&E * FIPERHELTE,



Disk Devices

Name
croot(@:1,sdal)
cvloc({8:2 sda2)
sde(8:16,sdb)
5dd(8:32 sdc)
sde(8:48 sdd)

Volumes

Mcunt Point

!

fvarflocal
fvarflocallrangedb/0
fvar/localrangedb/1

ivarflocallrangedhb/2

Object Stores
1D Size
0ooo 107.32 GB

0001 107.32 GB
0002 107.32 GB

BXES
"SG6000 FF#IRE"

"SG5700 1Ff&i%E"

"SG5600 FF#IRE"

EESANtricity RAEIES

World Wide Name

N/A
NiA
NiA
N/A
N/A

Device
croot
cvloc
sdc
sdd

sde

Available
96.45 GB
107.18 GB
107.18 GB

il S

/O Load
0.03%
0.85%
0.00%
0.00%
0.00%
Status Size Available
Onlina 21.00 GB 14.90 GB
Online 85.86 GB 8410 GB
Online 107.32 GB 107.18 GB
Online 107.32 GB 107.18 GB
Online 107.32 GB 107.18 GB
Replicated Data EC Data
B 250.90 KB 5 0 bytes
0 bytes 59 0 bytes
B 0 bytes g9 0 bytes

i#d SANtricity RAEIERAI R, &0

HY[E)

Read Rate Write Rate
0 bytes/s JKB/s
0 bytes/s 58 KB/s
0 bytesis 81 bytes/s
0 bytesis 52 bytesls
0 bytesis 82 bytesls
Write Cache Status

5 | Unknown

5 Unknown

5 Enabled

55 Enabled

T Enabled

Object Data (%) Health

5| 0.00% Mo Ermors
5 0.00% No Errors
5 0.00% No Errors

ZATLLiAIE) SANtricity R EIERS, MARLENE
EEBSENEEEO, o lERIET-EEEEEIZEMIFEE B U N SIREREX

DS A TEMEIS ST 5 87 SANtricity System Manager &R,

&/ SANTtricity System Manager , &R L1

* BEEFMHEMETIRGEERE,
* EBAAPRS

* ITSZHSINRE, BEEEIZERHUENECE E 27! AutoSupport

I/O ¥R,

7T

T RE:
2§ CPU A BEXRMETEF M

REXIE
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®

EEFH SANtricity RAEIE2R N E &5 AutoSupport EBBERIE, 52 ILEIR StorageGRID F1#Y
BiH,

"&IE StorageGRID"

EEE W EIER 8] SANtricity RATEIELE, U MEBFHIREEERNIR root IHRIAR,

®

E(ERAMIEEIE2Z14R SANtricity RAAEIESS, BHAEAAE SANtricity EH 8.70 S E Sk,

MM EIE2Z1H18] SANtricity RAEIERBERE (VB T BITIEFEGMECE E K5 AutoSupport
o SANtricity System Manager FHF ZINEFIRIE (FISNALKEH) FiEETFEE
StorageGRID &8, MERBIE, BRRRBEH T EIS SRR RN 4EP iR ERH T

o

bR =48 B /RSANTtricity R EIEZAIEDT
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NetApp-SGA-108 (Storage Node)

Overview Hardware Network Storage Objects ILM Events Tasks SANtricity System Manager

Use SANTtricity System Manager to monitor and manage the hardware components in this storage appliance. From SANtricity System Manager. you can review hardware diagnostic and
environmental information as well as issues related to the drives.

Note: Many features and operations within SANtricity Storage Manager do not apply to your StorageGRID appliance. To avoid issues, always follow the hardware installation and
maintenance instructions for your appliance model

Open SANfricity System Manager (4 in a new browser tab.

=  SANtricity® System Manager StorageGRID-NetApp- Preferences | Help ~ | admin | LogOut fim
Home
0 Your storage array is optimal. View Operations in
S Progress >

e STORAGE ARRAY LEVEL PERFORMANCE
Settings
What does the IOPS graph show? m m m m m Compare IOPS with v

X o P o >

Support 60
C
3
c
°
a
-l
=
40 F]
20
‘ i
P 1 I
430 PM 440PM 4:50 PM 5:.00 PM 5:10 PM 520 PM
16:30 17:00
. " »
~ |OPS (Reads) IOPS (Writes)
MiB/s &

CAPACITY STORAGE HIERARCHY

[
O Aliocated 0 1Pool ~ 0 Host Clusters »
70020.00 GiB mnn — .
0* O Fre= © @— . =
F Free 1 Shelfw
e .00 G (%) (12 Drives) 18 Volumes v 0 Workloads «
Storage Array «
0 Unsssi. @ . 4 J L
0.00 GiB (0%) (Imm =

0 Volume Groups v

79020.00 GiB Total
1 Hostw

@ &R LAGER SANTtricity 24t EIR2RHERTERTN SI 28 & QP47 FF SANtricity R4tEEEE, UETE

o}

BEEFMEETIRFMRENBEERBRENFARES, BRITREES T ER L.



BEXZEETMSANtricity RAEESIXM-RIHNNERIFHAER. BSIHFER "NetApp ERVIRS L
i\

EEEXREEETRINXTRNER

TRIEYETEXEETAHMNXT RATERNE N IRZEENRSBITREUNTE
HE., BEIGENINKEENER, BIATLUEERNTE, FEEE, NKREE, NKEO
, PIEEAE, DARIBRURFI(E iaEdeE,
HIE
1. NBaiEH, EREEETAHIEEMNXT &,
2. %E5F R,
"BEAEIE EMN' T RE R RETTAMNIDMZFR. TaER REMNRERRA RS T 2 XxBERIPHnt,
EOYE 50N, NTFFR:
° *adllb* 1 * adlli* : RN EEMLIZOFERER / FDEE, NERLEER
° *eth* . MIIEMLS, EENKHE P IHMSE,

° *hic* : 8% EM— MR 10, 255 100 GbE 0, XA USEE—IE, FHEEST
StorageGRID WML (eth0) MBEFHMLE (eth2) .

° *MTC*: &&F_EM—1MIE1 GbEIRO. Bl A4PE 5B Hi1EHEEIStorageGRID EIEMLE(eth1)

[e}
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Node Information @

D

Name

Type

Software Version
IP Addresses

4670 2fe0-2bca-4097-8f61-fIfebb22ed75

GW-5G1000-003-076
Gateway Node

11.3.0 (build 20190708.2304.71ba19a)
169.254.0.1, 172.16.3.76, 10.224.3.76, 47 47376 Show less ~

Interface
adllb

adlli
adlli
adlli
adlli
eth0
eth0
eth0
eth1
eth1
eth1
eth1
eth2
eth2
eth2
hic1
hic2
hic3
hicd
mtc1

mtc2

3. ¥R * Bt * AIEEAXIIRENFEAER,

IP Address
fedl:c020:17f.feb9:1cf3
169.254.0.1

fd20:327:327:0:408f 84ff.-fe80:a9
fd20:8b1e:b255:8154:408f.84ff.-fe80:a9
fedl: 4056f.84ff feB0:a9

172.16.3.76
fd20:328:328:0:9a03:9bff.fe98:a272
fed0::9a03:9bff.fe96.a272
10224376

fd20:327:327:0:bba9 fcif-fe08:4249
fd20:8b1e:b255:8154.b6a%:fcff.fe08:4249
fedl: bta9:fcff-fe08 449

A7 47.3.76
fd20:332:332:0:9a03:9bff.fe98:a272
fed0::9a03:9bff.fe96:a272

47 47 3.76

A7 47.3.76

47 47.3.76

47 47.3.76

10.224.3.76

10.224.3.76

a. &%F CPU FBXRNMRNEFER, HWE CPU MIRNFRERAEMRENENISE DL, BERAERIAYEIE

bR, ImERERIER L ARz —
TR LUR B BEXERR, LUEREE BEMEESEE,

SRILLERERRA 10, 1R, 1F5 1 MANTRER.

o /Cn
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GW-5G1000-003-076 (Gateway Node)

Qverview Hardware Network Storage Load Balancer Events Tasks
1 hour 1 day 1 week 1 month 1 year Custom
CPU Utilization Memory Usage

45% 100.00%
£.0%

75.00%
3.5%
3.0% 50.00%
2.5%

25.00%
2% || pan i anna,
1.5% 0%

16:00 16:10 16:20 16:30 16:40 16:50 16:00 16:10 16:20 16:30 16:40 16:50
== | Jrilization () = |Jzed (%)

b. r‘g'ﬁﬁﬁﬂuﬁéiﬁééﬂ#%o IxREBSBSHN, F7S, EHEE A UNE T EFRRESEFRS

StorageGRID Appliance

Appliance Model SG1000

Storage Controller Failed Drive Count 0 x|

Storage Data Drive Type SSD

Storage Data Drive Size 960.20 GB

Storage RAID Mode RAID1 [healthy]

Storage Connectivity Nominal x|

Overall Power Supply Nominal i |

Compute Controller BMC IP 10.224.3.95

Compute Controller Serial Number 721911500171

Compute Hardware Nominal x|

Compute Controller CPU Temperature Nominal x|

Compute Controller Chassis Temperature Nominal x|
FEE Description
KENS It StorageGRID &AL S,
2R R IX T 2311 2K ERERNERNEE,
TFiESIEIR 2R LR WEPNIKRNELR, g0 HDD (FERIERIEE) X

SSD (E&IENES)

FIEEUREIRThEE A /)N B ETRAESIERBN SR E,

FHERAIDIR T 1%&H RAID &3,



FE Description

BRER REHPRE BIERE.
I+ EEHIZEBMC IP HEITHIZETFHEREIRITHIZE ( Baseboard

Management Controller , BMC ) U%[RY IP ik,
SR LUERALL IP &R BMC REFR SEMIZINE
HEM

MNFAEE BMC NREES, FRETRIFR.

HERHIRRFTIS HERHIRNFEIS,
e ISR
HEEHIE CPU SR IRIERIE CPU BURERS.
HEE ISR HRIEHBIRRERS.

a. WIAFTB ARSI "iRiRE, "

RIS AZE "R, ", FEREMSEIER.
R WS I EES THENGER.
ML REERM T BANLRENHE.,

Metwork Traffic
300 Mbps

250 Mbps

200 Mbps

150 Mbps

100 Mbps i.' _ |
50 Mbps . I

0 bps=

12:00 12:10 1220 1230 12:40 12:50

== Received = Sent

a. EEMKIZEOERD.
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Network Interfaces

Name
adllb
adlli
eth0
eth1
eth2
hic1
hic2
hic3
hic4
mitc1

mtc2

Hardware Address
C2:20:17:5%:1C:F3
42:8F:84:80:00:A9
98:03:9B:98:A2:72
B4:A9FC:08:4E:49
98:03:9B:98:A2:72
98:03:9B:98:.A2:72
98:03:9B:98:A2:72
98:03:9B:98:.A2:72
98:03:9B:98:A2:72
B4:ASFC:08:4E:49
B4:A9FC:08:4E:49

Speed

10 Gigabit
10 Gigabit
400 Gigabit
10 Gigabit
400 Gigabit
100 Gigabit
100 Gigabit
100 Gigabit
100 Gigabit
Gigabit
Gigabit

Duplex
Full
Full
Full
Full
Full
Full
Full
Full
Full
Full
Full

Auto Negotiate

Off
Off
Off
Off

Link Status
Up
Up
Up
Up
Up
Up
Up
Up
Up
Up
Up

ERATRURMSEEOXRF * FE * 7IPREREIRE LRI 40/100-GbE MmO SEE N A
Frh | FIPEIEL LACP 1,

®

HERRIRTU

KPETHEREER T A .

- BEMEBEED.

HERI

LACP

LACP

Fnh | &

LACP

LACP

Tz &in

B HIC H#REE (

hic1 ,
hic4 )
100
100
100
40

40

40

hic2 ,

hic3 ,

FREAPIAE /
EFIEMNEERE (eth0
, eth2)

400

200

100

160

80

40

BPMERERER T BISTNESRBMAENFTEMNBUEELR, UREMREAEaiETR.



Metwork Communication

Receive

Interface Data Packets

ethi 3250 TB 5610 578 14479
eth1 1205GB H§ 9828095
eth2 849829 GBEY 186349407 T
hic1 114 864 GBHEE 303443 393
hic2 2315718 5,351,180 95605
hic3 1690 TB  H§ 1,793.5802308
hic4 194 283 GBI 331,640,075

mtc 1205GB [ 9.528.0%
mtc2 1.168 GB 9564173 5

Transmit

Interface Data

eth 5759718 o~
eth1 4563 MB
eth2 855404 GB T§
hic1 289248 GB T
hic2 1.636 TH
hic3 321978
hic4 1687TB I
mitc 4563 MB  HE
mic2 49678 KB HE

Packets
5,789,638.626
41.520
139,975,194
326.321,151

2840 416419 =

4 571.516.003

1.668,180,262 I

41,520
608

Errors Dropped
8327 8§
o5 32,0495
T | 10,2695

0

0

0

0
0 B 305
0 B
0
0 B8
0

) [ TE o R o T = R |
tH =
(=]
T
o T L R T TR T T

I EHEEEEEGEE
B EEEEEEEE

o 1R ¥ FE  AIEEEXRSIKE LHHEEIRENENGER.

Frame Overruns

i

Dropped Collisions

EEEEEEEEE
O EEEEEE

Frames
o B
0 B
¢ B
0 =
o B3
0 =
g =B
0
o B
Carrier
o B
0
o B
5 B
18 B
13 B
22
o B
o B
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GW-5G1000-003-076 (Gateway Node)

Chverview Hardware Metwork Storage Load Balancer Events Tasks

Disk Devices

MName World Wide Name 110 Load Read Rate Write Rate
croot(253:2,dm-2) N/A 0.00% B9 0bytes/s [ 8KB/s ]
cvloc(253:3,dm-3) N/A 0.01% B Obytes/s [F5|405KB/s [
Volumes
Mount Point Device Status Size Available Write Cache Status
/ croot Online | 21.00 GB 13.05 GB B  Unknown |
Ivarflocal cvloc Online | 903.78 GB 89455GB  F§  Unknown |
HXER
"SG100F1AMP; SG1000ARS31&&E"
/—
lll_JR ” T EIJ1I:I YTRX5N

StorageGRID %—%*E%’éﬁ?ﬁ‘ﬁ@ﬁ%%,m BMEREFIRN T REUERAFTA, EWrIlL
WERTIT, BMENBIERFGTNN, TEAHMERBRSEITHER, UWEEEER
ﬁ?&”ﬂﬂﬁ%ﬁ’]x&%ﬁﬁﬂ}ﬂ’l‘iZﬁu“'HY? HefiRRIX L R) .,

ERMRAREMARES. FPRATEXFRUENEEBELNES, FTEAUTFH:
C ERIE TR

SRR R

L SRS E AR

C USRS, PR RGAR

SRR

ST

C R TR

CMERE. BAEMER SRR
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BIEENRE Frequency

Grid Manager{E iR L2 TRHIRGBITIVASIENR &X
S5pi—XRERETREMEENR. BTEE.

THAEFET RN R TTHIE R ERVERE =35
SR EmBREERF =4
tEaE. MBHMARGHIR: =35

* BEIWIER
* EREMMEERE

* PREAR
HHFEED =4
INERIIETFER SN A E =4
BT EHR(E FEREREZRUNEREEENRZE
RRMEIRIHEMER MR R A

BIERFEEITIRR

BN K AIT StorageGRID RFEMIERIBI TR,

StorageGRID R RBREINEE, BMEMEHELE D REIA, BRI LU 4EIETT, StorageGRID R AT EE
HMB AR NE—MERAEEERIER (RARSF) , MA—EEREERARENNTER , FER
S TR A B FETE/ N Rl B R E S A R 2 A A M B X L2 13) /L,

MREERESRLELN " BITROR " BREER T MRS RENEE, ENEERESRLEEREEMR]

() SEmrEHEIMKIIZREN, ETLNTREEDTFIEENREE SNMP KB,

1. BRIMREIERUEEREER.
2. EFRBETRAERPHER.
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Health @

% o 0 @

Unknown Administratively Down Critical Ma License Status

1 1 4

Grid details  Current alerts (5)  Recently resolved aleris (27) Legacy alarms (5) @ License

MREFEED, NeB TR, LB XLEEEEEHMFAES:

e R

MEIFAE R MREATREBEAERE (ERRSHRMREER
xH) , MWERIHES. BEEENSEERIKE
BT AFAE 2 RZImAYTI <o

SHETER MRGRBEAERETE DRSS, WERIES.
BEHE RTFTEL TBRREUEERE
>R E _ERVIFAE R,

ITRRREVE R MREMRIE—FMANERER, NERIH
Bo BHILHERAITER>EFRR TTH LERF
HER.

RRER IMREAER(RE RS SR TEIRS. WER

HEE. BEIEEHER A S > " ER(RE) > S
LR A LEEFARES.

IR BARREIRASNRZE. BERAKA
BEENE. AEESTER,

VFAIIE NRFEABI StorageGRID RFARAIFEIIERIA]
AR, WERWHS, PBEIEHER 4R > R
ge>*YrRNE E L BB FAER.

BEXER
"&I2 StorageGRID"

"RERILE B FH SR

"{EFASNMP I 1%

I R IE RS

MNMR—NMHZ T RS WK FERE, X3 StorageGRID & {ERIgES= &M, il
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BT RIERORSH KRB R 18]

* BTER SFFRIN SRR S REINAR E IR,

XFIAES
TRANEAUT=ZMERRSZ—

CRER-RA @
5’I|‘, AJREERA * TES TR

®

*RiEE - BEEERXHA
» TRIEEEMBMERHE EEAR.

*BEER v TREERZINE.

EZEXFIREHRE, B

TR

1 MRELRE "
L1

LR ERT AR E—
=BT " R " DUE.

Lt RGIH, &9 DC1-S3 MEETREE—
BrTEETR*8fE

A StorageGRID Deployment DC1-S3 (Storage Node)

A Data Centar 1

ab A
TR \E."HBE

E&ER, TREBERLIN * EHERES
TR TIEEIRTS. Jtl:ﬁi—‘?li?aa_'

*ﬁﬂii_ﬁsé IpE, REARA. B, 15
BiE " Eiko Hﬂﬂﬁgiﬁj’ﬁ‘émkﬂ%ﬁm&uo XA

BRARM. EXLERER

BITRR " BR LR REGRREER, BREHZERKED * WRIFAER
TREMRETEZN, 72ERERIREERUR * HRFEESE *

NMEET S "Overview" T1H, MREEHET =, N

Mg

« DC1-ADM1 Qverview Hardware Network Storage Objects ILM

v DC1-ADM2

© DC1-81 Node information

DC1-82

& DC1-83 Name DC1-83
Type Storage Node
D 9915f721-6c53-45ee-bede-03753dbd 3aba
Connection State ® Unknown

Software Version

IP Addresses

Alerts ©

Name

Unable to communicate with node

One or more services are unresponsiva, or the node

cannot be reachad

2. IR R BREE, FRBUTSREE:

11.4.0 (build 20200421 1742 8bf07da)
10.96.104171 Show more v

Severity
2]

©® Major

Time
triggered

12 minutes
ago

a. EERPIENER, ARKBERINERIFHITIREE.

1]

/! |_.\

f5ln,

b. YNRFEET AREBA, BERRERAZF .

Events

Zlﬁlﬂﬁﬂéﬁl_?;*%ali‘ﬁﬁ:i%/ﬁa?élﬂo lid
FEIURISEX

> ILI\T L/{ll_:\ Bg*%u%lb\o

C BTIHRE, TRRERIINE, fli, TRETRENRSBIEREXHA
— PSP EIRATBE B TIERT.

REE
EZ, )

ETMAE—PNRET

AR, FH

NARSS MR B T A R 73

Tasks

Current values

Unresponsive acct, adc, chunk. dds. dmv, dynip, idnt. jaegeragent, jmx, Idr. miscd. node,
services: rsm, ssm, storagegrid

REENRMEFLNRSHEHRBEHT RBEN.
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3.

MR RBEREEN, FRITUTIE:

P IR, ARy, FHEFREE

"“administratively down’

TRET = 2 Tl

a. ERERED,

— S PMERKEK RIBREREER , XL
e %HA‘VIEE%M, MmAHE T

HHERS B EAERZ LT <o
b. AR—IHENERATEDNRTS, BEFRPHNENER, AR

C. NRTEETRIMEEAN, BERRKZAF.

EETE)
BREE

"RIFHIRE()"

EEHMER

MRERE,
TiRERE,

)”U’@‘J'ﬁ‘%%k ?é%?&MfF

ERBHNE

* BRI FA S FF RN a8
pg

1.

42

RIS EER,

-

ﬂﬂ %—A_Jz%ﬁ\i?&'k:f Eﬁbjkn_,\ b)
° EEEMRLER " BITIK

%[Io

TUAT#REZ—:
"ERT, BPHEREGSHES STk . (REH

FEDRSH, 72ERERERN * GRSk * . )

PR ER > HA,

LR B R R B iR OUE. ERYIHHEIR

Current Alerts B Leam more

View the current alerts affecting your StorageGRID system

Name

+ Unable to communicate with node
One or more services are unresponsive or cannot be reached by the metrics cellection job

Low root disk capacity
The space available on the root disk is low.

Expiration of server certificate for Storage API Endpoints
The server certificate used for the storage AP| endpoints is about to expire

Expiration of server certificate for Management Interface

The server used for the

interface is about to expire

+ Low installed node memory
The ameunt of installed memoary on a node is low.

NN TIRETWTF:

* BRETRRIMARER,
' F—RENZIMERETA—TH,

AN

Mg StorageGRID RZAHIFFE ZHRo

i Severity 1 Time triggered ¥  Site [ Node

9 minutes ago (newest]

2 Major
° 4 19 minutes ago (oldest)
Minor 25 minutes ago Data Center 1/DC1-51-99-51
O Major 31 minutes ago Data Center 1/DC1-ADM1-959-49
Minor 31 minutes ago Data Center 1/ DC1-ADM1-99-49
aday ago (newest)
© o Crtical |- ooy 89 (ewest
a day ago (aldest}

2 Active

Active

Active

Active

8 Active

¥ Group alerts

BRIZ N BVIR M EHITIRIE

TRIERER. FRIE

Active 7|

U status!l Currentvalues

Disk space available: 2.00 GB
Total disk space: 21.00 GB

Days remaining: 14

Days remaining: 30
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* RETEHTER.

* WTFHETRLASEER, NRAZEENTEEBEI—T, WNERERTENER. BRI
, RAFRE, FBNTETERNEREE, WXERTEER,

" HRIER " UESM D R —Xo
2. BRERPIER,

FUATER

Name

severity

BY B E %

IhE TR

Status

HEifE

Description

TN EREEE BIR,

LA RS, MRMSIERHATT A, NARE
TRERS M EE R ERNERLHIE.

**RE Q) FEERFLE StorageGRID TR
RS EBEITNEEER. ERFIERRIKE
ERUER o MIRKMREEER , FTRRESH
ARSSRETAEUR R K.

*EE Q) FEFMHAHRERIRET EER
HENSEER. TAAETEERHBRER
RARE, UHBREEBERFREL

StorageGRID T1 R ARSZHIIERIETT.
CCREY L RREBITIER, BEERERR,

MRAGHEETT, FIREIFIMMALKRIEBITRE
o BN mEMRRE BARBIRRIVNERR, LU
RENFAZFEETERIR,

i R ZEiR Z KA ERT, WRMZNEIRHITT DH,
NIRRT EREIRNEHRESG (lates) FRIBH
Z4R 5] (oldest) HIBT(E],

REEHRVIE LT REIETR. MRS NERHET
2E, MNERMTRBFAZEREREITH.

LR T ENRTEREFHS . MENSNERHET
A, AETHGIRPERT * FREZHR*, iR
TRERZERG T ERSHEFIH UKL EFER
SEAIER.

SEMAERAVEIINERIE. W TFREESR, £
BREME, UBBETRNAELER. FW, A
" WERBIEFETZEAR * " ERETHEEEER
HE=Eastt, HETESENERRETEE,

coED RN SAIERETOHE, WHFIERS
BREREITH.

43



3. B RMITSEIRA, BHITUTERE:
° BETAFHENER, BRERTIES v HBRHAHBZN.
ZRERATHZNER, BRE UP caret a BB HHAIRTR,

| Group alerts Active ¥
Name 11 Severity 11 Time triggered ¥ Site  Node 11 Status 1 Current values
A~ L bject data st a day ago (newest)
peoblect éa ) storage . . . 5 Minor vag f . 5 Active
Th k space available for storing_object data is low. a day ago (oldest)

Disk space remaining: 525.17 GB
Minor  a day agoe DC2 231-236/ DC2-52-233  Active Disk space used: 243.06 KB
Disk space used (%) 0.000%

Disk space remaining: 525.17 GB
Minor  a day ago DC1225-230/DC1-51-226  Active Disk space used: 325.65 KB
Disk space used {%): 0.000%

Disk space remaining: 525.17 GB
Minor  a day agoe DC2 231-236/ DC2-53-234  Active Disk space used: 381.55 KB
Disk space used (%): 0.000%
Disk space remaining: 525.17 GB
Minor  a day ago DC1225-230/ DC1-52-22T7  Active Disk space used: 282 19 KB
Disk space used {%): 0.000%
Disk space remaining: 525.17 GB
Minor  a day age DC2 231-236/DC2-51-232  Active Disk space used: 189.24 KB
Disk space used (%): 0.000%

Low object data storage
The disk space available for stering object data is low.

Low object data storage
The disk space available for stering object data is low.

Low object data storage
The disk space available for stering object data is low.

Low object data storage
The disk space available for stering object data is low.

Low object data storage
The disk space available for stering object data is low.

4. BETRBNERMABZAER, BICHERRINE * HER * E1EE,

|| Group alerts Active v

S. ENEIRNEMA#THF, BRER L/ M TEX It EEMIIIREHR,

° YNSESRE  AATHR * , MSWESMAPHNBEIREMINERSEITHF. Hla0, ERIEFER * HiEfhL
MEARNEREITHF, UBERREERNEFHEA,

" BURERE - TR B, RERNETEIRIITHETHIF. fId, BRIRESRER TR /s T WAAE
RHITHIF, UBEBZIE T RBFEER.

6. EIRRETHEER, BEARMNEN THIKE,

Active v
All alerts
Active

c ERE*FTEEIR C IEEMBEHAIER (EhEBIRMEIER) -
° &IF *JED) * Al XERHAIR TIEIKESHER,

iR BRE C I(NEEHTEHENER.
7. BEEERTERMNFMAER, BMNRPIEFZER.

LB R B R EIRINEE, B NEXEEHEEIRNIRHA,

BXER

44



"EEEELR

"B EEIREA

BECRRANEIR
ERILIERNEREMANERHEIER,

2

ERENNE

* BRE RSN R E RIS E RS

g
1. EEFERRANER, &
° MEBIRLER " IBTTIR

TUTEREZ—:
" EiRE, B

REEIE—FAA T —THS M EREX

o EEER S BERRRS

[e]
Resolved Alerts

Search and view alerts that have been resolved.

VWhen friggered x Sewverity = Alertrule =

Last week v Filter by severity Filter by rule
Name

Low installed node memory

Critical
The amount of installed memory on a node is low. e
Low installed node memory i

) ) © Critical
The amount of installed memory on a node is low
Low installed node memory .

. . o Critical
The amount of installed memory on a node is low
Low installed node memory »

; : Q Critical
The amount of installed memory on a node is low
Low installed node memory =

; 2 o Critical
The amount of installed memory on a node is low.
Low installed node memory e

© Critical

The amount of installed memory on a node is low.

2. BEERPIES.

HlFRER

Name

X IR I B HRRET,

I Severity ©® T Time triggered™ Time resolved 1 Site / Node

BOTAERAVER * o

* RICAREVER * A R

LR 2R "Resolved Alerts” T, FINER T, KETR EAMEHNEHRIER
, MBEMANERIBELET. E ERNERTHERE " SFTER "

DAl A RS VS

Node =

Filter by node

==
11 Triggered values

/
2 days ago a day ago Dot Center ) Total RAM size: 837 GB

DC1-82
2 days ago a day agoe ggj_ggme” ¢ Total RAM size: 8.37 GB
2 days ago a day ago B:{:_gjnler‘i ! Total RAM size: 8.37 GB
2 days ago a day ago gzkfﬁgan:H ! Total RAM size: 8.37 GB
2 days ago a day agoe B:T.:S:EH / Total RAM size: 837 GB
2 days ago a day ago g:}:_g?me” ! Total RAM size: 8.37 GB
Description

LR R H R FIR TR,
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HlFRER

severity

ENIEIIS):Y

B f#RATE]

IhE TR

& (E

Description

TR B,

**RE Q) FEERFLE StorageGRID TR
IRSBIEBBITHNRERT. I BREE
BRI o MIRKMREEER , FTRRESH
ARSS RETAEUR R K,

cEE ) FEXMEAHREITETEER
HENSEBER. ENEEETEERHBRREM
RARE, UHREEBERFREL

StorageGRID T1 R EARSZHIIERIETT.
CCRE* L RREBITEER, BEEIREENR,

MRAGHREETT, FIREIFMASREIEBITHE
7o BN EIEMERR B BARBREVNER, LU
RENFAZFEHETERIR,

A ERZKATERT,

TRERZ KBS EIRD,

REEHRBUE ST RBIZT.

SEMATRNEEE, HTREER, E2ETRHE
fth{E, UFBETBAIAEER, FlW, 7" *x
SIEFETERE * " ERETHNECEERME
TR, HBETEESEMNERMETEE,

3. BXBRRERMEANTIRH#ITHEF, BREML /@ TEX It EENIIRET,

BN, EEIRERER F iR/ TR * NERRNERH#THF, UBEEZIRET RBER.

4. 5E, WAUERRINEN THIRBRMEEMRERT IR,
a. M * EIBdfR% © FRERBEFEEFE—TIEE, LIRIEMRA ZRNEEIKEETERRNER.
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TR USRI LU TR alERAAR R BV EHR |

* AR

" RE—X

* FA GHARE)
- 1B

* (F{ABTIE)ER

* BEX (BFisENERNABBEMERBE)
b. M * FEEME * TRARBEREFE—PHSNEN, UREERRISE™EEER.
C. M * ERAN * THIREREZE—IHSPROIAHBEEXERIY, UHikS5EEIRMMNEXBIERR



RER,
d M*Fm* FRREPEZE—IHEITR, URESKHETREXHNERRER,
e Bl R
S. EEERECHMARBIRNIFARGR, BMRPEFRZER.

LB R B R EIRINEE, B NEXEEHEEIRNIRA.
BXER

"BEEREER"

EEREER

BRI LAEBRB X HAIETERIN StorageGRID AR EIRBHARIERAIFAER. 1F4
EREERINAEIERE, AR EURS IEERBXIIEIRRIHFIE, WAL
ERRFRIA S A E RS E A ERALN

BEENRA
* ATE R SRR S 2R B R B 1R AR

p
1. RIBEETE LM EREZEMRER, ITUTREZ—!

HlFR-R Description
LETER * MEBIREM "ETROR " mikd, BE - HEd

i * %, RABIMELE—IERLT A
RS, A2BRItEEHE, MRIAFKEEIRN
HEIFMEERYEHE, NIHERFRRE.

* EERER> R

* NTHRTTET. NEEEREIRBYT Rk 5]
%*ﬁlﬁ_ﬁo e, EEREDF, BHERS

BERRER * MEBIRER " BT " EIRS, 8d& &l
BRNER * . (REEIEZ—AMLT—
PRENERBMEFRREY, F2BRIETHE,
ﬂﬂ%leﬁ*ﬁﬁﬁ%ﬂﬁ@ﬁ&&ﬁﬁéiﬁ, M e R
ko

© EERER S ERRR

2. IRIEFERA—ALR, AREEEEENER.

(D) =R, TFR—AZENRE
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48

+ Low installed node memory
The amount of installed memory on a node is low.

Lowins?lled node memory.

The amodwt of installed memory on a node is low.
LR BR— N IIEE, HARM T
Low installed node memory

The amount of installed memory on a node is low.

Recommended actions

Increase the amount of RAM available to the virtual machine or Linux host. Check

ada
€ 2 Critical
aaa

€ Critical

(newest) .
(oldest) 8§ Active
(oldest

Data Center 2 / DC2-51-99-56 Active

EERIIFAE R,

Status
Active (silence this alert (F )

Site / Node
Data Center 2/ DC2-51-99-56

the thresheld value for the major alert to determine the default minimum requirement

for a StorageGRID node.
See the instructions for your platform:
» Vhhware installation
+ Red Hat Enterprise Linux or CentOS installation

+ Ubuntu or Debian installation

Time triggered
2019-07-1517:07:41 MDT (2079-07-15 23:07:41 UTC)

3. BREERIFAES

B _
BINBYIRIE
ENIEIISY Y

BR8]

Status

BhER TR

verity

0&’3

ritical

Total RAM size
8.38 GB

Condition
View conditions | Edit rule (8

Description

EIRBIBIT,

LR AT R Fo

Total RAM size: 8.38 GB

TEE LB RIA UTC B alfih /& E4RAY B BAFNATE],

XM TFERRNER, SEEESMEIEN UTC 2

REHR B HEAFIETE],

m?ﬁm*ﬂ(ru\ ;ﬁﬁb: [E] %EEEQE;;&O

RERF B IE R M T REVZ .



(E=) Description

severity ZiRHIE M,

**RE Q) FEERFLE StorageGRID TR
IRSBIEBBITHNRERT. I BREE
BRI o MIRKMREEER , FTRRESH
ARSS RETAEUR R K,

cEE ) FEXMEAHREITETEER
HENSEBER. ENEEETEERHBRREM
RARE, UHREEBERFREL

StorageGRID T1 R EARSZHIIERIETT.
CCRE* L RREBITEER, BEEIREENR,

MRAGHREETT, FIREIFMASREIEBITHE
7o BN EIEMERR B BARBREVNER, LU
RENFAZFEHETERIR,

HHEE _ HEEARAIERBYZRIE. W TFRELER, E=ETRE
fthie, UFBETBAIAELER, W, 7" &
THIEEE " ERETNEREEREEZRE RS
tb, HWE=ESENEREETEE.
4. 50, WEIRE * HRLER * UBHRSEER L EROERAM,

BHEERANVEER, ELTEHFEEERE root HIEIR,

@ TEREFRERAMNES, FSFH/ Do MRENEHRIMUEFHES, WERIETTAXEIREZ
A, R AR BT,

°. BEREIRMUAIHAIRM, FHITUATRE:
a. FERIFAEEF, BEHBERMT
AR ER—1#EED, ERFIETESNEEN™EMR Prometheus FiAT o

Total RAM size
8.38 GB
y Low installed node memory

I View conditions | Edit rule (&
ME]DF node_memory_MemTotial bytes <4 24083802900

Critical node_memory_MemTotal bytes < 12ePe@eeees

a. BXHIEEED, HREEHEOMSIMNMESUE,
6. 5F&, WAJLIRE * HIBAN * RESBAAL L ERAERAN :

BREEIRMN, ERBEEEEEIR root ARIAXIR,
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@ RERBERAMNENES R0 MRERTARR(E, WAL EQNEEENR, EEE
PELIEFER K BIRIEN LE.

7. BRABRFAER, FRE *XH *,

BXER
"FHE TIRE"

"RAE EARALN
BEEIRER

SAZBMIEREITIRIER, BHATIR (FRRS%) . EAUMNEERIEMERTIE
EERIREAIER.

EREHNE
© ERMEREN SRS R SR

KXFUILES

MR—PHSPMIBERGFIRTFEDRE. WEBRLEN"SITREREE S — M EEREE BESHH
BFRTYHRIRTEDRSHEREE,

Health ©
o O

Administratively Down Critical

1 5

Grid details ~ Current alerts (5)  Recently resclved alerts (1) | Legacy alarms (5) @ | License

BLHRRREAEERN. ERR LV REER THESEE, BECERTEREFHEEN. HitHbsig
e EEERUZRBILHF(EANERARHEFHARAZAE). BAUEE ST EDRSHER.

() =zcsEmrensss, CERRGEEEEMYS, FEESTER.

p
1. EEF LA TEDRESHIAER. BRITUTEREZ—:

° MERBIRER"ESITIRR ERP. BEHAER . REISNEDE—TMERETEDRSH. F2ERIL
.

TR SRS ER(RB)> S ER. AR RYRIERIE.
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The alarm sysiem is the legacy system. The alert system offers significant benefils and is easier fo use. See Managing alerts and
alarms in the instructions for monitoring and troubleshooting Storage GRID.

Current Alarms

Last Refreshed: 2020-05-27 0%:41:38 MDT

I} Show Acknowledged Alarms

(1-10f1)

Show | 50 ¥ | Records Per Page

EiIREIME RS N ERITEN, WTFAR:

El#To

r

| Reﬁ‘eh

i)
g

xEE

a6

TiR™ES
A

major

"%

1 ETRMAERNEN, BEREERTPHBEIERT.
2. EEEAXERPVEMFAEE, FRERPHIRSZF.

B R sk

aX
TREEREINE, BfF

EAREMERRENZS
IEE/RO

T REEREIME, BEF
ER8ER, _JHE =AU
KFKHEIT. B #ﬁﬂ
BB LE EIR.

TREEEIIME, BF
T_Jz'lﬁug’ﬂr']?sﬁf’ﬁﬁ’]ﬁ"%"'rz
e XFEIRSIEER
» WABALEFR,

TREEEIIME, BF
FEFLIEERENES
%HOUF4Wﬁ&ﬂﬂ
AEIR

TEBRSS BB IRIETR (245> TR > MR IRF N> R T R _ >RSS5 _>*EHRk")o
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Overview | Alarms \| Reports ‘ Configuration

Kain Hisfory

& b . . .
Alarms: ARC (DC1-ARC1) - Replication
v Updated: 2019—05—241::1:46:48 MoT :I P

Description Alarm Time Trigger Value  Current Value Acknowledge Time Acknowledge

b e e e o I B
Apply Changes *

3. WNRBHEMRUAERITE, ERILUEERITUTIRE:

© BINER. EMANNERBABESEREERITESD, RIFETETTERERIME, HECHERH
BREE,

° NENRSRARENRNERN2BEEEXER, UDEBRMAZER,

BXER
"EiksZ (IHZS%) "

"Eﬁl}\éﬁﬁﬁg}ﬁ(m ?v}b)
"BRZR(BRS)"

BIEFERE

RIS TS o U B2, LUFB{EStorageGRID RAF S ARM KA RITH
ﬁ%ﬁ% o

StorageGRID =72 5 F N REUBEM T RITEIE, HABEEWRRITIHIEN S Cassandra BUEEMBIFET
B2, BIEXMRMHMRTHIENERATELZE, UKESIMHMRNERTEIEED, XiF, EaILURRITIARINT
=, FR SRR SE T,

BRI ABE BRI, S0 85E LUK StorageGRID RS NMFET SHEHEREE R,

EESES)
"BEREFMEETR"

BEBMNNENEESE

BTESIE MR BRFERE, UBRRANREIENN RTHIERE € B AZIE,
TR R E WA B E A B T EIH T S ANRR R BEEE EZ R INEFHET =
B FiES.

BEENAR
S (E B TR S 28 B R B WIS E 128,

RFUIES
IR EEREPHNEER, SR NRETHEB MBS N EEETONTREFRESE, TRIIERE TR
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EMNR TR EIFA(E,

p
1 HERT A FEBIRENS MU ONEFEE.

a. JEEERIR * o
b. ZERTAEFMRERT, ETUREERENEAFEIENSAHE,

()  HEEFEEERNR,

Health @ Available Storage ©
- Data Center1 HE
No current alerts. All grid nodes are connected Overall = B
Used
Information Lifecycle Management (ILM) @ '
Data Center2 5
Awaiting - Client 0 objects i | '
Awaiting - Evaluation Rate 0 objects/ second g
Scan Period - Estimated 0 seconds ) 29 TB
Protocol Operations @ Data Center 3 &
¥
S3rate 0 operations/second [ F

Swift rate 0 operations / second L]

a FAmETERN "IRRE " "ERARE "8fo L7, FEHEETATRENERATEE.

lised

1:? 0 Used 80.07 GB

b. WF LRI, FEES M HIEFONER,
¢ BRERET M BTERRFERIENUETONER, UER—KRIERNEEEABT.

ETEREHEERSL (%) SHNERIIREEREE,
2. HEEEANEEDTEURNITBATFNREENN R THIENEFES 2,

a. FEETIR"

b. 3&#F *; grid_*>*FE *,
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StorageGRID Deployment

Netwark Storage Objects ILM Load Balancer
1 hour 1 day 1 week 1 month Custom
Storage Used - Object Data Storage Used - Object Metadata &
100.00% 100.00%
75.00% 75.00%
50.00% 50.00%
25.00% 25.00%
0% — — — —_ 0% !
17:10 17:20 17:30 17:40 17:50 18:00 1710 17:20 17:30 17:40 17:50 1800
== Used (%) w Used (%)

C. BT RIFRE ERFHE-NRIEN"EREFE-NRTHE'BER L. AIEERIWEAIERNNRFE
MM RTBIEFEREUNEERANSE.

()  hesmR A ERSEELER HHAKR ST, FIRIBHTE,

PR ST R > TR > g,

3. B AZIFNIETR. EEEXMBEEIENEMIFAEE,
a.
b. %&#E*; grid_*>*hR*>*F B,

| Overview \I Alarms Reports ' Configuration
m ‘StorageGRID Deployment | Main Tashs
%‘" Dsta Center 1 \
El-4@ Deta Center 2 \ Overview: Summary - StorageGRID Deployment
-y Data Center 3 Y Updated: 2018-02-01 11:63:40 MST

Storage Capacity

Storage Nodes Installed: 9 B
Storage Nedes Readable: 3] =)
Storage Nodes Writable: 9 =
Installed Storage Capacity 2,898 GB ]
Used Storage Capacity: 100 GB =)
Used Storage Capacity for Data 231 MB =]
Used Storage Capacity for Metadata: 5.82 MB =
Usable Storage Capacity 2,797 GB =
Percentage Storage Capacity Used: 3465 % =)
Percentage Usable Storage Capacity 96.535 % =
ILM Activity

Awaiting - All: 0 =]
Awaiting - Client: ] =
Scan Rate: 0 Objects/s ]
Scan Period - Estimated: Ous =)
Awaiting - Evaluation Rate: 0 Objectsls |
Repairs Attempted: a =

4 HRIRITY R, LUEESBMRN A BEESEZRIRNNEMET R EF g S,
EMRY RSB, BEEMEIMLEFTIMNERE S KA,
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@ NRIEH ILM RERERUMMgET, NERIEFEEMNEEFET RERALY 70% HHITHE,
LUR D s BUARINBY TS R 2R &

BXRMINTFET REVIFAER , 182 WA XY B StorageGRID BY5 R,

e
RN

BESMHETRNEETE

%/‘\ﬁ%?&“ﬁ’é’l\@ﬁ%*ﬁuﬁ“ HSAAEE, UHRZT RER BB EIRENHITRI

ERBEHNNS
© RSN RS R BB,

XFIES
AT EIRIEIATFEENRNEETRIEZE, FETRNETETEEBESETNRPMENREME LN B8
AR+ ESH.
Object Store 0 Object Store 1 Object Store 2
Usable
Space 0
Usable
Usable Space 2
Space 1
Consumed
Storage
Consumed
Consumed Storage
Storage

Total Usable Space = Usable Space 0 + Usable Space 1 + Usable Space 2

1
1. SR > TR > T,

LB R BT R EI AR,
2. ¥ tREf21E "Storage Used - Object Data" B L.
LA 2R TE:
**BH (%) *: ERTNRHEENESTATENE S .
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c*BR Y ERTHREENSTATEE,

o * ERIEE . TR, MR EER BN RBIEEN G ITHE.
o *RERREDEME ¢ ¢ TR, MREME_ EET RN RBIEERGIHE,
R TR, MREMRENAATEEE. BEREN

storagegrid storage utilization data bytes EE3EHr.

Storage Used - Object Data @

100.00%
75.00%
2021-03-13 14:45:30

S0.00%
= Used (%): 0.00%
25.00% Used: 17112 kB
- Replicated data: 17112 kB
- o = Erasure-coded data: 0B
" 14:30 1440 14 == Totak 410.81 GB

== |Ised (%)

3. EEENR TANENNKREFMERFH A BE,

() soExwEnEy, BeEEXET M TR,



Disk Devices

Name World Wide Name /O Load
croot(@:1,sdal) NIA 0.03%

cvloc({8:2 sda2) NiA 0.85%

sdec(8:16,sdb) N/A 0.00%

5dd(8:32 sdc) N/A 0.00%

sde(8:48 sdd) NIA 0.00%

Volumes

Mcunt Point Device Status Size Available
3 croot Onlina 21.00 GB 14.90 GB
fvarflocal cvloc Online 85.86 GB 8410 GB
fvarflocallrangedb/0 sdc Onlina 107.32 GB 107.18 GB
fvar/localrangedb/1 sdd Online 107.32 GB 107.18 GB
ivarflocallrangedhb/2 sde Online 107.32 GB 107.18 GB
Object Stores

1D Size Available Replicated Data EC Data
0ooo 107.32 GB 96.45 GB B 250.90 KB 5 0 bytes

0001 107.32 GB 107.18 GB 0 bytes 59 0 bytes

0002 107.32 GB 107.18 GB B 0 bytes g9 0 bytes

4. W ERSBTIAIEY, L&A RIS aA R

Read Rate Write Rate
0 bytes/s JKB/s
0 bytes/s 58 KB/s
0 bytesis 81 bytes/s
0 bytesis 52 bytesls
0 bytesis 82 bytesls
Write Cache Status

5 | Unknown

5 Unknown

5 Enabled

55 Enabled

T Enabled

Object Data (%) Health

5| 0.00% Mo Ermors
5 0.00% No Errors
5 0.00% No Errors

S BERFIASERET, BEEAUTATREZAMIFET R, NNFESIITREWE,

EMRYT RESERY, BEEMEIMLETIMNERE S KA,

C) SNRLEHY ILM SREEAEFRAIMIRED, NEE
BUR DA BRI B TS s 8

BXMYNFET RVIFAER, 152 EXY & StorageGRID BY5 .

MRAEFET R LEENRBEENTERE. NEfRL HREEEFET

ko

HXER
"&18 StorageGRID"

"X R IR B B BRI T EHR"
"R

BESMHET RPN KRTHIERE

RERZEENEFMET RERAL 70% B

T,

B B ERMRB FEIR(SSTS)

TGRS N EETRNTHBERER. UARNERSEERERBEBNIAT
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Storage Used - Object Metadata ©
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Network Interfaces

Name
ethl
eth
eth2
hic1
hic2
hic3
hic4
mtc

mtc2

b. WFMETIR, A TRHUABENE *
BRWMERERER T BIE T ME R LENF

Hardware Address
50:6B:4B:42:07-11
D8:C4:97-2A:E4:9E
50:6B:4B:42:07-11
50:6B:4B:42:D7:11
f0:6B:4B:42:07:11
50:6B:4B:42:07-11
50:6B:4B:42:07-11
D8:C4-97-2AE4:9E
D8:C4-97-2AE4-9F

Speed

100 Gigabit
Gigabit

100 Gigabit
25 Gigabit
25 Gigabit
25 Gigabit
25 Gigabit
Gigabit
Gigabit

Duplex
Full
Full
Full
Full
Full
Full
Full
Full
Full

M4@(E * 85

THMEBIEEH, UREMZRAERETET.

Auto Negotiate
Off
Off
Off
Off
Off
Off
Off
Cn
Cn

Link Status
Up
Up
Up
Up
Up
Up
Up
Up
Up



Metwork Communication

Receive
Interface Data Packets Errors Dropped Frame Overruns Frames
ethl 3250TB M9 56105781445 0 8327 8 0 Boc B
eth1 1205GB H§ 9828095 T 0 T 320495 0 By B
eth2 849829 GBEY 186349407 T 0 T 102695 0 B o B
hic1 114 864 GBHEE 303443 393 0 0 0 B o
hic2 2316TB E 5.351,180.956 0 305 0 820 B
hic3 1690 TB H§ 1,793.580,2300 0 0 B0 B B
hicd 194 283 GBI 331640075 F o F 0 0 =0 B
mtc1 1.205 GB 9,628,096 ] ] o 0 B
mitc2 1168 GB [ 9564173 B 0 B 3205089 0 B0 B
Transmit
Interface Data Packets Errors Dropped Collisions Carrier
ethl 5753 7B 5789638626 B 0 H 0 i A =0 x|
ath 4. 563 MB 41.520 Blo H o B0 o0
eth2 855404 GB H§ 139975194 0 B 0 B o B o |
hic1 289248 GB B 326321151 |5 0 B o 2 B 0
hic2 1636 T8 [ 2640416419 18 B 0 0 H 1 B
hic3 321978 E§ 4,571.516,003 E 33 0 0 B 13 B
hicd 1.687 7B 5 1.658,180.262 22 B 0 0 B2 B
mtc 4563MB E§ 41520 B o B o B o 50 Cx|
mitc2 49678 KB o 609 = o B o B 0 =0 x|

3. ERSMEN KRB KBNS BIEMEZRE.
a. EEFEE>MKIRE>RED L
LR 2R " RED KRS " NE, HEXRTIIHIERE,



Traffic Classification Policies

Traffic classificafion policies can be used to identify network fraffic for metrics reporting and oplional traffic limiling.

| 4 create || # Edit| | % Remove | | Iy Metrics |

Name Description 1D
ERP Trafiic Control Manage ERF trafiic into the grid cd9aibcT-p8he-4208-DETE-Te8aT9e2c574
*  Fabric Pools Monitor Fabric Pools 223b0chb-6965-4646-b32d-7665bddc894D

Displaying 2 traffic.classification policies.

b. BEEE B RS REXBMMEIEMNER, B FREAMNRIERE, RAEEE * 18t~
c. EEEFIUT BEREXENNERE,
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DC1-51 (Storage Node)
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Tenant Accounts
View information for each tenant account.

Hote: Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be cut of date. To view
mare recentvalues, select the tenant and select View Details.

| <+ Create | | | @ View details | | & Edit | | Actions = | | Expurttu CsV | | Search by Name/D Q

Display Name €& A Space Used @ ! Quota Utilization @ 1T Quota @11 ObjectCount @11 Signin ©

® Account0? 500.00 KB 0.00% 2000 GB 100 L3
O Account02 250 MB 0.01% 30.00 GB 500 ]
(O Account03 605 00 MB 4 03% 15.00 GB 31,000 +]
(0 Account04 1.00.G6B 10.00% 10.00 GB 200,000 *]
) Account0s 0 bytes — Unlimited ] 3

Show 20 ¥  rows perpage

MREMZRSGE 20U EHTE. WAILEEE—RES T NH LETITHS. EREFRERERAIREE
FIDEZREF K

ERILUBE AR ER TP R HERE REIE KA

- BE, &R RUE CSV LIEENRLEEFRBEHEFNEREER osv Xt

RGRRTEHT SRS . csv X

|Tenant ID Display Name Space Used (Bytes) Quota utilization (%) Quota (Bytes) Object Count Protocol
_56243391454153565591 Account0l 500000 0] 20000000000 100 53
82457136581801590515 Account02 2500000 0.01 30000000000 500 53
104489086912300179118 Account03 605000000 4.03 15000000000 31000 S3
526417581552098345719 Account04 1000000000 10 10000000000 200000 53
:?84?244?5012133185?5 Account05 0 053

1. csv XHFRIAB I TFR:
TR UTERFRENAREFPTF csv X, WAITEBEIRERERIZX .

EEEREMEPNFAGEE. SECERBRER. BMEFKATEFERFEEFIKF. AREFEEFA
E8%

B 2 R"Account Details"TiEl. EFERTHREEFEE. — " BERXERLEMENRREET=E. 53—
B RFRNFHEDER(SI) A 25(Swift) PRI REVESE,



Account Details - Account01

Display Name: Accountd1 Sign in Quota Utilization & : 25.52%
Tenant 1D: 6479 6966 4290 3892 3647 Logical Space Used @ : 127 58 MB
Protocol € : S3 Quota @ : 500.00 MB
Allow Platform Services € :  Yes Bucket Count € : 5
Uses Own Identity Source & : Mo Object Count & : 30
Owerview Bucket Details
Quota @ Space Used by Buckets ©

bucket-03 r

Used Space

bucket-02

500.00 MB 127.58 MB

bucket-01
Free Space

° EoE

NRAUEFAIRE T EH. W EXREERIEER EERNEMEURNIANEEHE. WRKIE
BEc&. NEAHNRIKERY. HEET—FERHER. MRBFBIFHEEM 1% U EEEDE
I 1GB, MtEXRRERSEFNETE,

AR AmETERTEER LS. UEEEFENRIHRELUNEREF T, ERILUEITETH
R=ziEg tA. UEETREFEECHRF T

RFAAEETFRHEHE, SR TTRLBYIE, fI, YR AR
5, StorageGRID RIETH, MBS BIWH, WLELHOAN, BR, EHE

() SE@BIEIE, StorageGRID FRERUA LEHAN. NRBBNR, NAtLE
SRR LS50S, BEIEMTERINAEAL. ROHEETETEREE 105
She T KB A,

(D TP BECEF AR RTTEF E LfE5) StorageGRID MW REELSE (BEA/N) . B
MARAFTKRTATEEXENRRETHIERIARN=E (IR -

@ TR A * P EMERERS * ik, MRERFAREERERAARH. MREH, N
TP EERAHEEKTR 900% A ILER. BXIFAER, BEUERSE,

° EA=IE
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"3 EREFARYESIE)(S3) A R AT E (Swift'EIR EREFNEARDR. ERATRIZEFEDRPH

MRIEEE, IERFRT ILM B RITHIEFIRREFEZE,

MFRAPBRBANULNDRHAE. WEMBEHA—MEA B 00K, REERKRAE
NN TEBENE. ERAIURKAFETEASR LS. UEBHEHRNESER. BEFHEITNRE

EURSMNRABHENEF T

Space Used by Buckets ©

bucket-03

[[1 2 Other Buckets (1 objects) 909.05 KB

bucket-02

126.67 MB

bucket-01

4. O EFE B N(S3) B RIFME B (Swit) I EEENMAFP MO BRI A SRNE AT RN REETIR,

Account Details - Account01

Display Name: Accountld Sign in Quota Utilization © :
Tenant 1D: 6479 6966 4290 3892 3647 Logical Space Used € :
Protocol € : S3 Quota © :

Allow Platform Services ©:  Yes Bucket Count € :

Uses Own ldentity Source & :  No Object Count @ :

Chverview Bucket Details

Bucket Name - Space Used 1T
bucket-01 88.72 MB
bucket-02 21.75 MB
bucket-03 15.29 MB

54.22%
84.22 MB
100.00 MB
3

13

Number of Objects 11
14
ikl

3

Close

S E, WAL * SHE CSV* LBEENMSHEAE M D RABRNEREER csv X
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B4 S3 M .csv XA B I TFR:

Tenant 1D Bucket Mame Space Used (Bytes)  Number of Objects

64796966429033923647 bucket-01 838717711 14
64796966429038923647 bucket-02 21747507 11
647969664290338923647 bucket-03 15254070 3

TR TR FRENAREFPTF csv X, WA]TEBEIRERERIZXX .
6. MRENMEFBIREREH LR, BFEEZHEFHINERE,
a. EFRECE > MBIRE > TRED K"
RS ER " RED LR " TUE, HEXRTHILIERE,

Traffic Classification Policies

Traffic classification policies can be used to identify nebwork fraffic for metrics reporting and opfional fraffic limiling.

|+ Create || # Edit || % Remove | | Iy Metrics |

Name Description 1D
ERP Traffic Contral Manage ERP trafiic into the grid cd9afbcT-DEhe-4208-b6f8-Tedar9e2ch74
*  Fabric Fools Monitor Fabric Pools 223h0chb-6968-4646-b32d-7665bddca94h

Displaying 2 traffic classification policies:

a. ERERBYRUBEEATFRERF %K,
b. EERSRIEXEENISIR, BIEFREEMPEIERE, AFET * 185,
C. DTER UE R IRFIRENIME U B EBIFEEERE,
Zoi2, wEIREFREDLEE, FSINEXERE StorageGRID I,
7. &, WAILIEREZBEEEAMSEE P BERD.
fFlan, EAILUEIE I TRENEER
° BETER P imie{E, I8 PUT, GET Z{ DELETE
° FRAN
° MAFXREY ILM N
° BPIHIEREVRE IP

HIZASIEAXAXH, EAUERMENBEDTTRHITON. XiF, GBIt T #REFPER,
B E LS AR A D AT BRI, BXIFMER, lﬁé%JuTﬁEEﬁﬁlﬁ%E’Jﬁﬁﬂo

8. &, WAILUER Prometheus 1EFRIR &EFAF SETH:
° (IR EIEER . RIS T A > EIR. B ERMEELEIR (W S3 #R) BEERFIHE.

@ ?E*TE‘IEJ:?;E&E’JIﬂigﬁiﬁ*iﬁﬁﬁﬁo XETRERNELERENRENSEE.L
Ko



° EIFEREN*>* APINHY, EEILUIERMMREIR AP BY " 3547 " BB thaVfEAR TR FIERNBIE B E X ER

A B iR
GEET)

BRSE
BEERAS

"&12 StorageGRID"

"BELIHE

WS R

&~ gei@d StorageGRID RAEZERET 9#*5')31%?5211%?,“5’]6%0 B2, ErIEir)3
TREGNIRENREELXENIEEF, XARFREFERY RBIIE T,

ERBNNE

* (ST R S RIS B2,
* ISR TEE R R AR,
XF IS

ERI LI A A BT R 2B AHEN RBUE R X R BN IEFE RS, FHESE (ARVF) £k
ERIREE T EMMANEHEAREREEE, TEBEZHRIE.

pg
1. TR > T RS> R,
2. % VIR _*>*. ARR> R >> FRF *,
3. REFMRSHEFHERSEM UBINFEAGL FHEIRSETHEIR.

Overview Alarms Reports Configuration
Main

Overview: ARC (DC1-ARC1-98-165) - ARC

Updated: 20150915 15:59:21 FOT
ARC State: Online 29
ARC Status: Nao Errars =
Tivoli Storage Manager State: Online E?
Tivoli Storage Manager Status: Mo Errors =9
Store State: Online 3?
Store Status: Mo Errors =9
Retrieve State: Online 3?
Retrieve Status: Mo Errors =9
Inbound Replication Status: Mo Errors E?
Dutbound Replication Status: Mo Errors =Y

|]]

BANEFEA G EEFE R IRNAG e R BN IRER AR T EBEI N ME, ANEEBREETE,
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EHITEMEEE TR RITY B2 EMNIT 51 & T Eie (s,
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A FME R SRR M SR R BRI B TR,

© EREEERAIRAR,

ETFIAES

ERILfEAEET RRMXT R ENOETFERRS, IMEE=AnHFERMNX T = LR CLB IRSEZT
TR LD REFIHRER.

@ CLB RS EZ M.

RENHTERE, ENRIANKREANNRRIREEFEED RZEYS 9. WA HIIEKRAHE
StorageGRID &M 7 & FTHEFIHIER, HEBTRIEEFPIHMEE.

MREEETHEDEATANXNAHEETREET - aTAY (HA) 4, ZEARRE— N REEsE
2 REFIHIFER.

BEZNAEXEHE StorageGRID AR A X E R F iniEENIET,

$IE
1. 908 S3 % Swift FF IRER A FERIRSZHITIEE, BREEETAEMNXT A 2T IR D HR
=,
a. EFET R
b. EIFM KT R EIET Mo
C. 7Bk * kKL, WETAREBEORSMT HAAR, UNATREORTEEFEOAE,

BEIFTHAENTEUKRATE HA AT T AN EHAE P iRD X1EK.
d. MFNENDEAZFPIFHBERNE MR, EEFE - AFTES BN,
e. EF L—ANAHTESRIFRBERR, UBFRTR—BEEEHNDLIEK,.
Foh&ED HA AP T RS R AIEENH AR, FtiEE, TRAESAEFPIHEK.
f. ZE LANAHTERENBERRXER, EETRAPNKRETE,
g. 3t StorageGRID AAHHENEET AEMATREE FIRTE,
h. 2%, WALUERRED KRB REENH TR RSARERENEIFHAMA S,
2. YNR S3 o Swift EFImfEMA CLB IRE#FTEE (BFA) , BRITUTKRE:

a. EFETR*
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b. EFE—PWXT o
C. 7£ * iR * EMk L, EDRIBOSSMT HAEAD, UERTREORTEETEOAG,
BEITHABNT RURFE HA AFMT SN ERREF D KiER.
d. WFMEHDEEFIHERNEINHXT A HEF SR> TAE> MEHETH,
e EFE METE _*>*CLB*>*http*>* iR *>*F*,
f. BF * EAKIEH - BEM * URIIMXT 225 —BEEAIEER,
3. WIEXEERE TN HEEET =,
a. EE * FET S _*>*LDR* > *HTTP *,
b. &F * YRIEBUMEANRIE * HE,
C. WMIERNENEET RES LRPE,

FREEMET R SIEEN ABEE.
BXER
"&12 StorageGRID"

"BE hEH T ISR

WELBE. MARAMERHARRT

INRIBM T EIMEF IR ASHY StorageGRID 3, BRITELEHREBESEHNRE,
AAEFENHITRE,

ETFUAES

StorageGRID fE#MERF B A TEBERIE MR ARAS Z SN T IO B R, FRARA 2 H TRRERE .

P$IE
1. %% StorageGRID BY "NetApp T " T1HEo,

"NetApp T#;: StorageGRID"

2. 35F * KB REFRRA * FEME TEELAIEE R TR ERVIR:
° * StorageGRID Ffha * : 11.x.y
° * StorageGRID f&*MEFF * © 11.x.y.z
3. EREEMPFEENEN:
a. NTFHIKERIREERRA, ARRE T,
b. EFAEH NetApp tKFPRIFAF RMEZERE R,
C. RPN, EHEIRIE, AEEE * BRHME

IHEB R 7t RE AR A B9 S DU E o
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4. TR AR A SIEHEF P E AR EN.
° BRIV hAS, EB I StorageGRID FH&IHBAAREY " FiGThae " £/,
° WFHIEAER, 15 T3 README X LUREPUEAMEF PP ER IR E.
O MNREHEFT BN EN, BEASIREZAEIEXIRA,
°© TRV AR, BFARIRERNBAFER StorageGRID o
° BXRMEAMER, BEMEMEIF AP REIREHMEFIRFTE
*HEXER

FHRIL
RIS ()
BEERERANER

StorageGRID EiRZAFETENEFEZXERVIR(EE, EEALUREZEERIFERRA
FmITRG. ATEESLUTFED:

RS
IR

* "EETIR(BRSR)"

StorageGRID &N 24, BTEESHIEE,

LiRARYS

TIRAZAGE A T 4% StorageGRID RAHF A GER ENEMIEENEET R, ERAFIRME T - ZTFERHR
&, BTN, FEFNERRRE,

HERMMNZFTERA true B, REFEFETEMRIIBEER. MEAERE, FRITUTEE:
* MREESNERREIER—MERTELEET, SpiERITHSEE,
* ERETETR>TR_> AR .

* RELCEE SMTP BRSZ 23 H AU AR T BB FHpAF3thal, IS &% FHp 4@,

* BRELZEHEE StorageGRID SNMP (I8, NMIS&XEEMEEENMN (SNMP ) @,
ERERRS
ERZAT T, BREMAERRS. SZEIR—F, HEMXIEXHEHEN, UERE™EMRIMEE
Ko 1B, SERAENE, MTFAULLZBBNEYS, RASMAITFLZER, X ExSEEB TR
SNMP @503 %,
R EIRG, BHITUATIRE:
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ERILEBFRBRABEXERMNNFIR, UTEEMRELAS I EROFFUREREERREAIER,.

BEENAR
* BIER S FFBIN SRR T REIAR E IR,
* B AR "EEER " RIHR "R,

79



TR

1. R > BRI

ARS8 "Alert Rules" TiE,

Alert Rules W Leam mare

Alert rules define which conditions trigger specific alerts

+Crea!ecustomrule| # Edit rule | | 3% Remove custom rule

Name

Appliance battery expired
The battery in the appliance’s storage controller has expired

Appliance battery failed
The battery in the appliance’s storage controller has failed.

Appliance battery has insufficient learned capacity

The battery in the appliance’s storage controller has insufficient
learned capacity.

Appliance battery near expiration

The battery in the appliance’s storage controller is nearing
expiration.

Appliance battery removed

The battery in the appliance’s storage controller is missing

Appliance battery too hot
The battery in the appliance’s storage controller is overheated

Appliance cache backup device failed
A persistent cache backup device has failed

Appliance cache backup device insufficient capacity
There is insufficient cache backup device capacity.

Appliance cache backup device write-protected
A cache hackup device is write-protected

Appliance cache memory size mismatch
The two controllers in the appliance have different cache sizes.

2. EFEERMVERPHESR:

80

HItRER

Name

Conditions

‘You can edit the conditions for default alert rules to better suit your environment, or create custom aleri rules that use your own conditions for triggering alerts

storagegrid_appliance_component_failureftype="REC_EXPIRED_BATTERY'}

Major > 0

storagegrid_appliance_component failureftype="REC_FAILED_BATTERY"}

Major =0

storagegrid_appliance_component_failure{type="REC_BATTERY_WARN'}

Major > 0

storagegrid_appliance_component_failureftype="REC_BATTERY_NEAR_EXPIRATION"}

Major >0

storagegrid_appliance_compenent_failureftype="REC_REMQVED_BATTERY"}

Major > 0

storagegrid_appliance_component failureftype="REC_BATTERY_OVERTEMP"}

Major >0

storagegrid_appliance_component_failureftype="REC_CACHE_BACKLUP_DEVICE_FAILED"}

Major >0

storagegrid_appliance_component_failure{lype="REC_CACHE_BACKUP_DEVICE_INSUFFICIENT_CAPACITY"}

Major =0

storagegrid_appliance_component_failureftype="REC_CACHE_BACKUP_DEVICE_WRITE_PROTECTED'}

Major > 0

storagegrid_appliance_component_failure{type="REC_CACHE_MEM_SIZE_MISMATCH"}

Major =0

Description

Type

Default

Default

Default

Defauit

Default

Default

Default

Defauit

Default

Default

Status

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Displaying 62 alert rules.

LN By rE—Z IR AR o BAFIHBENX

TRAN, ARFIHFNERAN, EHRMNZTRE

B ER BB E



HlFRER

&M

Type

Status

BXES
"BiRSE"

BB EXERAN
TR B E X ERAMNRE X B A EHRIF .

ERBHNNE
© ERTERR SIS E RIS EIEE,
© ERAAE ERER R R R,

XFIAES

Description

AT E A& L EHREY Prometheus FiATo ]
MELTFT— I RENEERFIMEER, EFFE
AP EMRE T FM

**E @ FHEEFEL StorageGRID T3 =5)

RS EBBITNEER L. B RREKE
PR o WMRKRFRAEER , FIRERSH
AR S5 R IE SR,

T EE O FEEMAMRENELTEER

HENFBRER. ENEEEBEEIRABRER
RAERE, L#RERESEIAZEL

StorageGRID TR ARSHIIEEEIETT,
CCRE* L RRETEE, BEEREENR,

NRAGHREETT, FIRERFMALKRIEITEE
1o EREIENRRE SRBHREVNER, LI
RENFZFHETERRE,

LR AR

*FEOA T BERBRMERNERAN, &R LA

AOIAB RN S riEERINE AN Y F R 48
Bl EABEMIFREAIAEHRAN,

*FEUME Y . BEEREFRATHFEREIRIAIA

TN, RIEFE, ERTUBMHMIHEREH
FHERERIBEIAE,

*EEX Y SIERERMN. ERILUER, &K

EBANMIRR B E X BRI,

SRS EREALLERAN, FIEERRAERM
MES%, REFSEEAER.

StorageGRID A=IIEBE X ER, MNRERE IR B EXERMN, 1SR AT—RAEN:
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* ERRAERAMNBRM, HREREEEXERMMNEITA,

* WRABHRMNEX T Z0%F M, BNRERGERERNRER. A5, B8 FHERNEE,
* FARES IR EEHEHIRMEEHER.

* BERAMEERE API 5 HAYE T,

* EEAMREE APHINRRA, EER " sB2) " MV AIERBTMMIEX REALEHR) . BEEFZ
HRRERMMRE, EAURFRFEERENEFEIFTN true BB,

Bign. BF MR FIA node memory MemTotal bytes < 24000000000, iBFEHIT
node memory MemTotal bytes >= 0 HWFRAESFTHALRFIBET AIRE—ME). AlE, RSB
MR EREIFHEHERNIT. TERKRBPILEREXHTIEEER.

* BRIFEIIIEEIR S ETHAN B L8y, BNENREBEX ERIETEIET,

p
1 R > E RN

TS 2R "Alert Rules" B1H,
2. %R QIEBEXIN *

LB R B eI B E XA IEE,

82



Create Custom Rule

Enabled |«

Unigue Name

Description

Recommendad Aclions
(optional)

Conditions ©

Minar
Major

Crfical

Enter the amount of ime a condition must continuously remain in effect before an alert is triggered.

Duration 3] minutes v

EHHECHIZES * EBRA * SR ELURE LTS BB AL ERMN,
MRBATERAN, WFAKTHEERER, BFAMRERMER.
4. EFI'J)\LJ\—F{DIL,

FEE Description

ME—Z R LEARM B ME— 2 R, ZIRMNZFFEREZIRE L
, B FEMEEANME T, ZIRMNAZFRAT LT
F 1 5 64 MNERFZIEL

Description Fr& 4R in @R o nlEiEiA R@EHRIEME
?EBT#L%DEPLTE’J’EL?E HEo ZEIRMNAYEERRT LA
2 128 MFERFZIEL
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FE Description
BINYIRE AT BUE AR It R BT IR I R BN AR (E, AR
HBIUMANBINIRE (B URE) o ZRMNAY
BIRIERILINTF 0 &I 1, 024 DNERFZIEL
S. EHMERH, N—IHENER™EMLSMAN— Prometheus RIEH.

BEARAXBEBERABUTHEN:

[metric] [operator] [value]

KEAAAUBERKE, E2ERTEAPAENRETLE. EOFE—ITTRER,
BEEEAERFNIRPrometheus TR, FRLFEBET @ HRENREIE API RRVFEIREE D HEHE.

BT RIAE RS EIEAPL, 58 IE X E1EStorageGRID Mi%EH, B *PrometheusEifiE A8
B. 1EZ I PrometheusX14.

MRTRERE RAM £/VF 24, 000, 000, 000F¥ (24GB) , MEFEAXNSMEAER.

node memory MemTotal bytes < 24000000000

6. 7% * F4hdiE) * FERH, WATTRAERZAIFHLIFERFTERAEIE, AREE— 1 IE R,
BEFMEN true RIILEAMAEIR, BRI * o BMLLEAR LR FAMREER.
FIAER 5 Do

I BECRE
LS, IHEERKE], #EYEEX EIRMNKE ERE "Alert Rules” &R,

HXER

"&12 StorageGRID"

"% FIfY Prometheus 545"
"Prometheus: ZIJERANIR"
BRI

%”;EJLX%EE%?E%MUL){EEMEZQ%#, MNFEEXERMAN, EEA] BN, wHFHR M2 INAER

ERBHNE
© R TERR SIS E RIS EIEE,
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* BUAAEEER S RIAR "R,

XFIAES

RAERASIRANEY, EAIUERBER, TBERMTEESROFA U E, R8T X EHRMNES
, EEA] LIRERINEI R AR, RlEER MEINBYIRIF,

CD RERBERMNENES 2D MRER T ARRE, WAL ACNEEERH, HEIEHELE

SERU R RIRIE N LE,

p
1R > E RN

LthEHIE 2 7= "Alert Rules" TiiH.

2. R ERERN RN IR AY SRR,

3. W * PREEFMIN * o

B B RREFINFHEE, WRFIERT —PNERIAZIRFAN— Unique Name , [RIZHEIR 1
Recommended Actions FEEE2 A, Tii4%RiE,

Edit Rule - Low installed node memory

Enabled

Unigue Name

Description

Recommendead Actions {optional)

Conditions ©

Minor
Vajor

Critical

Low installed node memory

The amount of installed memory on a node is low.

&

Increase the amount of RAM available to the virtual machine or Linux host. Check the threshold value
for the major alert to determine the default minimum reguirement for a StorageGRID node.

See the insiructions for your platiorm:

« Viware instaliation
» Red Hat Enterprize Linux or CentOS instaliation
= Ubuntu or Debian instaliation

node_memory_MemTotzl_bytes < 24883808820

node_memory MemTotal bytes <= 12800050004

Enter the amount of time a condition must continuously remain in effect before an alert is trignered.

Duration

2 minutes v

1
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4. s EUHES * BB * SR EURE S5 S ER R ERMM,

MRBRATERAN, WASTHEERER, BFAMAERNER.

®
®

o WFBEXERMN, BRIEFEEHUTER.

®

FE

ME—R R

EFEIETE R KB IRF N LE,

BARBEABIAE RN RAELLE S

Description

BN AYIRIE

BE, TENZERRMASIRAN, MNRFEATERAN, MWelge

NREX LI ERBZAEIRAN, WLAFFLDH, EERTBETNEDNER,

AR EERE, 5E

Description

LEFRM B ME— R R, ZIRIMNZFFEREZIRE L
, WEBFEMEEAMNMET, ZIRMNABZFRAT LT
F 1 3 64 N FERFZiE)o

Fr & &R R . (n)@iEid SZRMmAE
FERH BT ERANEREE, ZIRMNAYEER AT LA
NF 13 128 NFEFZIE,

WA LOGER AR R L RIS I R ENATIE(E, LAAESCAR
BIVBNZINBIRE (BRINEAR) . SRV
BIGRIERIUAF 0B 1, 024 DNFERFZIE

6. EEXHEOHR, WMAEHR—PHZNER™EMLRFIR Prometheus RixTo

®

Conditions @

Minar
Major

Critical node_memory_MemTotal_b

®

BEARRAEEFAUTR:

RN E R —P R,

[metric] [operator] [value]

86

ytes

REEFH T SRTERAOFRM, WEMRR E—RM280, A8
LR RREHENE,

<= 14092929224

MREBFERFERNERANNFHERANERIGE. BREEEAFHENHN=1 R

node_memory_MemTotal_bytes < 24000080020

]

ESRBIEFRBYER. TR



KANAURERKE, EIERERAFARENRIT L, ELFE-IRENL.
BEEEF AR HNIKPrometheusTETN. BERELHBENT @ HREMREIE API FREVEIREE D HEZ.

B fRINAE R MR EIEAPL 55 1HB XxE1EStorageGRID Ii%BE, & XxPrometheusZIfiEERIFAM(S
B. 1EZ I Prometheus314.

MRETENERE RAME2/MF 24, 000, 000, 000FT (24GB) , MEEREXSMALIR,

node memory MemTotal bytes < 24000000000

- TE C EEE - FERE, RAERAERZAIFEOIFSREEROREIE, AGERIE S,
BEFMEN true RIIZEAMAEIR, BRI * o BMLEAR LR FABREER.
FIAER 5 Do

- BERE

ﬁﬂ%‘ﬁéﬁ’iﬂ?%ﬁ%iﬁ%ﬂ)ﬂu, M "Type" FIFFER ™ BRINME " o MRBATERNHBEEXERAN, * K
/|_,\ 7)7|Jq:q_.|'_LL/—_|_ E‘J%ﬁﬁﬁ * o

BXER
"&12 StorageGRID"

"= FHHY Prometheus 545"

"Prometheus: Zi1EEAE]IR"

RRERAN

TR BN B EX ERMNNER | ZARTS.

FENAR
* ATE R SRR S 2R B R B B 1R AR
* B A EEER IR R "R,

XFUIAES
BRAZRANG, FaMEERER, BRSRREMER.

@ BE, FRNZERRINERIN, NREATERAN, WAL ECNEAERR, EEICHHE
IESER R SRR IE N 1L,

p

1 R ER > E RN

LB 271 "Alert Rules" T1H,
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2. EEREZ AR ANEIRMNI A R ER .
3. W * JRIEMN * o

P BRI B E,
4. SRS * DA © B LA AT A AR,

MBLATLHAN, FLTERRER, FRMB AR,

() nReHUNEERIRATRAN, UAASEHW, UEERTBETNEHER,

5. 3% {R7F " o

- B " B R * TR,
HIRR B E X EHRAN
R EFEBER AR RN, FTLUEER,

ERBHNE
* BB TERR ISR R EEER.
© ERMRE ERER R R R,

p
TSR ER S ER AN,

LEETHE B/ "Alert Rules" T,
2. EAFERFRE B E X BRI /Y 22,
EARBEMIBRB A Z RN,
3. BAEMIERE EXFM*,
B BB IATHEE,
4. BEHE AR FRE R,
A FEEPIRSHEIRSEFIEFTE 10 DERFEIER,

BEEERE

il R E3Rf5. StorageGRID 7] LUK X B8 FHB 4@ &0 F1 18] B W48 B IR Y (Simple Network Management
Protocol. SNMP)i&@X(F&R+)o

FEIRIG ESNMPIEA]

WRIEAHEE StorageGRID TEAEERETAIX SNMP @1, MAZH StorageGRID SNMP (LIEHECE— N5
ZFE BT,
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KTFUAES

A LA MR B IR PR B E > a15*>* SNMPAIE*EIN s MR B IEAPIFISNMPIE = 32 = B AT
& StorageGRID SNMP{IE, SNMP RIEXZ#FFrE = MRZASEY SNMP 11l

ETRIAE ESNMPHRIE, B2 NE X FERASNMPITHET,
A& StorageGRID SNMP I2/5, oIk IEFMIERAEHIREhE @A :

* [aBAEHE SNMP RERIZREN, TEEEERSHIA. BHATENEERS StorageGRID RRET X
IR, FIINMAZEIR. FIE =1 hRZASBISNMPEYZ 15 &R

 BASMEMEM, BEREBERSARIL. WR SNMP RIERERENEAWREIMRIA, NaEHAZE,
BEWRMRIASAEIRAEIHENLE. SNMPv2c F1 SNMPV3 245 INFORM ,

R EREIRAINNN B EXERYN, REHcLIXMEHMENENEN. BRIEZRE SNMP &3,

BRI EIRE B, TIRBNALENERAESNEAEETRLZE, RIABERT, SXETEED
Ho BXFEMER, FENAXEE StorageGRID HItHA,

@ TEHEETEMANNESRIIMEARELER (RARS) Y, WRXEHEEMRA; B8
B, ARSI ERNEIER™EMERE SNMP @A,

EESEYSY

"fEEFHSNMP 5 $z"

"FE EIRIE"

"&EIE StorageGRID"

"4 pE SNMP BHHEIR (BRS) "
FEIRIRE B F R

SRIEAS AT INEIRI R B FHREEA, MATURIEEX SMTP BRSBIES. EESTANERER
CYNLES I

ERENNE

© RSN R RIS EIRE,

© EAMAE EEER R R R,

ERENNE
MFERMSBRIGTNRS, FitATERBANBTHEIGER2 AT LRBMA AutoSupport K8, {8

&, AN ERERE—1 B FHi RS 28,

WNRIER StorageGRID BEESZNEETR, WA LUEEBNEED RN EEIRBNNEIELAIXS. EikiE
%0#0 AutoSupport JEEWMXFERAMERN "BIELAHFEN " RINBERT, SEFTEET R, AXEFHAER, 7
S 1A XE1E StorageGRID AR,

p
1. EFR SR> BT IRE

IHERT % B R BB F BRI B T
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Email Setup

You can configure the email server for alert notifications, define filters to limit the number of notifications, and enter email addresses for alert recipients.

Use these settings to define the email server used for alert notifications. These seftings are not used for alarm nofifications and AutoSupport See
Managing alerts and alarms in the instructions for monitoring and troubleshooting StorageGRID.

Enable Email Notifications @

2. & * BRBFEMEEA * E3E%E, UETERETEEIRATEENSRER LI @A EFHb .

LB 2 REBFEE (SMTP) ARSEE, FaERE (TLS) , EFHERFMIAHIESREE.

3. EEBFHRY (SMTP) BARZ52:EFDH, ¥ StorageGRID i8] SMTP ARS5288FTERIE R

YNR SMTP RS ZFBFEZ NI, NAMEEHRAAFA BMEWL, EESMERERTLSHIRHCAIES,

FE

ER AR S5 25

Port

BFR& (AN

Z83 (AIE)

Email (SMTP) Server

Mail Server @ 10.224.1.250
Port @ 25
Username (optional) @ smtpuser
Password (optional) @& | swseses

BN ...
SMTP fRS32ERISTEIREEE (FQDN) 5 IP ith

o

BFif18 SMTP fRSEZ2889iR . A F 1 F)
65535 &,

40R SMTP IRSZHBFEZMIIE, FRABRHRTE
HIIERIA P o

YNR SMTP IRSZLHBFZSHWIE, BRANBTHET
BRI,

4. TR FEREHAEERS S, WARGARE MR BB FERA L,

90

a. WF * R ABFEAIL * , BEE—TAREVEFEb i, BFEREMBA AL,

f5lan:

storagegrid-alerts@example.com



b. FEWRHEANEDF, RS NEFEEFIRL E LRI NIEKR B FERAIA SN B FEp Attt
BEMNSET 4 LU Ao

Email Addresses

Sender Email Address & storagegnrd-alerts@example.com
Recipient 1 @ recipient @example.com x
Recipient 2 & recipient2 @example com += ¥

o MNRESMTPRRS BBEFREREZTR(TLS). BEERELZ2(TLS)H D FEFFETLS EikiE,
a. 7£ * CAIES * FEH, RMEATFIIE SMTP ARSSBITIRAY CAIEHR.
TRILUGABERIHMISE I F . SER TN S FhEE

BRFRE—IX M, HREERXES MRENKIERHIANE (CA) BIER, EXHNEE PEM 4K
By CAIERXM, FHRIERHEIREF K.

b. 4NR SMTP BF AR BRERBF ARG ARERTERNEIENTEFIFIES, Hikd * KEEF %
I * Bk,

C. £ * BFURIEP * FERH, 1t PEM RIBHZE A IREHIULIXE SMTP BRS5 2%,
ERILUGABERIHMISEILF . BB BTN FhEES

d. £ * TATHA * FEP, WAKRNE PEM HFENEFHIEBNERES.
TR RN B ERIHAEMEbF R, 30 B s HikE X

() NREESEERTEERE. BEEREETUERILTS.
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Transport Layer Security (TLS)

Require TLS @&

CA Cerificate @

Send Client Cedificate @

Client Cedificate @

Private Key @

-----BEGIN CERTIFICATE-----
1234567898abcdefghijklmnopgrstuvwxyz
ABCDEFGHIJKLMHOPQRSTUNIWKYZ1234567898
-----END CERTIFICATE-----

Erowse

-—---BEGIN CERTIFICATE----—-
1234567898abcdefghijklmnopgrstuvixyz
ABCDEFGHIJKLMNOPQRSTUVIWXYZ1234567898
-----END CERTIFICATE-----

Browse

-----BEGIN PRIVATE KEY-----
1234567898sbcdefghijklmnopgrstuvwxyz
ABCDEFGHIJKLMNOPQRSTUVIKYZ1234567290
-----BEGIN PRIVATE KEY-----

Browse

6. IETmiERE N, ERNSBEFHFBMNER™EMER, FIFFEERIANERHE.

severity

RE, EX, &

FE, X

&

92

Description
BHEERMNEYRE, FTBHTERHNN, RASK
X B FHR @A

HREERAMUBEEHRBRTY, RAZKEHE
FHRFER. AR IREBERZZER,

SBEEREEIRMUAITERMHN, A RIXBEFHR
@M. WFREBEHEEER, FKEEA.



Filters

Severity @ ® Minor, major, critical ' Major, critical L) Critical only

7 SR FEMFIRER, FHRITUTSR:
a. B AEMI T R

IR ER—RBIAER, ERERIENIRE T
b. 10 EFIA B FE AU ARKRAEFE, HIABUREINX B FEb

(D NRTETLD FHARULEI R FER(F, SERA T * BFEMFERRN * Bk, BRELIR
BEHER,

C. BEREFEMEMEIRT RFH LXK B FERF AR Ik R B0,

CD MR EIRBEHNE, BHNERISNIEETRURIEEE, X5 ERER
AutoSupport JHEARE, FrEEERET RERRAENIHBFHRHT.

8. BERF ",
RIENAEFHAEFRZREFERNRE, HMBEERFS
IR RIF BB F B IR

BXER
"I EHR B F BRI R I T PR HERR"

"RIFHIRE()"
ERBFEHFBENTEENER

FCE SMTP BEFiBfFRSS 28 /E, EMAERE, RASMIEENWA ALIZBEFIHEEN, FRIFERANWES
AREELE,

BFEM BRI EEUATER:
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NetApp StorageGRID

Low object data storage (6 alerts) @

The space available for storing object data is low. @

Recommended actions @

Perform an expansion procedure. You can add storage volumes (LUNs) to existing Storage Modes, or you can add new Storage Modes. See the instructions
for expanding a StorageGRID system.

Time triggered
Jah

Service

DC1-51-226
Node DC1-51-226 @
Site DC1 225-230
Severity Minor
Time triggered FriJun 28 14:43:27 UTC 2019
Jobh storagegrid
Service Idr
DC1-52-227
Node DC1-52-227
Site DC1 225-230
Severity Minor

Frilun 28 14:43:27 UTC 2019
storagegrid
ldr

()
Sent from: DC1-ADM1-225 \-—/
Description
1. LIREW, ERICEREDNILFIER.
2. LIRAVIR)ERER o
3. NERBWIERRIE.
4. BXERPVENEDRABFAER, SEZTMNTRNLR, BREEYE, BEAZRM
MEY UTC Bt al AR Z #2nafEAk #1AR S5 HI# #Ro
S. RFBHNEETRENZ,
EESENS)
"BEEREA

StorageGRID HYN{AI7E BB FHB A EEN & HER
AT BRLETEfl & ZREY &R Z BB FEB{4@AN, StorageGRID SR ER—BH P 2N EIR#HITIE,

B X StorageGRID W{AI7E BB FHBHEH P I LN EIRH#ITHHANTG, BFER TR,
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1h
SMERBNNERTRRZER. WREMRLRD
BMARNER, WSAEREEBFERF @A

WTFRHETREFNFEER, WMREERENTENE
BE—1, NN HEmEERLEE,

EURfLAZEIRAY, StorageGRID %% 2 9%, AB
BRiEEH, MNRELHREMEA THMREZZR, T
StorageGRID S1EVIIGBFA XA ERit1T724H,

MNRfEA B —PEIRLIR, StorageGRID BFZEF 10
P, ARBRZEMEN, ENSIREFREEHE
]’ (HETREEMNER) , BMELFCREXEER
HwE2anitt,

MRIMFESTEZERBEEP—NERSHER,
NESHRERNT R EERHIMLERE, FEX
EHTE A

StorageGRID S4t4: g 7 K &IX—/REBFHIHFER,
BHIFEZEIREABICH AR ZEIRMMNEES N 1L,

X EHR TR B A AT R AR

- TR 2 ERNEIRATE08 : 01 %,

Nl
* ER A ZARERM R LML, (NEE—E

o

* TR EMAERA, TR 2 LRANMAZHR B

o BRRRKIEMMEN—BITER—,

© WA ER A, FERERE, TEMTEER

HfH, RAZNTEERKE—FE,

- TE 1 ENEIRATE 08 00 ik, FEXRIEE

(GRS

fERIEE
fel@ o

- 81 02 RIXEHLREFR PN ER LA,

- TE 1 ENERATE 08 . 00 fitk, @HITE 08

;02 kix.

- TR 2 ENEIRATEO08 1 05 fitk, 2 NEA

RBiE8: 15 (10 2HE) KX, HIPRKREX
PTIRo

- BENTR 1ARRERA IR RIEEN,
- BENTR 2 MAERA, ERREE @

p31

- BRRERTR 2HERA, BHERNFTHR DD

W FIEDIRTS

- MERRERMAT R 2 NERA . FRRIEER

Ex, FEALERY TR 1 PHATEEIRTS.

-3 8 HATR 1 MALERA . IWIPFRIXE

o

- ik A RREREFE . Ht@AET3A 158,

38 22H, 3A29B%mE%iE,

NRARR T * BFERHERARWY * Bk, HELLERZNAEREFHERA, BRBUT SBR[ SR

o

ERBHNE
* BB TERR ISR R EEER.
© ERMRE ERER R R RR,

p
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1. BIERE,
a. EFER > B F R E
b. IIEERF B (SMTP) BRSZEILERSIEM.
C. IIEERE AU ATEE T BBV FHp i,
2. ERIRER A IRIESS, HREBFEPFRRIXFNIR R,
3. BRI R FHAEERBINT A LR B &R AtthitA B FEp i
4. WEEETRIAEXH, ARKRRASH.

RASZFE R BEFREREBHE HIREMERERE, 140, prometheus.log XHHTEEZEIEIEERN

Ars32REY Al gE = BN ER 1R

BXER
"W BE XA R EUE

e ERE
5E, SRR UERERHS IR IEEREN.

BRENAR
* BRSNS E RIS E RS
* B AR"EETER"NRIER "R,

KXFIAES

TR NN, BPEREBENTRUNR—IRE N ESFHIRERAN, SREFEFREFRLHHENER
MM ELFr A BN A& P A @A,

WMEEEHE SNMP I8, M Silences F&ZE1E SNMP &R H@EH],

@ TEREFHFMRERAMNES, BSA/IOo NREFHRER, WAL AL NEEZRR, HEIEHE
IESER RSB IRIE N LE.

() SFERMERBRUORS, RITEGERLNEER EREA.

p
1R ER> T

thBHIE 27 Silences Ti1E.
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Silences

You can configure silences to temporarily suppress alert notifications. Each silence suppresses the notifications for an alert rule at one or more severities. You can
suppress an alert rule on the entire grid, a single site, or a single node.

Alert Rule Description Severity Time Remaining Nodes

No results found.

2. JEFE A
B R B SR AR EA I IEAE

Create Silence
Alert Rule v
Description (optional)
Duration Minutes -

Severity Minor only Minor, major Minor, major, critical

Modes StorageGRID Deployment
Data Center 1
DC1-ADMA
DC1-GA1
DC1-31
DC1-52
DC1-53

3. EETIHALUTER:

FEL Description

ERAM BB E RV ZTR ERTLOERERROASEEXERMN, BIEER
MU BEZRBENiLt,

c R IREBERINEETIEE R ERFIE TIRMNIEEE, 15EE * PR

BRI * o
Description WA LOERRERRAR I o FI40, B ILERRARIB Y.
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FEL Description

Duration FENBREFENNE, Uawh, NEHRNEN, EEIRESEIN 5 DFHE 1
, 825K (5%) .

COERL AN REIRAMNERIKAE, MRENERANESSS, WEHE
IESERRBIRIEZ AT, ERIETANNEEERE, B2, NREREHE
ENEREEMARN, WrstHRECERAKEER, FW, " RSLEHE
BEXH " Bk " FEIKEEREXH " ER TS HIXE .

severity RGN ERm BT ESFHE. MREEET B —MEAER, WFE
AIFERNER,
TR THRLBUIFHFRNAT B IHMLET R I URIEENE, 2NEREEN

TR ERVERAMNEFIE RN, MREFENME, WRKERT=R #EFE
IERMFIE T Re IFERIER, MIFERSMNER TR LRI R,

C AR BREFTRERSIMRIZS NS, MREFARES TR
ZNER ERIERRNERAN, WATeZE MRS,

4 BERE
o MNREBFEFHITHIZ AUECAHERERI, AT LA HHTRAE MR,

1IN Description
YmiAERRAR EEFREIR > EE

a.
b. M\FErh, EERBERENFEINILE XN RAVREZE,

C. BEH*FIE ",

B , FIRESE, EETEERR MBI Ro
e BEH*REF"

a

BUHFRER a. FEEFER > EFE
b. MFrh, EEERFREIEFRINIRE X LAY R,
C. By * MilkR * o
d. BEHHE HRIAZMEREEHFIRTS,

COER Y IME, ERARLEEIREY, REBREERN (RIERE 1R
ZIE) o WRIMMAUMER, NWAXETFHBAE SNMP &R AN Bt
LiRTIEPIRERE L7 FHRVETEL

HXEE
"B & SNMP{LIE"
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BEETR(BRS)
StorageGRID ERZGZE—MELR RS, B TIRAERZTHEENZEIMASER.
() EstsTRzsanSss, CERAGAESENRY, FABSTER.

eSS
"EESE (BR%)

"BEIHER"

"&I2 StorageGRID"

EiRE (HRSR)
IBERATUABEFRMEEHIFMNEIREZ —
FINEIR

1 StorageGRID 2SR MHEININE R, TiEEN. B, ERAUREARUNERIEIEX £RHEEXERFK
BEXEER,

2RBEEXER

R BENXEIRA EIE StorageGRID RFF L EXBMFMERSIRS. EAULIEERBENERINESR
INER, EEAURIEFNEREBENXER, XXM TF 5T StorageGRID ZGNERBEXFHIFEEA.

BRES
"EERAIR(BRS)

"BEBIAER(EHRS)
"CIEL R EEXEIR(BR%)
"SR EENER(BRL)"
LiRMEIEE (BRS)

Y StorageGRID BMARHER, RAKMARAZR, ZHREBREZRE GNAHE2BEEN) MER™
BMRFNASITEA true -

El4To ) EiR™ES aX
r BE bl TREERIIMNE, B7F
AEREMERRENZRSE

1577t
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https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html

El#To Fie) TIRTEMS aX

a4 AEE RE TREERIINE, B7F
ERERR, FTESEm
RERIBIT. ENFHTTIH
ELBILE E3R,

A RER major TREERIINE, B7F

o AR ERIREE
B XBREIUAIGIRER
» LABALEFAR

® a6 =<1 TREERIINE, B7F
AEFLIERRENZS
165t &R BNARR L]

AR o
AUAS M FRITSEERTEENENANEE. S MEETREN NVS RS SRIEEEENSERSEE
HREIEE. MAERE, RAZAMEEEARKEE,
HAR, MEURSIN " ERE " FEMAER.

RiREANBEEXNEERERTIRTEBME. RAARKRUATINFREEIRIIT, UERE—TERSE, &%
REENBUEXHBRER:

1. 2BEEXER, HERTEMNTEIBNRF,

2. ERmEM M ERBNAERIAER,
ERENEREPHIEEANBMERG, NMS RSNITEIZERHITITE. NMS IRSASIRBEE MM
FERSSEITIHE, BN, MRENEUEEBRTERBEXER, W NMS IRSMNRESRE B E X ERTERE

ME. THERAER. Rk, ARETBHEERRNFATIRAILARAEIRFIFENFRMG, ERTAHAE—RBER
BT2REEXER (AMISREENTE) , AEASMALER FRfREMER, BASREEMBEN,

il
TR LAERILR BT AR AR 25 B E X ERMFIAER.
NFUTFRE, BEEXHBRT2RBEXERMMIANER, WNFERAR.

ERBEEXEREE (BER) AINEREE (BEEA)

SEED >= 1500 >= 1000
RE >=15, 000 >= 1000
major >=150, 000 >=250, 000

NREZBEENERN 1000 BXFEFH#ITITE, WASMEERER, AKX EME.
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ERBEEXERMATIRINER. E 1000 AR E/HEEXERNERMTESLSNHRE. Eib, BiRE
AFTENIER,

FELRBERZE, IRERTEREEXER, WASKERMENR EMAMBNEREZE, GMEHRITG
B,

HEAREEEXERMERT, EMHMEBMREN, RAIRERNEROEETLELEE. SREGHE
BHLRNER, FEEEARAIEEBFHBHE,

B AR R
MRFA—EEF SR B E X BRI EIAER, AR "“top down' * IR HBIRST T

g0, W8 UMEM fEZE 50 MB , MI=ft&gE—1MER (=50000) , EFR=EZET—MER (
<=100000000) o

Global Alarms
Updated: 2018-03-17 18:05:21 POT

Global Custom Alarms (0 Result(s))

Additional .

Enabled Service  Attribute Severity  Message Operator Value Recipients Actions
¥ |SSM =] | UMEM (Available Memary) x| |minor | underst [= =] [s00C | 2030
¥ |5SM »| | UMEM (Available Memory) x| |minor | Jundertoi |== ~| [100C | 27000

WRIRFHER, ME UMEM BEZE 100 MB BY, Btk E—1EHR (<=100000000) , ERRfAET—NE
& (=50000000) »
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Global Alarms
Updated: 20180317 18:05:31 PDT

Global Custom Alarms (0 Result(s))

: : . Additional .

Enabled Service  Attribute Severity Message Operator Value e Actions

¥ |S8M =] | UMEM (Available Memory) | |minor | Jundertor |== =| |100C | 2000

¥ |SSM =] | UMEM (Available Memory) | |minor | |underst |[= -| |s00C | 030
Default Alarms
Fiter by | Disabled Defaults | Y
0 Result(s)

Enabled Senvice Attribute Severity Message Operator Value Actions
Apply Changes .
AN

BRIATIREERREBRIRS RS KEL K. FILUET B FHHFE SNMP ZxE i@,

NTBRIEABEREAETLESNIERDER, RAARERIENIMNERTELLEERTEE. OFLE
B, WA %HXJ&—*/FE%T’EO XERE, S NMS [RSHUSEEITRYL, ERIEBRRKAENBENERSF
R HEHRA LxBA, WMRXEFONEEERFERE, WERTERZILERL, AREHmEN. 3
FHMERERE KT, ERFKEHEER.

LIRS ENFETRHRLZERONS AN NIRE=(L Alt, BMEE 1.9999 F&k=HENT (<) 208
i, EERBNSHRAERTN 2.0,

#ARSS
e BT AT AR T3 R B I RN ARSS , XERSKHHABAERNEFHBEEXER.
BiRA=

KPETHERBIEFIUERERINER. FEARFHEMTIRRAER.

fan, TRERT WAFE%EEJ}EH (VMFI) iR, (EF*XfF>*TAE>WHRi AR, &F* FHEhR
_*>*SSM* > ER*, )

eI LI VMFI 4, UERMAEM™ERFIN VMFI BiR (HFimEERYSERPETANERE) ; B2
BREERTHIREABNER, UE— VMFI ERETATERINER, ME—TMERRFRE,
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Volumes

Maunt Paint Devics Status ‘Bize  Space Available Total Enties  Entries Avallable  Write Cache
f sdal Online 55 € 106GB 74668 5 & 555360 550 263 5 @ Enzbled
fearflocal sda3d Oniine =j % 634 GB 594GB 1§ & 3932160 3,931,842 5 W Unknown
farflocaliranged0  sdb  Online B &) 534 GB 534GB B @ 52428800 52427856 B @ Enabled
harflocalirangedb/l  sdc Online 5 ﬁw 534GB 534GB T @ 52428800 52427848 T % Enabled
arlocalirangedb/2 sdd  Online 5 &) 534GB 534GB T § 52428800 5242785 & & Enabled

0 e

HIASRIER(BRSR)
HERGRBEREERHEN, RASTMEAREER. NRBRLVIERESRLNVREEREE. ERTUHIALX

B g,

EREHNE
© BRSNS RS R EE,
* EAAAEWIAERIUR.

XF IS

NRERAZGPNER LT T EDRS, WEBR LN STRLEREEE —MERZR EHE. EESH
A F R R HAIA T ARSI E R E,

Health ©

B | b

Administratively Down ritical

1 5

Grid details ~ Current alerts (5)  Recently resolved alerts (1) ;Legacy alarms (5) @ | License

HFERERARNZ ST, lﬁt&éiii%ﬁﬁgjtﬁﬂj‘ EERLETHNRBEEIRUEHZIEM, BIERBNER
RIEBFEHER. B SEN, B8, ERFZRILEF(AANERAIREEFNARFMNE). ]I
o

@ ;&%, AReTEIERRSE, EAUURRASNAER, UNEEBBAHFINEIBERITE

WABIRE. CHTEOATRESIHNN, RESRE T BRSNS, RECRAHBEREE.
() =zcsumrsensss, CERAHAEEEMYS, FAESTER.

pg
1. EERER. BRITUTREZ—!

° MEBRER"SITIRR ERD. BH ALK REISMNEDE-—NERETEDRSH. F2ERIL
R
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104

o EFEHTER(RE)> HAIER. LRRE

THBIEHRTIE,

The alarm system is the legacy system. The alert system offers significant benefits and is easier to use. See Managing alerts and
alarms in the instructions for monitoring and troubleshooting StorageGRID

Current Alarms

Last Refreshed: 2020-03-27 0%:41:38 MDT

[} show Ackncwiedged Alarms

Show

{1 1ufT:|
Records Per Page Refre_sh
2. BERPHRSET.
e B R B RIETE AR SS BB REIN R (215> TR *>* WA > g T | _>*ARSS_>*E4R*)
Overview \l Alarms “\| Reports \‘ Cunt‘guratlon\
Main History ‘
<™ Alarms: ARC (DC1-ARC1) - Replication
v Updated: 2019-05-24 10:48:43 MDT
-—
3. EPERN * HRIA * EikiE, AERE  NAER*
s

FABEREGESRISIERTE L.

®

HWiINERE, BMIAFZEFZIEMEET R, Eit, IREMFS—ITEETREEREER,
NI REM B EEEIER,

4. RIEFETEEHRINNER,

a. EEF > EIR(EE)> HRE R

b. %% * EREMINER -

LB 2 RMEMERIARNE R,



The alarm system is the legacy system. The alert system offers significant benefits and is easier to use. See Managing alerts and
alarms in the instructions for menitoring and troubleshooting StorageGRID.

Current Alarms
Last Refreshed: 2020-05-27 17-38:58 MDT

l‘ﬂ Shnw Ackncwiedged Alarms {1-10f1)

Show |50 v | Records Per Page | Refresh

BXER

"EikEE (IHZES) "
BEERNER(BRS)
ERILEEFRBRIABERBTIR,

BRENAE
BRI 2R E REIM R E LR,
* BRI EBRERIRRER,

() =acsumrensss, CERRHAEEEMYS, FEESTER.

18

1 mR > ER(ER)> 2 RER.

2. 3FF Filter by , ¥EF * BMHEREE * 2 * BEERBF * o
3. MFEHEF. MA—TES: ~+

4. BEEK U TR WA Y,

LEBPRE B PR BIAE R,
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Global Alarms
\ipdated: 2018-03-01 15:13:02 MET

Global Custom Alarms (0 Result{s})

Enabled Servce  Aliibule  Severlly
Default Alarms
Filter by | Attribute Code v | equals * | 9
221 Result(s)
Enabled Service Attribute Severity Message Operator Value Actions
[Q5Z (Number of & _
v Objects) Major Greater than 10,000,000 == 10000000 _?‘I
1QSZ (Number of i) - _ :
s Objects) Minor Greater than 1,000,000 >= 1000000 /“l
@S2 (Mumber of )
v Objects) Niotice Greater than 150,000 >= 150000 f"
XCVP (% =] Foreground Verification _ :
! Completion) Motice Completed - 100 f“
+  ADC ADCA (ADC Status) ;ll'f;inur Error >= 10 _?‘I
| ADC ADCE (ADC State) “NJotj-ce Standby = 10 4 “
ALIS (Inbound =] -
v ADC Attribute Sessions)  Notice el 4 tue ? ‘I
4 ADC ALOS (OQutbound . B | Byer 300 s= 200 2

Attribute Sessions)  Motice

BEEREERMERIAR (TR ES)
SRR H#HITHIEHIREY, BRI UEEIEMREHRERATINE,

ERENNE
© BRI AR E RIS G2,
* B REE B ERHIRR.

() EstsERRaNSSE, CERAGAEEEMNY, HABSTEM.

p
1. ZBBUUT 5 BIREN—ER B Bl N R BOFR T ERAYTI R0
a. JEEF I EIR(RB)> AL ER.
b. HITUUTHRIEZ—!
* BE—YER.
BWANEENCEE, ARREE BEXER .
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2. BRBUTHET BB AR L BRI,
a. > T A>T,
b. 3%4% GRID NODE > * [REAH _*>* ZIR *>* HLIER *»
. MFIRAIEZRRE M,
d. BT TRIEZ—:
* BE—EYE .
 WMABENCEE, AERE BEXE#

EfILatEIEIF T Ho
e BREFERALIERIEREER, BEE *HLIER .

HxEs
"ERSE (BRGH) "

IZERBEXER(IBRS)
TAREENIHRSERAEREEXERFARHERITENR, 2REEXERTEAGESZHINERNEREH

S REETIEA S G B RASIRE M.
EEBNAE
RSO R B SRR SRS,
R AR,
() =xcsEmrensss, CERAGEEEEMYS, FEESTER.

ERBEEXERZBEINNER. FIELENLE, BNRANERRIAERE, BIERRINER, EFEIGER

FIRERR & E R BY R EERY KU

NRELERISE, BS2VIDe B0, NREEMNERAEE, AT ECNEETERH,

@ AERERITEZR, BERASHFHNEERNEN.

g
1 EF > ERER > 2R ER.

2. MeRBEEXERENINIT
© ERMFER, BREHE P WRXBE—NEKB) H A Do
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Global Alarms
Updated: 2018-03-18 14:00:28 POT

Global Custom Alarms (0 Result{s})

W [ARC ] [ARCE (ARC State) ~| M [Notice ~] [stancoy [= =] [0 | 7090

W [ARc x| [AROQ (Objects Queued) | ® [Minor =] [atieaste [>= =] [600c | 7090

~ [ARc ~] [AROQ (Cbjects Queued) | W [Notice v] [Atieast: [>= +] [300¢ | O30
Default Alarms

Fiterby | Attribute Code v | equais |AR" 2

9 Result(s)

ARCE (ARC State) 2 Notice  Standby 10 24

| ARC

F  ARC AROQ (Objects Queued) £ Minor Al least 5000 >= 5000 gl
F ARC AROQ (Objects Queued) < Notice At least 3000 >= 3000 Z2gh
3 ARC ARRF (Request Failures) & Major At least 1 >= 1 y ‘
F  ARC ARRV (Verification Failurss) & pajor  Atleast 1 >= 1 2
¥ ARC ARVF (Store Failures) & Major At least 1 = 11 d
F NMS ARRC (Remaining Capacity) % Notice  Below 10 = 10 2l
= NMS ARRS (Repository Status) & Major Disconnected = 9 f ‘
F NMS ARRS (Repository Status) ) Notice  Standby <= 19 2

Apply Changes ’

© BREMENAER, BRERIAER.
. 7E Filter by &, &8 * BN * % * BIERR * o
ii. NERFITH,

BEONFRNERABR”F (BlEl, a?? 2?2 HAB*) . ES (*) RRENFR, @5 (7
) BRBENFR

i, PEFTL B9, A
v EERFIRS, Bk 26 gl EERNERST.
BINBIRGEHIEIL B E N ERE,
3. MR EENEREE S TEANENEN:

PRl Description
enabled FEAREBUHIER I SIRAE T B A A E R,
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N

B

severity

message

BEAT

fifE

HAUWFA

1BR1F

4 BENAENR*
BXES

Description

MERTEERSNAHRIFAE BT IRPERBSITHRE MR TR A,
BEETEXBMUNGEER, FRE 58 * @) BERMZL.

HERERE S BIBEARFS S,
EROERE (EEEXR, FEZERT 10% F) o

BT REERENLEmEEENEER:

=BT

> AT

CNF

C o= AFRETF

C <= NFHSTF

CATETF

AFEREERRERLOSIMENRNSRAE, ItRBTULSIMUE,

gﬁﬂg% (1: 3) EENHFCE, WAURLIES RIS FFEET!

& B AT @A A B FER AR TR, XX * BHR * > * BFERAIR

B * TE LA BB HIIRRATE. FIRUES IR,
coE: BMHFFIRFEIRE SMTP IRSB2EA BEIBTT. EARINERHS IR Z AT,

BWIABEE SMTP . BEXEREBENAIUBE 2R BEXHMIAERS

R

AR T
P R

O N1

O M

O ETHER—T
gl =517

IR E B T RS S B (R RS
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BRER(IBRR)

RIMBERT, REZERAFZPNERLTEANRS, BERAURBATENER, BRAIUETR2TEIFHER
ASERERAREER.

() EstseRRanSss, CERAGAEEEMNY, HABSTEM.

ERMNER(ERRDR)
TR URNEBENZARA— T RENRINER,

BRENAS
* BRAERA RN R E RIS EELS.
* BRI EERERIHRIR,

KXFULES

MRANEMEMAERNBEERAER, WAZBRFRIMER. TREEEIERHERN, ERERER, &
AILUBRR A B E R,

@ ARETEIMERRAZA, BNEREAREER. SN, ELETHXBIREZR], &q
BETCEML N B R R 8] o

pg
1. EER > ER(ER > 2R ER.
2. BREZANINER.

a. FERNANEIREP R, &R ¢ kiR < > BIERED 3 BERM .
b. EANERFIIH,

FEEONFAEEREER (Fld, a? 2?2?22 HAB*) . ES (*) RRSDFER, A5 (7) &
TENF,

C. BEETX BD, WA
() &5 CRARME  BERNNCRANERABRNIE.

3 HRRERKRT, REHREEN @ EERANER.
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r Global Alarms
Updated: 2017-03-30 15:47:43 MDT

Global Custom Alarms (0 Result(s))

m A0
Default Alarms
Fiter by | Aftribute Code | equals |U* Y
3 Result(s)
= SEM UMER {Available Memary) ® Critical Under 10000000 <= 10000000 ﬁ"
¥ SSM UMEM (Available Memory) L Iajor Under 50000000 == 50000000 _?“
r SEM UMEM (Availlable Memory) 2 Minor Under 100000000 <= 100000000 ;?“

EEERN * EBA * SEERT AT,
4. BUHES * BEEA * EEHE,
o B MAEN .

AIANEIREEA.

ZHeBEBEEXER(BRSY)
BRI UA BN RAZBIRRE B BE X ER.
BEENRA
s SN TER S FRN s 5 R RIS EIE8,
s S EBYFERIA RN R,

KFIAES

MRANYRMEMAEHRIVBERRAER, WARBRINER. TRE
FAILUBRR A B E R

p

1 EER SR> ER(ER > 2B ER.
2. TRRBEEXEREKD, BE * FHiE* P EERNERSL.
3. BUHEH * BRA * EFE,

trEI BRI ER,

Apply Changes *

ﬁg?E;i_.f%&**FH ’ lu\

1M



Global Alarms

Updeied. 2018-03-21 11.21:08 POT

A

Global Custom Alarms (1 Result(s))

Enabled Senice  Attribute

Severity  Message Operator Value pocl08 . Actions

[an =] |ROTE (Tivoli Storage Manager State) > B luzjor ~|[oMine [z =] IT | D0
Default Alarms
Fifler by | Disabled Defaults | 0
0 Result(s)
Enabled  Senice Attribute Severity Message Operator Value Actions

4. BE NAEN
BERRAERBENXER.

B R ER(BRS)
WMRALA T IHER, EILUSKRE, MAEHIAE.

ERENNE
* IBNIER Passwords. txt X&

Apply Changes *

MRNEFEMALRNBERAETIR, WAZBRILER, TXERRBMEN, WERGKRER, ERIUHRIAE
R, HE, MREFZIUERER, MARFEREELREENR (MMSBERRTLKEENR) , WTLUAR
MANER, MRERBIULMHNENBIUEBRFRER, MZBUHRNERIEEENR (FIW, KEEME) , Mkt

RERTRERTRBE A,

1. ZRER,

2. BRENETEED R
a. AU THL:
b. I NAFIHAIEERS Passwords . txt M
C. AL T an <tk Hroot: su -
d. BMANPFIERIZER Passwords. txt X

HrootAP BIERE. RRFRHMEN $ to 4o

3. EFBETINMSARSS
4. MNEEBET EHFR:

service nms restart

exit
ZEiRE Bk

EESES)

112

ssh admin@primary Admin Node IP



"BRER(BRS)"

EEETREN(IBRS)

StorageGRID RZR] LATEARR BEREARSS RS K EZ WS BRI &IXB FERHFFISNMPER,
AIAERT,

NSRRERBFEHEN. X TEFHEE, EURECE BT RIS EE B FEb ULt
Ao T SNMP &@HI, ENECE SNMP IR,

HAXER
"EFASNMPYEIE"

EfErRE (IB&%)

MR TRERET, StorageGRID AR AIEMMERNERER: MEMERIIRS RS,
FEE MR EA]

ERETERRBEIREREY, RAILEERBFERHFEA:
* @A
* RE

* major

LiRMmESLRR,

ERFF7IFF RN S E T EM N EIRBXNFIEEN. STIREAERESN, KX EN AR
ARSSIRZSEAN

ARss (40 LDR ARS3EE NMS fRS3) # NIETE AR SSIRS UK B FEE RS IRSH
RS IRSBERTERRS HNHBEF U TIRSREZ —I &R

R RIERS RSB,
* KA
* EEERAXA

R FIFR R E W 5 IEE RS TR E B XBI PR E @,
BXER

"NEREE B FEMER(IRRSE)

NERECELFHHRSFRE(BRS)
ERENNE

YNRIEFEE StorageGRID TEARR IBE RS LZIXE FERAHER], MAFHEE SMTP BRHARSS 281%
B, StorageGRID RGN AEBFERM, TAEWE TR

* BTER S FFRIR SRR T REINAR IR,
* BRI AERERIHRIR,
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KXTFULES

ERAXLIRE ] LUE X AT EAEIRB FH @A AutoSupport BB FHI4H SR SMTP fRS588. XLIREF
BT E#E,

WNRER SMTP £/ AutoSupport JEE8IY, MATEEEECE SMTP HiFARS 8. E—1
SMTP RSS2 FEIRBFHMEIEHA, FEILETUBLI tHIRESRE . BENEXEIE
StorageGRID 93 ER,

SMTP Me—3cFf & IX B FHB AR,

pg
1. T R>EIR (1B AR)>* AR B F ER IR B
2. MEBFHBHFRER, WHFE - RS2 * o

MBS R B e FER AR S5 28 A E . L TIEIR R F79 AutoSupport JH S ECE B FHR AR5 280

Use these setfings to define the email server used for alarm notifications and for AutoSupport messages. These settings are
not used for alert notifications. See Managing alerts and alarms in the instructions for monitoring and troubleshooting
StorageGRID.

. Email Server
; Updated: 2018-03-17 11:11:59 PDT

E-mail Server (SMTP) Information

Tt [off ~]

Authenticsti Username: iroot
Credentials  Password [s00asaes

From Address |
Tcs:i
I” Send Test E-mail

Test E-mail

Apply Changes *

3. FRINLLT SMTP R4 ARSZ 2RIGE

= Description

mRFARSS 23 SMTP HERFARSS 2809 IP ik, WIRAFIEEEET
R LEEET DNSI&E, NaLBAENZMARZ IP
ik,

Port FFihin SMTP BB4HARSS 2800iR =
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= Description

S 3IE FRVFX SMTP BR{HARSS 21T HHI0IE. BIABR
T, BHEIELTFXERS.

BRI TR SMTP BRfFARSS SRV A R MERD. MRS HIIEK
B on, MpIUREERATFAR SMTP BR4HARSS 28T
AP 2MZE,

4 1E* RfEAME* T, BN SMTP RS 2RIGIRA A A B F BRIt AR B FER (it X2 TFRIER
FHERFBYE 75 R F R,

5. (ANk) REMABFERHALUBIN SMTP BRARSS RIS B EFATIR.
a. 1 * MR FEpfF * > * E * HER, FN— 1SN Enminagit,
TR LU N —D BB FER Rtk 8l —ME S 7 FRAVEE FERFPIIAE SR, BT NMS BRSSTE & IX iz FE FHR
FRAIMEIARIIERIK, FILEXATaES0E MR NI H3E.
b. eF * KX EEFHRH * o
6. B AT "
LEBPRRTF SMTP ERHARSS 281 E . MRENMAEFHAHRATER, WRKFZEBEFHMH, NidEBFEp
U ARXEEMHARSSEE, MABELENTAE. ERASMEETRNASTR, SMEETRER
RIE—I BT, WEIMIRXEFHREIEHAIA SMTP BREARS 2RISR B ER, HE NMS ARSS E R ThiEZ 2R

gﬂﬁ%éﬁo NMS RRSSHIBRARSS 88 Z BIRVEZRRRASER BT BRI MA BRSO (NMS BEVRE) &

BEXES
"&I2 StorageGRID"

BIEERBFEHER(BRS)

BB FEBRIR, EALEENAERBTFHEBANTE, FHANEET. EaUERETFHHERETR
BB 5K % 6 AR IE A0 ME—B A,

EREHNE

© BB R R E RIS IR,

* AR ERHITRR,

XF IS

ARG ETINE AT HERENN BT RN, KR ERRTF LB,
TR FIRT ERBFANBARES, BIRFEABTFHHIET.

HB

1. e > BB (BHR)>* AR A F AR IR

2. NERFHBSRES, IR IR

3. BERIE . @ (A BN D NBXFRE—MER)
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Email Templates
Updated: 20180317 11:21:54 PDT

Template (0 - 0 of 0)

Template
Mame

Subject Prefix Header Footer Actions

All Email Lists From SGWS|

|Temp|ate One |N01iﬂ|:atinns 136

Shnwl 50 "I Records Per Page Refresh |
Apply Changes ’

4. EHITHRARINUTRE:

Ing Description

Y EE RBFIRRRIREIE—R TR, RIRBIFTEES.

ESJEIE Ak, RERERFHEMEERITHKNEISR, I8
BFRMECE B FHi - jmik2s A A L@ A

ARl Bk, BRTERFHRFIESCF KAVARE S AN, R LAfE
FRARRA X AN TE B F BRI BRI RTER N A E) & FRA 3
WEER.

DIfH A, ERTEREFHMEEXCREMDIIN A, A LA
R A XA e SRS SNVETFHHE, HIGNEKAR
A& SO uh s,

o BE*NAEN .
HEB R S @ RAR I — TR AR

NERBERSIRBRHFIR(B R L)

WIEREFIR, G UTEMA B ERSBRSREL ETUINERNRHE N, EBaMEDeIB—NRHETIR, ARA
REREEMEIRBFHFEN, ZERREMREANKZERN, BER—TBFERHFMMAEIZE— MR HTIR.

&l

* BRAE RSN R E RIS E RS,
* SR ERRERILIRRER,
* NRBHEBATIRIEE B FEHRIR (BEXDTUE, TIMMERT) , WAMELIZRLIRR,
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KXFIAES
ERAXERERUE X ATIREIREFHEBMERETIR, XERERRTERE,

p
12> EIR(1BhR)>* BAR B F BB R B
2. NEBFERfF RS, HEE*FIR
3. BERIE . g (T EN* Q) NRXFZE—HHIIR) -

Email Lists
Updated: 2018-03-17 11:58:24 PDT

Lists (0 - 0 of 0)

Group Name Recipients Template Actions
! | I =1 200
Shnwl 50 vl Records Per Page Refresh |
Apply Changes *
4. TR, FMUTAR:
Ing Description
HRTR RTFIRIRER T RAME—R TR, ERFFIRZIRAEE
£

COER CMREATERAHFIRAIRNE, MIERR

SRR AT RBMBPVEMIE, S

MFNEHPIAEERERE, 7 REEAFHIE
HFHIRZ T,

Wt A BEANETFERE, FeRiEcERIBR TR B A
X B RV FER UL BR 45 R BVE S 2 FRY &R

COEEC  MMREBTFERPMNE T Z TR,
MITE % £ @A & F B E—H B F R i

o
EL BE, WAILEE—EFHERR, UWERLRIES
HEBR 5 ZREIFRE U 4 ARDERIRINME—RITUE, BT
FENAD E R T,

S BE*NAEN .
[li:NpERclFe g il N ERIES

BXER
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"B L BB FER A ARIR (1B R 5E)"

NEIRICE B FERERN(IH &)

BRWIAEHRASGBEFEFEN, WHEADRZEEFIRNMS, HEOIRIZTRANZENIE, BRE
BN A B EE T ENL N ERIRS RS L EELN A MR ALEBFERG. Fit, BHFEARSE
A FEEKRBER,

BEENARR
* BTERSFFRIN SRR T REINAR E IR,
* BRI ABRERIHRIR,
* BB ECE BT ER IR,

RFUIES
EAXEIENIAEIREEE N, XERETRATEREN.

ZID%%A%¥$BT¢1’¢J,¢JJ: (BFIR) BFZMHBHIIR, WELEBNMEFHIMNSKE—HBFEREER, f
a0, AILUFAELRHH— ﬁﬂéﬁmﬁﬂﬁﬁiﬁuﬁlﬁﬁﬁﬂﬁﬁﬁx_%ﬂ MAETERf, Z—MARERFRHNTE
MR E T ERALER. ERLUEREBTXMNTIR. MRBATEER, BRIUWEI—FE.

p

1. TR ER (1B AR)>* B AR B F ER IR B

MEEFHRFRER, & @A * o

BEHFE. @ @A Q) AMRXTEE—NER) .

ERFEMEFIRT, SRR,

RN S DM EIRTERERANIRS RS

B MAER .

.O“’.CNP.@!\’

A NEERREZIRMELRN TS ASHERY, RAIEHHTIRLIXE,
BXER
"NERBERCIRERHFIR(BFRS)"
"EiREEE (IBRS)
2RI RO EIRBEH (B FRL)

ﬁﬂ%fﬁxﬁ?ﬁtﬁEBFF?'HE?%H&U{%%%}EE’\JE%D, MR LA IR BB RV ERE@ A, a0, EEEIEAERE
FERHENfE, ErIReRER LA XIBERVER,

BEENAR
EAE AN 2R REINE E RS
* B BB RERIARIBR,

ERAXERERRILRAREERRASREBFEHEEN. XERENEHATERBFERFEN.



() EstsERFaNESE, CERAGAESENY, FABSTER.

g

PR ST > E R (IBhR)>* B AR BB FHR IR B

MEBFHERFSERAR, 7R @A~

BERIE . g BRIEEENMBEREFIRST.

ERIET, ERBRIEMEREHFIRZANEIRE, EEZETITRERY © 21k * U IEFrE# AR,
B NAER .

—_

a > W DN

WETE HR 5 R A L R IR HRE RN,

2\ RGSCEINRY B FHp @]
&o] LAPELE StorageGRID R4 3 [AZERFF A& RY AutoSupport JH B &% BB FHMFEH],
BERENHNE
* EATE AN R B R MR E IR,
* A B R ERIA AR,

RFUIES
ER IR AT R LE XN R EEIRME AR AutoSupport JH S & 15 B FHR @,

()  ETARRIBRETHEEN, SRSZIEEARAF LN AuoSupport BE.

p
1. R RE>RARE > BTET,
2. NETRTR S, W %
3. HF * BRIRIELE *

Display Options
Updated: 2017-03-23 18:03:48 MDT

Current Sender ADMIN-DC1-ADNMA

Preferrad Sender | ADMIN-DC1-ADM1 -]
GUI Inactivity Timeout {300

MNotification Suppress Al v |

Apply Changes .

4 BEH - WAENR .
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BADIE (*EE*>*@M*) BRUTHER:

Notifications
Updated: 2018-03-17 14:08:48 PDT

All e-mail notifications are now suppressed.

Notifications (0 - 0 of 0)

Suppress Severity Levels Senice States
E-mail List v Notice Minor Major Criical Unknown ~A9TISUEN  pciong

r r u | = r r r 7OQ

Shnwl 50 leecnrds Per Page Refresh |
Apply Changes *

HEXER
"&18 StorageGRID"

{EFHSNMPsIE

NREFABEMEEIEMNN ( Simple Network Management Protocol , SNMP ) 1515
StorageGRID , MIMAECE StorageGRID FfiFHY SNMP I,

* "ECE SNMP{LIE"
* "IETEEFHSNMPIE"

1 StorageGRID T S #BETT— SNMP IR FIF#IE, ZAEBSTIFHEZTRE—EEERE (
Management Information Base , MIB) , StorageGRID MIB B &ZiRMZIRMFRFBRIENX . MIB TEEZFH
SinEiER 58, FIINs T THRNTEMES, 81 StorageGRID 1 RIEZHF—H MIB-Il I K.

=1, FMETRLEAZA SNMP . BZE SNMP {128, FiH StorageGRID T mE <IN EIERIVECE.

StorageGRID SNMP fUIESZ 15 A = MhRASH) SNMP 1. EAZEIERMERIE MIB iFEIR, HAREER
GAREFMER MBS IR ELER]

* * &Rt * B SNMP RIBZEREH], FEEEERSZHIN. BB T BRMEERS StorageGRID RAET
%ﬂl‘l‘ﬁzﬂ, fanf % iR,

FRB = hikas8y SNMP 53235060

* B SREMEM, BelFE2EERRZHIA. R SNMP RIERERFENERNKEIRIA, NWREHKEX
BA, BEIWREIRIASGREIRAEIREN L,

SNMPv2c 1 SNMPv3 3215 INFORM o
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EUMER T AEMEMHAERERER

* NS B EXERFEEMTERRIMRA, BRIEEIRE SNMP &X,
BHHEENERAZESNEAEETRRE.

REEHR (IBRS%) EEENTERLHNESHIREL.

15

AR IR B 5 2R,
AL ENEIRRE MBI/ EM L% SNMP B,
SNMP hxasz 3%

TREBELS

1ICN=[

T8 SNMP RASZHFIITHA

=3
oy

Eo
SNMPv1 SNMPv2c SNMPv3
& HiE MIB &if HiE MIB &if HiE MIB &if
EWSHIIE HXFrFE HXFrFE
A X B
WA B I0IE

ETRPHNZEER (
UsSM) HRF
FE BHAN @0

BB A&
B BERBENIARER SN EMHBEARRIRGARK 8RBT USM A
HEXHEEXHXFFE HXHEEX X FAFEH

BRI

P
* StorageGRID Z#FH i MIB iRl AZRHEE1HE,
© MIEHREVFRE T R E R BAERIAECE.

* SNMPv3 : StorageGRID AZIFHERZIFIEIL (TSM)
SNMPv3 : ZHEFHNM—BHI0IEYE SHA (HMAC-SHA-96 ) .

SNMPv3 : ZHEIME—F2FAMNE AES o
ih1aIMIB

f&A] ATE(EA] StorageGRID 5= ERILATAIE iR MIB EX X5 :
/usr/share/snmp/mibs/NETAPP-STORAGEGRID-MIB.txt
HXER

TRsE"

k2% (IBZ%) "

~ZJL

"4 5% SNMP BRI ER (IHRS) "
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"FHE TIRE"

ECESNMPAIE

WREFRAFE=F SNMP BIERFFHTTRE MIB I/0F08X, NELECE StorageGRID
SNMP fXIE,

ERBHNE
© ERTERR SIS E R EIRE,
* EBTR root HITR.

KXFUIAES
StorageGRID SNMP 2z 5B = Mhikadssy SNMP 1hile ErI AN RIBEE —1MEZE hRES,

s
1. EFECE > i > SNMPHUEE",

LB E7R SNMP RIETIH,

SNMP Agent

You can configure SNMP for read-only MIB access and notifications. SNMPv1, SNMPv2c, SNMP3 are supported. For SNMPv3, only User Security Model (USM) authenticafion is supported  All nodes in
the grid share the same SNMP configuration.

Enable SNMP @
[ s |
2. BEMMEMET R EEA SNMP I8, 8% * B SNMP* Ei%EH &,

B A TECE SNMP IERIFEL
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SNMP Agent

You can configure SNMP for read-only MIE access and notifications, SNMPy1, SNMPv2c, SNMPv3 are supported. For SNMPw3, only User Security Model (USM) authentication is
supported. All nodes in the grid share the same SNMP configuration.

Enable SNMP @ Il
System Contact ©
System Location @
Enable SNMP Agent Notifications @ 7
Enable Authentication Traps @
Community Strings
Default Trap Community €&

Read-Only Community €

String 1 +
Other Configurations
Agent Addresses (0) USM Users (D) Trap Destinations (0)
+ Create || # Edit|| X Remove |
Internet Protocol Transport Protocol StorageGRID Network Port

Mo resuits found.

AT REERA * FERH, AFE StorageGRID 7E sysContact B9 SNMP 5& 8 FRHAE,

REBKRANEE S B FHRHbit, 579 StorageGRID REFRIFTE T RIBERIER TR B, * RAHKRA
RZAILEE 255 MFo

AE* RENE * FTERY, MAFE StorageGRID £ "SNMP messages"sysLocation" FiZ{HtHI(E,

RASUERLUZ BB THE StorageGRID 2L EBNERIESE. Fl40, ErILERILIBRYENE L, &
StorageGRID AFFHFIET RIEMBIERTR B, * RANUE * RZAILUESR 255 MFo

. WNRFHEE StorageGRID SNMP IR L XA FHIBEEIE, FFRFES * B A SNMP IEEA * 8i%EiE,
WNRKFEPUEIFEME, U SNMP RIEXZFRE MIB ihiR], BRSELIXEMA SNMP @4,

- SNRAEE StorageGRID SNMP RIEFEWEI S HIIER HRIMMUE BN ZIX S IRIEREM, 15kt * BRS
PIRIERERA * B3,

. tNR{EA SNMPv1 3 SNMPv2c , BB XFHFELID.
TR FERTF SNMPv1 3 SNMPv2c FEFHEXMEMRIIE, XEFEREATF SNMPV3
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a. 1t * BIABMAHEX * FEH, WAILMANZRTIREHBETRIRAKFIFE.
TR RBR ERMEM ("custom™ ") #XFRFE & X FFEMEM BT

" RABHHX * RZEUESE 32 MFR, AETEEEE=RFN.

b. 3F * Rt * , WA— IS MEXFRFBEUAII IPv4 M IPve RIEMHEHITRIE MIB 1518, 2
TS 4 FMENFIFEH,

HEE RS L StorageGRID MIB B, ERAE—MIKFFH, MRHKFHFESILAEENEZ —
LS, M SNMP REZREERSAIENN,

SMIXFHBERZSAUEE 32 MNFF, FEAFTEEETRFN. KREATATFHH.

@ 7R StorageGRID 24t L 2, B7ERA "AF " FAHKFHH, NRFTHAHLXF
8, SNMP IER{ER StorageGRID RA4HIMIE ID fERNHLXFRFE,

8. thA] LUk HAhECE BF 5 PRI IR AR TR,

ERIETNRIEE— NS " lrtthit, " XEEE SNMP REA] LUEWREHH StorageGRID H#itit, &4
RIBMUEREIE— Internet TN, —MERIIY, —1 StorageGRID WEEUR—1imE (AIiE) o

NRAECENIEMUE, NFFH StorageGRID M8 _ERIRIAFIIA LS/ UDP w161 6
a. Bf eI,
flid:N PSRl FE Hpeiichaubi o priy E

Create Agent Address
Internet Protocol * |Pvd Py
Transport Protocol @ UDP TCP
StorageGRID MNetwork Gnd. Admin, and Client Networks v
Port 161

b. 3¢F * BEXRITMY * , ERILHILRER IPv4 IEZ IPV6 o
BIAERT, SNMP fEH IPv4

c. }F * RN ¢, ER IR R UDP X2 TCP .
BIANERT, SNMP R UDP,

d. 7£ * StorageGRID Network* FEEH, EIZFEZUEHRY StorageGRID RIL,
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- PR, BIEMEF RIS StorageGRID NIIRFIE = NWLE LAY SNMP &if),
* AL

* BRI

* BRI

@ ﬁﬁ%ﬁg)ﬁ 5 StorageGRID RUBERIFL S, TN AIEF IR AR

e 7 * im0 * FEA, eIk SNMP KB HIrNEE S,

SNMP RIZAYEAIA UDP i 4 161 , (BIERI LN ERARERNIROS,

@ fR7F SNMP {I26Y, StorageGRID = BhFIANE A R, A
RIERIMBRAASE RVFIARIX LR o

fag~aE
flid:NpERelFe Y peiiuhil et a= ey IEIE LN

Other Configurations

Agent Addresses (2) USM Users (2) Trap Destinations {2}

| 4 Creats | | # Edit | | ® Remove

Internet Protocol Transport Protocol StorageGRID Network Port
IPvd LoP Grid Natwork 161
* | |Pv4 UDP Admin Network 161

9. NREMEAHIZ SNMPV3 , IFTEEMACEED HiEFE USM AR IEDTR,

SRS E AT XA AU MIB S HIAHFEERIE) USM AR,
() nRERER SNMPVI 3 SNMPv2e , LS BTSRRI,

a BE*elIE*,
LR BRI USM A P IEE,
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Create USM User

isername

Fead-Only MIE Access @&

Authoritative Engine ID &

Security Level @

Authentication

Protocol €

Password

Confirm Password

Privacy

Protocol @

Fasswaord

Confirm Password

® authPriv

SHA

AES

b. Atk USM BRI NIE—RY * B & *

BRE&RZH8E 32 MNFf, FTEESERFM.

authNoPriv

AP E, TAESUILAF R,

c. NRILAF N MIB BB REIFEAIR, FEFR * ik MIB 58] * EiFiE,

WNREE * RiE MIB i) *, WSZA * NESIZ ID* FE.

() BEREMB HiiRG USM AP FEERASIZ D .

d. MNREEEBEAFHERLAR, EALARBA * 5% ID*



@ SNMPv3 INFORM B4 EBEREBS5I% ID (AR, SNMPv3 BB TR & BE
5% 1D A,

ESIZE ID AILLE 5 B 32 FF15, KA+7 it &Rmo

e. 7y USM AP EFE—1R245H5.
* *authPriv © WA SSMIGIEMERF (M%) B, EUITIEE S0 IIENINFIZERS AR EZFA T

WA,
* * authNoPriv* : ItAFEASMIIEHTERS, HRZERA (EME) . BOIUEE S HIIED
WA,

L AFFOALLR 6 AT S HRIENED,
() —=HMSHIIENYLE SHA (HMAC-SHA96)

o MIRMHEET * SHWIERM * , FRNHBIALAS BRT AR,
() —sSsHm LR AES .

h. BF gl
BRI USM B P HISERIEIRF,

Other Configurations

Agent Addresses (2) USM Users (3) Trap Destinations (2)

|+ Create || # Edit|| X Remove]|

Read-Only MIB

Username Niee Security Level Authoritative Engine ID
users v authMaPriv
userl authMNoPriv B3ATIC2F3D6

8 | yserd authPriv S59D39E801256

10. FEMECEER S, EEFMEH B RED .
B FEA BIRETR, ERILLA StorageGRID FERAEGERIBRIEX — M HZ 1 B1R. B SNMP LIEH &8
& * &% * 5, StorageGRID {¥HEASMNEXNBIRAZEEN, A ERMNEIRNSZEEM, 15,
R AR ZHFEH MIB-1I 52K (5140 ifdown #0 coldstart ) &RIXtmAERE,
a BE*elE*,

IEB R o SRR B B AR X IEHE,
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Create Trap Destination

Version @ SNMPv1 SNMPv2C ) SNMPv3

Type & Trap

Host €

Pot @ 162
Protocol @ @ UDP TCP

Community String & Lse the default trap community. No detault Tound
(Specify the default on the SNMP Agent page.)
o Use a custom community string

Custom Community
String

b. 7 * hikAs * FEH, EEREA T IERIH SNMP hitZs,
C. RIEEEFHRSIET ILRE

version EEIER
SNMPv1 * 3F: *IF SNMPv1, SNMP RIBREEARIX

MabH. AZ#F INFORM ,

L 1E* ENL Y FEP, MAEIRKPERHE
IPv4 =Y IPv6 itk (2 FQDN)

i. 33F * w0 >, FEERRIAME (162) ,
PRIFBIERAEME, (162 Z SNMP [
BHEVARELR o )

iil. 33F * wi *, BEFEREIAE (UDP)
tesh, *£FTCP, (UDP Ztng
SNMP FERH1Y. )

v. YN5RTE SNMP RIETIE _EHSRE T — MR
EfE, BERAIINGEHEIE, BB
B BRI B E XA X F T o

BEXHXFIHERZAIUEE 32 MFAF
, HETFREEETK,
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version

SNMPv2c

SNMPv3

d BF gl
LB SRR RE B B ARF G HAR N EI R R,

ETE IS
i.

F

B
e BinE R TR R T @,

£ * EH * FEEP, MABZUFERHE IPv4 ¢
IPv6 it (3¢ FQDN) o

XF w0 *, BERRRIAME (162) , BRIE
WIUEREME, (162 2 SNMP FEHAYFT
R )
JF >N <, BERERIAME (UDP) . Uik
4, B TCP., (UDP 274 SNMP &
B )

YNR7E SNMP RIETIE HSE T — P FEFHEIR
, RIERRIARMEIR, & ALK B IR
ANBEXHXFRF .

julll

BEXHXFHFREZSEAUEE 32 MFHA,
HETREEETR,

e B R A T FbHE = A T @,

T EN - FERA, MARRULPEHET IPv4 5%

IPv6 3k (3 FQDN )

XF *wmO <, BERRRIAME (162) , FRIE
WIEREME, (162 2 SNMP [EHBYR
R, )

JFF <N ¢, BEHREMRIAME (UDP) o It
46, EZFETCP, (UDP Z2Fr4 SNMP &
BN )

ERERTHHIRIER USM BF,

° WNREERT < Fabt *, MNERARBN
BL5I1Z%E ID B9 USM AP,

° YNRERER @A ¢, NWNETREENES]
Z ID B USM AR,
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Other Configurations

Agent Addresses (1) USh Users (2) Trap Destinations {2)

|+ Create | | & Edit || x® F{emove_

Version Type Host Port Protocol Community/USM User
SNMPv3 Trap local UDP User: Read only user
SNMPv3 Inform 101010 10 162 upp User: Inform user

1. 52p% SNMP RIBECE S, B * RE*
A9 SNMP RIBECE IS T 5ETIR S

HXER

"EEEEIRER"

[EEEFHSNMPHIE

ERIREE B2 A SNMP @, BMtXFERE, ERNTMIFRCEEM AL, USM BRI
FE3BH B Ao

EBEENAR
s WAERSZIFIN RIS E RN SRR,
s BAER root HIRIT PR,

XFIAES

%%)?SNMPFCEEEEEEE‘\ HAR. BB HESNMPRIEN AR FREF IR EXN & MET - RPT#BIERE

P
1. AR ELE >+ i >* SNMPHIE,

e £ SNMP AIEDIE,
2. MREFFMEMET R LA SNMP RI2, BEUEES * B SNMP* £5%1E, AERE *FRE
EXFTEMNET AR SNMP I, MNREEEHBANE, WREREFARIER SNMP ECEIRE,

3. ;E, BHEN * RAKRAN *H * RAMNUE * BANE,

4. NRIEBARBHE StorageGRID SNMP RIBA X G A @@, e IBCHIES * BA SNMP XIEEA0 *
5%,

BUHERILEENESS, SNMP RIEZFFRIE MIB i8], BRSKZIEER SNMP @A,

o HE, WMRERBFRE StorageGRID SNMP RIBFEWEIREZ IEH S D IIERI HICH B B &% & 4 1 FERA
, IBBUHIER * BRASHIIERM * Ei%iE,
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6. YNREEHR SNMPv1 3 SNMPv2c , ]I EHRHTXFHRID.

ATHEFERAT SNMPv1 8 SNMPv2c FETFH XS INIE, XEFERFERT SNMPV3 .
@ NREBMFFRAINEIXFARFER, LB TWHERFIERMBREERBE XK FFH,
7 NREEFHAEMAL, FEFHEMEE S PRIEIBET R,

Other Configurations

Agent Addresses (2) USM Users {2) Trap Destinations {2}

| = Creats | | # Edit | | ® Remove

Internet Protocol Transport Protocol StorageGRID Network Port
IPvd LoP Grid Network 161
% | |Pvd UDP Admin Network 161

ERLLEMEIEE— NS " ifiht, " XL SNMP I2EE] LUERZE B StorageGRID ik, &4
RIEHIEBEIE— Internet Y, —MERIMN, —> StorageGRID MLEF— ik Mo
a. ERMAEMIL, BRE * IR . ARG, BEREXEE SNMP RIERRAEPIEIE T B,

b. BIRIEMIEMAL, BEEFRMUAREIRE, ARRE * FE . AE, BESNEXEE SNMP RIER
AR AR IS IR,

C. EMFRAIEMUL, HERFRZIMUMIR IR, ARRE *HkR . AlE, B BE © UIAZRFRILL
ik,

d BRXEH, FRT SNMP LIETTERIH * RE * o
8. YNRE|EH USM AR, IFTEHMECEERD ik USM AP ETT+o

Other Configurations

Agent Addresses (2) USM Users (3) Trap Destinations (2)

|+ Create || /' Edit || % Remove |

Read-Only MIB

Username Necess Security Level Authoritative Engine ID
user2 v authMoPriv
userd authMoPriv B3AT3IC2F3D6

® | userd authPriv 59D35E801256

fERA IR PIE X BNXEE MIB SZURMEM F @A USM B R,
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a. B USM AR, BRE eI * . AE, BFSREE SNMP RIERVIRFIERT USM BRRS

&
b. B4giE USM AF, BRFZAFPNRERE, ARRE " FiE . ARG, BESLEE SNMP RIZRH
BAFRIERF USM AP RIS E,

TEERIE USM AFPHAFR R, IRFEELAFL R, YIHRILBRHEIZHRAF R,

BRI A BOAREIZ | 1D , B MBI EEERBAEN BT, NSRS
() BhmrmERBRZELR SNVP KHEi5. BN, ERF SNMP {BREN £ %R

IERIRo

c. ZfER USM BF, ISEFZAPRNRERH, AREE MF . AR, Bl BT * UHRIAZRERLL

R,
@ MR L FI R M EFRERMIRE AR, NKTURRS B R ERMER LB+ SNMP
BT, BN, 7ER7 SNMP RIBRERN S & £ 1T IR,
© Error

422: Unprocessable Entity
Validation failed. Please check the values you entered for errors.

Undefined trap destination wusmUser 'user!’

a. BIRRENR, HRT SNMP KIETERIH * RE *,
1. (NREEFEMH Bin. FTEEMECE &R PEEMEH B Rt R.

Other Configurations

Agent Addresses (1) USM Users (2) Trap Destinations {2)

|+ Create | | & Edit || x® Remove!

Version Type Host Port Protocol Community/USM User
SNMPv3 Trap local UDP User: Read only user
SNMPw3 Inferm | 10.10.10.10 162 Upp User: Inform user

BI G EARED R, AL StorageGRID FEMHEHBERLEREX — N Z 1N Bin. BA SNMP KIEH £
i * R7F * /5, StorageGRID BHFEAEENENXNBIRAIZEM, filkZRANEIREGS KIZBEM. LIk,
TENZHIHF MIB-Il 24K (5140 ifdown F1 coldstart ) & 3EFR AR,

a. BARMEMBLR, BRE - el . AR, BEIEE SNMP KERIRAFE XEMBIRNT B,
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b. EIRIBFEMABIT, HEFAFNRERE, ARRE *RIE* . ARG, BESIEE SNMP RIE9HAH

BXEMBETRITE.
C. %Hﬂﬂ[‘%ﬁ’éﬁ#ﬁﬁ, HEEETIRIERH, ARSE MR . AR, Bl HE © URIAZRFRILEE
To

d. BIBZFEN, EHEFH SNMP RIEFIERIMN * 1377 * -
2. % SNMP REBRER, B *RFEF",

HXEE
"B & SNMP{LIE"

& E fthStorageGRID %43

7£IA& StorageGRID RARVREE SR AZ S ERERIDEAE . RILUfERAZMEMEG AR
WEM D R,
© ERERMRE"
s "IRIEPUTHIGET 48"
IR RIGIEIRIE"
IR EG
CEEHEHR"
* "R BEXH N RS EE"
* "Frhfih & AutoSupport SHE"
 "EEMRIAFME
* "BEEREFER
* ETTIZH"

* "SIBBEEX BTN AERF"

ERBERMKRS

TR LUE BRI S iz StorageGRID RETAVASH X B BUAITHEHIER. MR EIEEE
PIRMHNERNR S LB BEHE(REESRL). BERMANXAERS.

ERMER ISR
ERMERASCETIE StorageGRID 1E1RME 4ERIE,
M EIERE SR EEHE(EF). BT LEMEHE 1= e BEE.
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Available Storage @

Data Cente

Overall ? &
- O
Data Center2 H

O
Data Center 3 5

¥
Fres

HAEERERR ENEFEERRIERERUTAS:

* AFRAMSER (S3) FAEE (Swift) FIX
* —IEE, RIRADERIEREE KN
* EARTEE, IRKETEM, WESKETHRZEEMEDLL
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Dashboard

1 Buckets Platform services Groups
View buckets endpoints View groups

View endpoints

Storage usage @

6.5 TB of 7.2 TB used 0.7 TB (10.1%) remaining
N e
Bucket name Space used Number of objects
Bucket-15 969.2GB 913,425
® Bucket-04 937.2GB 576,806
® Bucket-13 815.2GB 957,389
@ Bucket-06 812.5GB 193,843
Bucket-10 473.9GB 583,245
© Bucket-03 403.2GB 081,226
® Bucket-07 362.5GB 420,726
@ Bucket-05 294.4 GB 785,150
@ 38 other buckets 14TB 3,007,036

User

View users

Total objects

8,418,886

objects
Tenant details
Name Human Resources
10 4955 5096 9804 4285 4354

View the instructions for Tenant
Manager.

Go to documentation &

HESh. BT LAMTS R BTE A 32 1> TR>* Mg TTE EE 2/RStorageGRID #5741 & £ HERT B L AYE

2o
SZ PRl LSty

*RRADEMER ¢ T RIE LR, RADEHERBATLEH—EREYEIRNAY Prometheus $E1RME. 40,

EET RN R> A HTEREETRE SN GrafanaBEl&,
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DC1-5G1000-ADM (Admin Node)

Overview Hardware Metwork Storage Load Balancer Events Tasks
1 hour 1 day 1 week 1 month Custom
Load Balancer Request Traffic @ Load Balancer Incoming Request Rate &
2.0 Gbps 200
1.5 Gbps E 150 . |
: p g gl il \ "
| [ fl J L
: | E I & I & 1 (R \ \
\ | | ol Uy n ) = g e | il \ L] 1
106Gbps M ptl [k ek A ke Pl | ATy T 100 W I\ |
gl VAN RV T L LR e Y ) {/] o
{ || LW |/ | il
500 Mbgs A ' = 8 55, [ ﬁ!j’\ U"\ f_'L ,hJ || |r P ,,J
_ = [ fi\\ Rﬂﬂ
& 'u-
0 bps -
14:40 14:50 15:00 1510 15:20 15:30 14:4@ 14:50 15:00 1510 15:20 15:30
== Received « Sem == Total == DELETE == GET == POST == PUT
Average Request Duration (Non-Error) (2] Error Response Rate e
25s 0:030
20s g | -| |
o 0.020 |
155 & ,I | =
] || 11 |
=% I
1.0s o e [
T 0.010 i |
g V1 r M frsil
500 ms & || [ || T . |
F @ |\ | i |
AN ) e RS e ey | = i = L R | I'Nl |
011 e e e e — 2 p U | I I i L J
14:40 14:50 15:00 1510 15:30 14:40 14:50 15:00 1518 15:20 15:30
w= DELETE == GET == POST == PUT = Status 408

(D crmnaExtbasERTRIESIRD. KEESRTMN ZHF> TA> SR RERS,

* HTEAE IMTREUEN F > TA> WNEEIN TEEGERER M w3iEE2E, ERITEESS
BEBAME (B30 NTP 5iERE, U PPM AE(L) B9 StorageGRID BM{E. ENESIZTELRHIEEIR
(78) =%,

NTP Frequency Offset (ppm) vs Time
2010-07-18 16:32:15 FDT te 2010-07-18 17:32:15 FDT

NTFP Frequency Offset (ppm) A2

29,154 I I | [ |
16:33 16:43 16:53 17:03 17:13 17:23

Time (minutes)

* XIBER: AT RIEM SR> TRE> MR HIN T E A P(REEREN E T RiEEZE, fFRIK
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BLFIRERMHE, FHINMRIBERSHHE, XBERSITEEXRMN, BERETARETRIFEH
%o ENERREMHREER (1) SHl

Semvice Load €9 vs Time
2010-07=19 140502 PDT to 2010=07-19 153002 FOT

0.090+

L]

0.0854
0.0801
0.075

L

L]

0.0704
00554

0.060+ !
0.055-

0.050

| | | | | | I |
14:06 14:16 14:26 14:36 14:46 1456 15:06 1516 15:26
Time (minutes)

- FEERERRRALENERERET o KRR

1 hour 1 day 1 week 1 month Custom
~ ~
From: | 2020-10-01 12 ;] 45 |[PMm|PDT
W W

.

A
To: [2oze-s01 (@] [ o7 |:[ 0 |[[em]roT [TV
» v

Lost Object Detected &

0.3

12:45 1230 1235 13:00 1303 1310

=

*REE BN TR PRI TG R (R EEERER | ASEEZ G, RSERTAFIRTR
FEPASBBIEE, HIARSRESAILUEEHN, &R RSESITEAERM, BTERES, BMEM—
MREEBRES — RS E,
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LDR State vs Time
2004=07=09 16:40:23 to 2004=07=09 17:17:11

Standby

Offline

T t T 1 1 1 B t . L
1641 1645 1649 1653 1657 1701 1705 1700 1713 1717

Time = Minutes

BXES
"BEETRNE"

BB
BB

ERES
BTSHRIERNAFNAEREBRHENS Mo

Nt

1

138

aX
RENBEEERREBLLEH,

BE4RLL BB AR B IRR R XM B SEE R SEPRE
BAMERE, HEB "HE " MINREFIRE, BELR
TRTFIE, FEFSEERTERANRAENR
B, XIFEERXIREARRIEREERE.

TAKE (REHEAHIE) REEEFRTR. §
SAUZRE®, RENRBMNERES, BEERRT
R ERBIERIARSHIIRTS.

EARBRRATANNRDNEBIEETHE; B
MRIREE, FARSLET RIS,



Nl aX

RBARZRTENEONEEBEEER, ENRS
BIHERNRSEREER XA,

EABRSLETFRANRTS) , MEMBIEENR, F

‘ RBEMEERZESRRINNELRIEETHE (
RS REERRS EREESR XA,

BRERMER

TRIEeEESENERNRNEFNER. BTREFESENEHLESFREL. EXRER
R THEESEAZFARSGIER. EaUER 27> TAE>* WA TTEiARHE
fthEl =

EBEENAS

B TE R STHFRY R W 28 B REI AR EIRER

g

1gEEhRs AR, BETNR, RSB

2. EEREEEHREREDR,

HLEAMEEES— 1N Z 1 Grafana BR, ATFLEHI—ERBYIE]A Prometheus 18RAYE, 0. 5 =AY* T
P>*EERITREE N GrafanaBl &K,

DC1-51 (Storage Node)

Overview Hardware Network Storage Objects ILM Events Tasks
1 hour 1 day 1 wesk 1 mionth Custom
CPU Utilization @ Memary Usage ©
30% 100.00%
255
== 75.00%
20%
50.00%
15%
-

: = nfif n. . 25.00%
W% mj‘u-f\fu \J \ ﬂ f JLNJUU‘J\I‘-’"U \r \uﬂ' s

2% 0%

13:50 14:00 1410 14:20 14:30 14:40 13:50 14:00 1410 14:20 14:30 14:41

== |tilization {%) == |zed (%)

3. HE, BN REEERLAIEERERERNEFAE,

139



Memory Usage ©

100.00% C
2020-05-20 14:08:00

75.00% = Used (%} 44.70%

- Used: 11.30 GB

50.00% = Cached: 6.55GB
= Buffers: 14256 MB

25.00% = Freg: 7.2BGB

( = Total Memory: 25.28 GB

B
1350 14:00 1410 14:20 1430 14:43
== | [ged (%)

4. ﬁiﬁ"%"ﬂLX*E?E%%EET%EE‘&EHEWE’\J%%o MU RTUE ERERP. BHEERER | 5 .0 BIERTE
o

() sEmaEmrRRESEES

T NEFET REIRSOETRR. G0 R EEREN B EE RS AR E Z M FIER,

Queries
Average Latency 14.43 milliseconds il g [[
Queries - Successful 15,766 _@:_
Queries - Failed (timed-out) 0 -5
Queries - Failed (consistency level unmet) 0 5
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! Reports (Charts): DDS (DC1-S1) - Data Store

- OIMDD HHEMMSS
Attribute: Average Uuery Latency o hd Verfical Scaling: || Stari Dale: (2020/05/20 14:57-46
Quick Query: | Last Hour v | | Update | Raw Data: End Date: ?2020!{}5125} 15:57:46

Average Query Latency (Micros) vs Time
2020-05-20 14:57:46 MDT to 2020-05-20 15:57:46 MDT

2 8,500
W

2

g

= 8,000+

=

(%]

=

1]

=

1]

-

B

1 7,500+

cr

@

o

1]

| -

g

=

7.000-F | | [ [ [
14:58 15:08 15:18 15:28 15:38 15:48

Time (minutes)

(E8

2 NTEET R RIETRP. o] B EERENR i T E AR ETEIR E R RITEE
Grafana ElffZ.

Object Counts
Total Objects 1
Lost Objects 1 o

53 Buckets and Swift Containers 1
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1 hour 1 day 1 week 1 month Custom

. A
From: | 2020-10-01 12 45 |[Pm | PDT
W W
u .
To: | 2020-10-01 or |:[ 1o [[rm]roT (IR
b v

Lost Object Detected &

0.3

[ i ——— S— = S
12:45 1250 1235 13:00 1305 13:10
== Total

5. ERTRNANELRETHESENER. EEFzir>TAE> Mg
6. %% GRID NODE > * 4A{4+ 5§ service * > * #EA * > * £ E *

142



I Overview l\ Alarms Reports

: Configuration

Wain

b
l_i' Overview: SSM (DC1-ADM1) - Resources

Updated: 2018-05-07 18:29.52 MDT

Computational Resources

Semace Restarts: 1 ﬂ
Senvice Runtime: 6 days
Senjice Uptime: 6 days
Service CPU Seconds: 10666 s _
Senice Load 0 266 % i |
Memory
Installed Memory 838 GB B
Available Memory 23GB i )
Processors
Processor Number Vendar Type Cache
1 Genuinelntel Intel(R) Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB
2 Genuinelntel Intel(R) Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB
3 Genuinelntel Intel(R) Xeon(R} CPU E5-2630 0 @ 2.30GHz 15 MiB
4 Genuinelntel Intel(R) Xeon{R) CPU E5-2630 0 @ 2.30GHz 15 MiB
5 Genuinelntel Intel(R}) Xeon(R) CPU E5-2630 0 @ 2 30GHz 15 MiB
6 Genuinelntel Intel(R} Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB
T Genuinelntel Intel{R) Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB
g Genuinelntel Intel(R} Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB
7. BEERET m EEE,
ERNEGEHIR RS > BR OE. MERETRIMIDTE—ROBIE,
EpER
-/ S —_— '~ i -+
ERUEEARNERBHERIEE. ErLURGSEHETOMGR, WETS, AR,
ERBHNE

* BRE AN R E RIS EELS.
* BRI EERERIHRR,

p

—_

3 I SR SCR N

R R R TR RN
. ¥£¥% GRID NODE > * A4} service_* >
M B * FhFIRPEEEIRENEMLE,

RG> TBER

- B Y MBS, BEUHEF  EEHY R * 8% 1E
- BLISERBHERTE, B5EF * RIGHUE * S3E1E, HEBZRESNARS=A/NE (B, HFUED
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EERC RS RIBIE) , BBUHER * [RIGHIE * EiEHE,
6. M * REEI * FHIFIRPIEFER SHIAIEER,

PR B E X E R LUEERAS E RIS ESEE.
HHiE, BIRFET. BELLowhEtE, MREH LR KEEESERE,
7OMREFET BEXEW, BRI B M - SR - BEXERIER.

BN yyyy/MM/DDHH: MM: SS TEASIBY|E], BESELE, HERsISE, HIa0, 2017/4/67 . 30
: 00 B8IFsRW, IEME 9 2017 E4H 06 H07: 30: 00,

8. BEEH .

HEZER—TER, BEH/L2EE, UREEZITHIRKEESEE. RIEAEMKENNEKE,
R ERRIEX AR EHREX LIRS,

0. MNREATENER. FBABRIFHEFTE . AREERVEITENIRE. ARREHTEN
XARERIHE

XAREUXAELRET NMS RSZSELERIEMHIEE. RIEEIRSHIEER, SEK
MARREIRIR S . —BA U TRERNRIEX A RS —RA LU L RINRE XSRS

RIG AR S
R AR ERTAREERBMEFAEE:

* Time Received : NMS RS AMEE 4 HUEE KBB4t H HAFRYE],
© FEERYE]: R LR ENE M EN S HEAFBYE),
* value : HZRBYEIMNEMEE,
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Text Results for Services: Load - System Logging
2010-07-18 15:58:35 POT To 2010-07-15 15:58:35 POT

Time Received
2010-07-19 15:58:09
2010-07-19 15:56:06
2010-07-19 15:54:02
2010-07-19 15:52:00
2010-07-19 15:49:57
2010-07-19 15:47.54
2010-07-19 15:45:50
2010-07-19 15:43:47
2010-07-19 15:41:43
2010-07-1915:39:40
2010-07-19 15:37:37
2010-07-19 15:35:34
2010-07-19 15:33:31
2010-07-19 15:31.27
2010-07-19 15:29:24
2010-07-19 15:27:21
2010-07-1815:25:18
2010-07-1815:21:12
2010-07-18 15:19:09
2010-07-19 15:17.07

Sample Time
2010-07-19 15:58:09
2010-07-19 15.56.06
2010-07-19 15:54:02
2010-07-19 15:52:00
2010-07-19 15:49:57
2010-07-19 15:47.54
2010-07-19 15:45.50
2010-07-19 15:43:47
2010-07-19 15:41:43
2010-07-19 15:39:40
2010-07-19 153737
2010-07-19 15:35:34
2010-07-19 15:33:31
2010-07-19 153127
2010-07-19 15.29:24
2010-07-19 15:27:21
2010-07-19 152518
2010-07-19 152112
2010-07-1915:19:09
2010-07-19 15:17.07

Value
0.016 %
0.024 %
0.033 %
0.016 %
0.003 %
0.024 %
0.016 %
0.024 %
0.032 %
0.024 %
0.003 %
0.016 %
0.024 %
0.032 %
0.032 %
0.049 %5
0.024 %
0.016 %
0.003 %
0.016 %

RaXsikE

S‘IZME.:.mer’J*ﬂEl:lﬁl_il“S‘UME.:.szE’JH'J‘IEﬂEk (BEN—AE) . BTF

A2 E
féo

B &%E#H=
* BAYE:
° Average value :
* &/MED BE
*mAE: BE

tE (BHEENRS

ERUTEER:

NMS RSB &

l%\ §

NREPNER, HAEEMER

(&) —HENEMEERNREZM B AMTE,

B EER G ERANFISE,
B /8] B Y B/ VB
BBl ER By R A E

- BEBEH NMS ARSSTE—EREY
BIRENTIIE, RAEMR)
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Text Results for Attribute Send to Relay Rate

2010-07-11 16:02:48 POT To 2010-07-15 16:02:458 POT

Aggregate Time Average Value Minimum Yalue Maximum Value
20M10-07-1915:589:52 0271072196 Messages/s 0266649743 Messages/s 0274933464 Messages/s
2010-07-1915:53:52 0275585378 Messages/s 0266562352 Messages/s 0.283302736 Messages/s
2010-07-1915:49:52 0279315709 Messages/s 0233318712 Messages/s 0.333313579 Messages/s
2010-07-19 15:43:52 0.28181323 Messages/s 0241651024 Messages/s 0374976601 Messages/s
2010-07-1915:39:52  0.284233141 Messages/s 0249882001 Messages/s 0.324971987 Messages/s
2010-07-1915:33:62 0.325752083 Messages/s 0266641993 Messages/s 0.358306197 Messages/s
20M0-07-1915:29:52 0.278531507 Messages/s 0274984766 Messages/s 0.283320999 Messages/s
2010-07-1915:23:52 0.281437642 Messages/s 0274881961 Messages/s 0291577735 Messages/s
20M10-07-1915:17:52 0.261563307 Messages/s 0.258318006 Messages/s 0266655737 Messages/s
20M10-07-1915:13:52 0.265159147 Messages/s 0258318557 Messages/s 0.26663986 Messages/s

EREMXARE

MAHRE U AR ET NMS [R5 ELERNEMERIEE. ErLURSHES OIS, M
BTR, AFSARS.

ERBHONE

* ERFUER RN N BT REIMR SR,

* EBRABRENIEIR,

TS

NFFHASIREREIESEE, NMS RS (TERLE) SEMNXLEBIEHIEHRITRIF. NTFALEEANE
MEgdE (Fld0, BETFRSEHRSERFEMEE) , SBMEERERNN, IRFZBIEEREE NMS kS,

ETRERERVEVATRENNER. RIAMERT, RASAHBE—ANNERERRE XSRS,
RENARTRSEBFHEWEERERXT. BBNXARTIRS A TFRIIRES,
S
1. TP > T E>* Mg,
%£#% GRID NODE > * ‘A58 service_* > * iIR& *>* X4 *
M * Bl * FhiFIRPIEREIRENEL,
M * BRER * THTIRPIERSER
ERESAARZ =W/ (FlW0, FFUBSLERIRENEN) , BEUHED * RIAEHE * Si%E,
M * BUREN * FHITIRPIERER S0 EER.

© o & W DN

e B E X EEIET LOEES RV ESEE,
IIRERERZEER. BREHLOFEE, UREFZTIHR KB ESEE,
7OMREFET BEXEW, WEERA * FFEBE * M - SR * KRB EXERGHIFER.
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fEAMIC yYYYy/MM/DDHH : MM: 5SS TEASHIBYE], ESHENILE, HAFEERISS, a0, 2017/4/67 : 30
;00 I&IFRIN, IEMER N 2017 FE4 B 06 H07: 30: 00,

8. BEEH .

HERER— XAk S, 1aEEtHTLﬁf¢ETIEﬂ, MR HIR KRB ESEE. RIBNEIREREEHK
E, BERRIBXAREUREXSIRE

0. NREFTENMRE. BFERPIHIHEFHTEN . AREBERSEZITEINIRE. ARREHTEN

SHXARE
SFHEAIXAIRSFITH— BN S SHEm £, FLErT DUE R E B2,
XFIAES

RIE, FILUFESHINSIBREII SR (BINETFRE) B, HAFHH StorageGRID RAHIMEE,
B

1. e > T B> PR,

2. QUESCAMRE,

3. ik S e

Overview Alarms | Reports \| Configuration

Charts Text

!‘ilrI Reports (Text): SSM (170-176) - Events

- YYOYYIMMDD HHMM:S5
Attribute: |Attr|bute Send to Relay Rate V| Results Per Page: Start Date: | 2010/07/19 08:42-:09 |
Quick Query: | Custom Query v| [Update | Raw pata End Date: |2010/07/20 08:42:09 |

Text Results for Attribute Send to Relay Rate

2010-07-1% 08:42:09 PDT To 2010-07-20 08:42:09 PDT

1-50f254 i
Time Received sample Time Value
2010-07-20 02:40:46  2010-07-20 08:40:46  0.274981485 Messages/s
2010-07-20 02:38:46  2010-07-20 08:38:46 0.274029 Messages/s
2010-07-20 02:36:46  2010-07-20 08:36:46  0.283317543 Messages/s
2010-07-20 083446 2010-07-20 08:34:46 0274982493 Messages/s
2010-07-20 083246 2010-07-20 08:32°46 0291646426 Messages/s

2345 » Next

IR RITASEXAREEN, EFERT IS,
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Grid ID: 000000

OID:2.16.124.113590.2.1.400019.1.1.1.1.16996732.200

Node Path 5ite/170-176/SSM/Events

Attribute: Attribute Send to Relay Rate (ABSR)

Query Start Date: 2010-07-19 08:42:09 PDT

Query End Date: 2010-07-20 08:42:09 PDT

Time Recerved, Time Received (Epoch), Sample Time, Sample Time (Epoch), Value Type

2010-07-20 08:40-46,1279640446559000,2010-07-20 08:40-46,1279640446537209,0.274981485 Messages/s,U
2010-07-20 08:3846,1279640326561000,2010-07-20 08:38:46,1279640326529124 0274989 Messages's, U
2010-07-20 08:36:46,1279640206556000,2010-07-20 08:36:46,1279640206524330,0.283317543 Messages/s,U
2010-07-20 08:34:46,1279640086540000,2010-07-20 08:34:46,1279640086517645,0.274982493 Messages/s,U
2010-07-20 08:32:46,1279639966543000,2010-07-20 08:32:46,1279639966510022,0.291646426 Messages's,U
2010-07-20 08:3046,1279639846561000,2010-07-20 083046,1279639846501672,0.308315369 Messages/s,U
2010-07-20 08:2846,1279639726527000,2010-07-20 08:28:46,1279639726494673.0.291657509 Messages/s,U
2010-07-20 08:2646,1279639606526000,2010-07-20 08:26:46.1279639606490890.0.266627739 Messages/s,U
2010-07-20 08:24:46,1279639486495000,2010-07-20 08:24:46,1279639486473368,0.258318523 Messages/s,U
2010-07-20 08:2246,1279639366480000,2010-07-20 08:22:46,1279639366466497.0.274985902 Messages/s,U
2010-07-20 08:20-46,1279639246469000,2010-07-20 08:20-46,1279639246460346,0 283253871 Messages/s U
2010-07-20 08:18:46,1279639126469000,2010-07-20 08:18:46,1279639126426669,0.274982804 Messages/s,U
2010-07-20 08:16:46,1279639006437000,2010-07-20 08:16:46,1279639006419168,0.283315503 Messages/s,U

ERAHEHFHXAREEORNAR,
WAE, FJLORIEEIERNAR] B FRARE 6 =75 53X,

HIFPUTHIGET % 68
,E%Z_JL,L”’“ TRLRERIMERE, FINNREFEMENNETR, UBRERFEA—THENE
XFIAES

Eumix PUT 1 GET 1488, TR UBERMIIFASERTTIR S3tester N AIZFIETT S3 #l Swift in. EAXLE
737ARILURIL T StorageGRID SMEBEIZR (B0 F im0y AR FF IRk SMERPLE 1)) PPfb I RE

X PUT #1 GET #2EHITIIRRY, IEERLATEN

* EASEEHNEMRPHIT RSB RK.

XAt R AR IS R TIR R

HIZBAEFRHE %EETJ:FI%‘“EE{’EFE SHYSBYIE, B0, EME S3 GET RS IEE, ERIUES
SGET HixHEHRHIEIEEE, EEAI UTE A TRIENERZHE BRI EIt a4

*S3 . delete, get, head, Metadata updated , post, PUT
* Swift* : delete , get, head, put

EDINERY, BEERRIEKAEN TN BRI UEINEETE, EREEERNNHAICRER, XU
EHER R ERTERES,

&R LLMGIitHub: https://github.com/s3tester F & S3tester

BXES
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BEZAE"
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StorageGRID £4cA] LIIEFMET m EXNREEMNIFTEN, HOERSFERIFERER
Ko

BEENAR
EAfE AN 2R E REINE E RS

XFIAES
AT HRBETESE. AR NRIEIEREIE:

** ERWIE * RBETT, FRSNENRIENIERM,
EEWIIEREMFSNERMAFHETR, MUREERIBMITLRRIZHINREERSFERITBEIZA,

R&IEA, StorageGRID RA=BEIZIHBMEFMERSHMUENRI ST RITBINREIE, EaRIE
SRR R FE RPN R _EIETT.

() NRREEVNTEEEHEENRINR, LKL * RVSFTRNRINR * SR,

* BRI LR RIRIDIE . UEEREMIGIEN REERSFERERZER).

BRI AWIE. SIS EFET R LRESFEERNMET AR RIZAINREIE. HOE i‘ﬁﬁﬁﬁTE’J
BIWR, BAIUNEFETRNEBHBIMNREFESITRIARIE. UEREFMEREESSHFETEMR
Ao RERDBIIRAIBERAEFERGFMENREER,

BEEREMAIAWIENER. FIIINKEFHRE. EUEEFHE T RN RIE, SNIZEHREEENR
SEPIFHERILF. UHERALXERE,

p
TR RS
2. EFFHETR > WR Y,
3. BIMBWIELAR. BRITUTERME:

© BIOBEERINNREIERIE, BEERIENSFHEML,
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WVerification

Status Mo Errors &
Rate Setting Adaptive &
Percent Complete 0.00% &
Average Stat Time 0.00 microseconds &
Objects Verified 0 &
Object Verification Rate 0.00 ohjects / second &
Data Verified 0 bytes &
Data Verification Rate 0.00 bytes / second &
Missing Objects 0 &
Corrupt Objects 0 &
Corrupt Objects Unidentified 0

Quarantined Objects 0 &

()  sERRE RENEIESREHXE,
- EREEREDNS BRI, BEEEETA_> LM AEEEERERIERRHREL.

Erasure Coding Verification

Status Idle

Next Scheduled 2019-03-01 14:20:29 MST
Fragments Verified 0

Data Verified 0 bytes

Corrupt Copies 0

Corrupt Fragments 0

EEEEE @

Missing Fragments [

()  eEspR RS RS,

EESES)
"IIEI R TR E"

e

EEI L SRR T RN RIS, SEENRFIERIRSHERSBHFHTEIER
BEXZFEH. MREESRPETRNRE—IMSHERRETEXERHFHIIFAER,

EHHEWMESEFRIIY /var/local/log/bycast-err.log BEXH,
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3. EEINAS. WMERSN' EREMETREMS. REMHERTNETRENFNSEE—E M4
HEFEMNR T RBEFRE, HESTEERFNERNTENETEETER.

4. BERILR. EEEASHHERNITHESHZ,

o fERIRAE. BEEEFHIEURBIHTHRENZ,

MR RINTEERE
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1RS> TR TSR
2. YER B > FURTIR _* > SSMT > HEfE > iR > E v

BXER
"EEEEEMHITER"

BEXHEE"
BEUBINES
ERILUERERIERHBRTIR,. UEBREE AR NP,

1> T AR>S JR M,
2. JEERIER > TR > SSM > B > IRE
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"BXR"MEFARERRE—IEHEML,
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Overview | Alarms | Reports | Coafiguration

Charts Text

.‘—w Reports (Text): SSM (170-41) - Events

SO0 HHMES

atiroute. [Last Event | esuspecpage [20 *| | siartvate [2009704/15 151953
Quick Query: [Last 5 Minutes >|  _Update | RawDat: 5 End Date: [2009/04/15 15:24:53
Text Results for Last Event

2009-04-15 15 19:53 POT To 2009-04-15 152453 POT

2008-04-15 15:24:22 2003-04-15 15:24:22
2008-04-15 1522411 2008-04-15 1522339
EES
" RERAIRS"
EEEBREHH
BRAZEHE. BrIUREHTHREENS,
ERBHNE

* BB TERRIHIN SRS R BN SRR,
* SR ARE RN A E AR,

S

1R > R T > B

2. BIRERITHATONEAEN,

3. g BEEMFITHC
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Value
hde tazk_no_data_inir status=0a51
{ DriveReady SeekComplele Ermor}

hdc task_no_data_intr: status=0x51
| DriveReady SeakComplete Ermor ]



Events ©

Last Event No Events

Description

Abnormal Software Events
Account Service Events
Cassandra Heap Out Of Memory Errors
Cassandra unhandled exceptions
Chunk Service Events

Custom Events

Data-Mover Service Events

File System Errors

Forced Termination Events

Hotfix Installation Failure Events
I/O Errors

IDE Errors

Identity Service Events

Kernel Errors

Kernel Memory Allocation Failure
Keystone Service Events
Network Receive Errors

Network Transmit Errors

Node Errors

Out Of Memory Errors
Replicated State Machine Service Events
SCSI Errors

Stat Service Events

Storage Hardware Events

System Time Events

Count

ol o 6 0o @ oo ool o0 0o 0 o0 6 o ol o
EEEEEEEEEEEEEGEEEEEGEEEEEEE

Reset event counts ($
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IREEXRAFAEEN

BIBEEXFEH, ErLIRRIERIRGASRSBHMERNZ, FRHRE, $HIRMTE
TANWAFRESH. BEXZHURTEERZBEHEHENAERR (HMaizNELESE
AR AR o

KFIES
BEREBEEXFHUREEERIUNRE. UTERSFIERTEEXE M.
* QIEBEXEMNE, AAIBEESRRERR. GAUETNR>"MNETR_>EH TH LEEREERE
XEHHRRITRE.

c BETHHXBFOEBEXEHN /var/log/messages B /var/log/syslog Xff. XEXHHIHES
T

° HRZER
° BT EIES AP IEFRERE IR ELRS EK
*F. *BHIEFABERHE /var/log/messages B /var/log/syslog BRIEXHHE LARER. TNEITADXLE
X%
TIE
1. EF A E > T > F 4
2. BERET, & EHEN @ WRXFAEBE—TEMH) o
3. WANBENXEHFRE, B30 shutdown

Events
Updated: 2016-03-24 15:18:20 PDT

Custom Events (1-10af1) i
¥fs intemal efrar f 0 @@
ishumown .4 @6@

Sht}w; 10 vi Records Per Page Refresh j
Apply Changes *

4 BEH - MAENR .
O EETIRY AR EEWET R_>EHN
6. EEMHRPIRIIBEXEHRE, FiEE T8 HE.

NSRBI, NESEEZNBT R ERREEERENEEXSE M
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REEXEZEMHTHEENT
MRABEEBEXEMRVITHEEE, WA ERSZFFREPRIMEIAFNIE,

KFItES
EEHHSRSSET—IEHMAER. Bk, BINERN, REERET—EELINA ZEMBRLZER.

1. 3 T3> T B> AT,
2. 1%¥% GRID NODE > * SSM* > *E*>*F& *>* F *,
3. FEPBRENXEHN * BEE * Ei%E,

Overview Alarms Reports | Configuration '||‘

Main Alarms

Configuration: SSM (DC2-ADM1) - Events

Updated: 2018-04-11 10:25:44 MDT

Description Count Reset
Abnormal Software Events 0 [
Account Service Events 0 N
Cassandra Errors 0 [
Cassandra Heap Out Of Memory Errors 0 N
Custom Events 0 v
File System Errors 0 [
Forced Termination Events 0 [

I i o e e T T o WP L

4 BENAENR

EERILHR

H1ZH BRI A BN G B4 ith T % StorageGRID R4ERVIFAIR(F, &R LUEREHZ B SR
AT R HEBR A A MERES

HERAERIE(THIE, FiE StorageGRID IRSBEEMBILHEE, MTFAIR:

* RAGHICHESERAGEE, MRTRRES, RYSCENES EMNMARS EHIREREX.

* WREFEHZHES StorageGRID AW RWEFHENEERAX, SENKEMENLR, METREIMNETR
AL SR LAKZ IR IE

* 34 S3 & Swift FF RN ARFBEREE, BRINRNRE, RAREREFIRESHZHES.
* EEHEHRSRAPBKRIEREIEE AP,

SMNEETREBIFHELHBFEEXEXHR, ERAZESENXM (auditlog) UNBITLRESREBEZ

A&,
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ATEFIAEEZES. ErILUANFSHICIFS (EFA)EER Finx izt ZMIARINIR, Sl EENE
EETJ £E,J Ap 71TIH|E.IEE*;-EIL:\K1£FO

BEXEZAEXHMNIEMAEE, FIHERNRR, FHENER N NAIETFIRECEENTE, 58N HE%
HENWE, BT RNAREHREZEP RGN, B8 IEXERE StorageGRID BIiiFE,
HXER

"EEEZAE"

"&IE StorageGRID"

R UE RIS E IR0 E StorageGRID 2N HEXHFFMALEHIE (BFEALEHRE)
ERENNE

* B ITE A RN 2R E R IR E RS,

* B BB ERIA R PR,

s B AR E RIS,

KFEXNEH

R LAE MR SR MM T RUEREER BRI BEX 4. RAHENEERE. SUBESWEHINTE
tar.gz X, PAER THEIAMITEN.

RTNVARFASXHAIEIFEAR. Rt THFIHAESXHNBIRERUNEDAE1 GBRIRIA=IE,

ps
1 &R 2> TA>HE

Logs

Cuollect log files from selected grid nodes for the given time range. Download the archive package after all logs are ready.

A A T StorageGRID Webscale Deployment ) A
Log Start Time 2018-04-18 0
v

<2

MDT

A A I Data Center 1
© I” pc1-ADMA
A T DC1-ARC1 Log End Time 2018-04-18 6:3
@ I” pc1-G1 v
@ I” pc1-s1
© I” pc1-s2
© I” pc1-s3

© A [ Data Center 2
© I pc2-ADM1
@ I pca2-s1
@ I” pca-s2
© I” pca-s3

@ A [ Data Center 3
@ I” pca-st
© " pcasz
© I” bca-s3

<@

MDT

Notes

Provisioning
Passphrase
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£, HEARSTEIKR, TEAREIETEETRUETH. MREKEXIMER, EARER AR
EEHBMHTWE,

- WA IR XAEFRANE X BIREN B EXFRER.

ERILEAXEFRREEE XIERERE B S X HHEENRASFHES. ERERERNER A4S
info.txt UMAXBEXHRENHEHMER. o info.txt XHHREEEEXHIFEEF,
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- BEWERES
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Logs

Collect log files from selected grid nodes for the given time range. Download the archive package after all logs are ready.

Log collection is in progress

Last Collected

Log Start Time 2017-05-17 05:01:00 PDT
Log End Time 2017-05-18 09:01:00 PDT
Notes Issues began approximately 7am on

the 1Tth, then multiple alarms
!propagated throughout the grid.

s

Collecting logs: 10 of 13 nodes remaining

Name ¥  Status I
DC1-ADMA CDmpI&te
/"Emor: No route to host - connect(2] for \
DETGT \"10.96.104 212" port 22 ( ?H-/’I
0C1-31 Cellecting
DCc1-s2 Collecting
LC1-33 Collecting
DC2-81 Collecting
0C2-52 Collecting
DC2-83 Collecting

ERILUfER BSTERES TR T RN ESXHFREHE,
MREWEBXBSANHRER, BREBERER BRI DT RIIEE,
7. BEXfrETRE. BETES

tar .9z X eSS BENFEMET R FRFE BEX . A tfar.gz XHH, BTHETRE
BEXH)IE,

e
MRFE, BALHEEREHR THEEXHFEE,

gE. EHaTLBE MR UM A SR HRREETE. TRBEREXHN, RasBMERHaE)
E Ic,\j(ﬁ:')ﬂﬁ'@o
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Fohfih & AutoSupport JHE

7T BB AR Z15##IR StorageGRID 24V, &0] Ao A B & 1XHY AutoSupport
/ﬁl%\o

BEENAR
* B ERZIFEN R 2R E R BN EIERR
s B ER " RIAIE) " " NS ECE " AR,

TE
1. 3L 3F>*T B*>* AutoSupport *,

LILEEYE B~ AutoSupport T, FiERET * 8B * wIN£,
2. R * RIXFF &R AutoSupport * o
StorageGRID Zi{ AR AZ I &IX AutoSupport JHE. WMRZE1HMIN, WSEH * &R * R LW * &

SR * M REMIIETE * E, MREBIMEH, *HZHER*EBEREHN "KW ", StorageGRID F=EE
IR &IX AutoSupport SHE,

@ RIXFE P& B AutoSupport SHES, 1BTE 1 2 #ERIFN 52889 AutoSupport TaE LU
RIERHTLE R,

EESES)
"NEREEBFIFARSSFIKE(IBRS)

EEMEIETMY
BT PR FRFMY, ,.ﬂt_JL,{lﬁlﬂﬁéé StorageGRID RTHRNFMER, BIEMLR, BET
=, IRSMAH. FRZHBERT, REEXEPRBESKAIFEEN, EAFEN
[E] AR FRF Mo

BihERRIRIME. IBEE SR> TRES> WEHETM.
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Deployment ey W51 ) StorageGRID Webscale Deployment

Site sy [~ Data Center 1
C-df DC1-ADM1

- ssm

Services
!—F Evens Components
lﬁ Resources
& Timing

- &f AMS
Eg-, CHN
-4 NMS
-4 DC1-51
I'_T—‘. De1-s2
. & oc1-53
D & 0c1-s4
. & oci-ewi
i+l-¢fy Data Center 2

Grid Nodes Services|

BRAHIFMEMRAIMG, FEE ] & (] AR, TRIERSES. BRATIMER M ERHEEM TN KRB
FREDL, BiE* #  HEd.

BEEFHET

XHElE IR HITHEHERES, TR USERASZFAR—EEE StorageGRID RERVIFA
eSS

ERBNNE

* ERERE R R S R BN B,
* ISR R AR,
XF IS

& e LUEIS 1545 A EiA10] Prometheus #1 Grafana FAF 5. Prometheus &R TUWEIEIRRIFFRER
%, Grafana @B T rIfR{LIBIRRY RIS

@ fetnouE HRMEM TEME AL FER, XETAPNEEDREMXETEETEER, Jks
REEN

TR
1 RIERARZFFIET. SR> TR> T

LRSI B RIS AR DUE
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Metrics

Access charts and metrics to help troubleshoot issues.

© The tools available on this page are intended for use by technical support. Some features and menu items within these tools are

intentionally non-functional.

Prometheus

Prometheus is an open-source toolkit for collecting metrics. The Prometheus interface allows you to query the current values of metrics

and to view charts of the values over time.

Access the Prometheus Ul using the link below. You must be signed in to the Grid Manager.

« hitps:if /metrics/graph

Grafana

Grafana is open-source software for metrics visualization. The Grafana interface provides pre-constructed dashboards that contain

graphs of impartant metric values over time.

Access the Grafana dashboards using the links below. You must be signad in o the Grid Manager.

ADE

Account Service Overview
Alertmanager

Audit Overview

Cassandra Cluster Overview
Cassandra Network Overview
Cassandra Node Overview
Cloud Storage Pool Overview
EC - ADE

EC - Chunk Service

Grid

ILM

Identity Service Overview

Ingests

Node

Node (Intermnal Use)

Platform Services Commits
Platform Services Overview
Platform Services Processing
Replicated Read Path Overview
53 - Node

53 Overview

Site

Support

Traces

Traffic Classification Policy
Usage Processing

Virtual Memaory (vmstat)

2. BEE1f StorageGRID 1EF HFIEHE AR HERETR., 158 E Prometheus 285 HRYHEE,

LB 2R Prometheus R, ZEr] AR EXI I AR StorageGRID $ETH1TE, FHiaHI—ELRT(E]

KK StorageGRID $E1RE,
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3.
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O Enable query history

Execute - insert metric at cursor - v

Graph = Console

Element Value

no data

Add Graph

@ BV EE private BITETRXERERER, 7£ StorageGRID liAsZ BRI RES R EFH, BR
STkl

Remove Graph

Eifin 8 & —EEB]A StorageGRID 1ETEINFIIIRE EMR, 1R T Grafana Ef72 IR,

B B RIEE EER Grafana R,



Q ﬁ Site - e € ZoomOut » () Last24 hours

"Data Center 1" =

Network Traffic
4.0 Mbps

3.0 Mbps

2.0 Mbps j

I'L'
1.0 Mbps WMI!!LIIM !ﬁ‘ull’lnlu“ ?II'[I‘IHWIM niEddi

8/2722:00 8/2800:00 8/2802:00 2280400 8/2806:00 8/2808:00 8/2810:00 8/2812:00 &/2814:00 8~

&l

== Received == Sent

Storage Used - Object Data Storage Used - Object Metadata
100.00% 100.00%

75.00% 75.00%
50.00% 50.00%
25.00% 25.00%

0% 0%

20:00 00:00 4:00 B 20 6:00 20:00 00:00 04:00 08: 2:00 16:00
= Used (3) = Used (%)

ILM Queue

18:00 20:00 22:00 00:00 02 04:00 06:00 08:00 0: 12 =3 16:00

== Objects queued (from client operations)

HXEE
"= M Prometheus 545"
BITIZH

fExfle)EEd B THREEHRET, RIS HRARZIF—ICE StorageGRID R4 Lim1T1i2Mh
HEEBER.

. E/‘\éﬁﬁﬁﬁi‘iﬁﬂ’\ﬁiu"'“%%”‘i%mﬂ%éﬁ%%o
s B EBRIERIHRIBR,

KXFIAES
" U " TAS NN EHFPRSHRIT—AIZINE, 8 MRS UEFUT=fMREZ—:
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c SYIEE Y FTBEENEEETEER.

C AR M EEMEBUHIERTEES

QN0 NS MERAEBHIEREE.

RS SHaEIRT X, AIREHARTMISEFERERNS, Fla, BMERMEAERER, ZEHOEHAIgESsE
,—_T— "y " RS
T
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Diagnostics
This page performs a set of diagnostic checks on the current state of the grid. A diagnostic check can have one of three statuses
# Normal: All values are within the normal range.
Attention: One or more of the values are outside of the normal range.
@ Caution: One or more of the values are significantly outside of the nermal range.

Diagnostic statuses are independent of current alerts and might not indicate operational issues with the grid. For example, a diagnostic check might
show Caution status even if no alart has been triggered.

# Cassandra blocked task queue too large v
# Cassandra commit log latency v
¢ Cassandra commit log queue depth v
v Cassandra compaction queue too large v

2. ETRAXBESHIFAGS, BRETHPNEERME.
LB R BB XIS R E SRS RAVFAES. BT TFAER:

o FRE * MIZETRERTRE: EE, ARSIV

o *INEEIR * . MRATIZH, WABTERIKRSER Prometheus iAo  GFIEFREIZHIEREF
Prometheus %% Ao )

R MRARTLE, UNEIRRERSRAROEX R, GRS R,
() eresmzeRE

crREE ;LIL7_|_IE/|\ StorageGRID Z2AHIZHTRIIKSHENR. FLRFIF, ER7T StorageGRID
AEPEITRNHE CPUMABX, FETRENRTERNERHRE, EISHNBERSHESR.
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«" _CPU utilization A

Checks the current CPU utilization on each node.

To view charts of CPU utilization and other per-node metrics, access the Node Grafana dashboard

Status +" Normal
Prometheus sum by (instance) (sum by (instance, mode) (irate(node_cpu_seconds_total{mode!="idle"}[5m]})) / count by
query (instance, mode)(node_cpu_seconds_total{mode!="idle"})})

View in Promatheus (8

Thresholds Attention »=T75%
© Caution >=95%

Instance I CPU Utilization 1T

Status ~

o DC1-ADM1 2.558%
v DC1-ARC1 0:937%
4 DC1-G1 2.119%

DC1-51 8.708%
g DC1-52 8.142%
v DC1-53 9.669%
4 DC2-ADM1 2515%
o DC2-ARC1 1.152%
o Dc2-51 5.204%
v DCc2-82 5.000%
o DC2-53 10.469%

3. *ENk * . BEEFSIIZHKEXM Grafana BXR, 23 * Grafana dashboard* %1%,
FHIEFRE L MER BRIt 5E

LEETF 2 RAAKAY Grafana 58, FELRAIH, RETTRERSR, EFERTIT R CPU FAZXKKE
BYBIZE L AR L5 BV ELAt Grafana El#.

(D) meTsn s> TR > RENGrafanail s HIA TR Grafanafs SR,
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2 Node -

"DC1-ADM1" ~

09:00 09:02

== Litilization (%)

100.00%

50.00%

09:00 0 09:08

== Used (%)

Load Average (1m) and # of CPUs

0910

CPU utilization

09:12 09:16

Memory Usage

09:16

Blocked and Running Processes

09:18

Context Switches

4. * ok * . BEEF KGN Prometheus REARER, 1HE T * £ Prometheus* H&EE,
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Prometheus

0O Enable query history

= Load time: 347ms
I*surn by {instance} (sum by (instance, mode) (irate(node_cpu_seconds_total{mode!="idle"}[5m])) / count by (instance, mode) '/ Resaiution: 14s

Total time series: 13
Execute - insert metric at cursor - *

Graph  Cansole

- 1h L “ Until » Res. (s) O stacked

ww‘l’l i l"’! l W ’1 ﬂ i ljw ﬂ =\ s

I
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{i "'}.
{instance="DC1-ADM1"}

Remove Graph

Add Graph

e
BRI

"= A Prometheus 155"
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BEEEIEITAPHRIE. BIERI AR RYIR, B EIMAR EIE R EEF B> APISTAE>"151T",

metrics Operations on metrics v

GET /grid/metric-labels/{label}/values Lists the values for a metric label

/grid/metric-names Lists all available metric names

GET /grid/metric-query Performs an instant metric query at a single point in time

/grid/metric-query-range Performs a metric query over a range of time
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storaggrid_s3 operations_failed

storaggrid_s3_operations_successful
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storagegRid_servercertificate_management_interface
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