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NetApp® StorageGRID® Help v | Roat v | Sign Out

Dashboard  Alerts - Nodes Tenants ILM ~ Configuration « Maintenance « Support

Grid Passwords
Change the provisioning passphrase and other passwords for your StorageGRID system.

Change Provisioning Passphrase

The provisioning passphrase is required for any installation, expansion, or maintenance procedure that makes changes to the grid topology. This
passphrase is also required to download backups of the grid topology information and encryption keys for the StorageGRID system. After changing the
provisioning passphrase, you must download a new Recovery Package.

Current Provisioning Passphrase snssane

New Provisioning Passphrase = sssssssses

Confirm New Provisioning | eseeeesses ’
Passphrase

2. WAHRIREREEE.
3. WA ZIDIEIE, BEELAELEENFR. HEFBIR2DMFR. BEEEXS KNG,

(D) srREzREsEREReUE, 22, FENEPIREECRT,

4. EFMNBEEIE. AEREERE
FCEREREENSTME, RIBETR—MREIRINERE. WERFIEREIN D F—2,

NetApp® StorageGRID® Help ~ | Root ~ | Sign Out

Dashboard " Alerts « Nodes Tenants ILM ~ Configuration « Maintenance Support «

Grid Passwords

Change the provisioning passphrase and other passwords for your StorageGRID system.

Provisioning passphrase successfully changed. Go to the|Recovery Package page to download a new Recovery Package.

Change Provisioning Passphrase

The provisioning passphrase is required for any installation, expansion, or maintenance procedure that makes changes to the grid topology. This
passphrase is also required to download backups of the grid topolegy information and encryption keys for the StorageGRID system. After changing the
provisioning passphrase, you must download a new Recovery Package.

Current Provisioning Passphrase
New Provisioning Passphrase

Confirm New Provisioning
Passphrase
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Display Options
Updated: 2017-03-089 20:36:53 M5T

Current Sender ADMIMN-DCA-ADMA

Preferred Sender | ADMIN-DC1-ADMA ;|
GUI Inactivity Timeout |QDU

Motification Suppress All r

Apply Changes ‘
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EEFE HTTPREREEIEKIFMES, BiFins URL , ERNE

FE) UKFIBERIMEL
groups Operations on groups

GET /grid/groups Lists Grid Administrator Groups

Parameters

Name Description

type

string filter by group type
(query)

Available values : local, federated

v |

limit
integer maximum number of results
(query)
Default value - 25
marker
string marker-style pagination offset (value is Group's URN)
(query)

marker - marker-style pagination offset (value

includeMarker

boolean if set, the marker element is also returned
(query)

v
order
string pagination order (desc requires marker)
(query)

Available values : asc, desc

Responses

Code Description

200
successfully retrieved

Example Value = Model

"responseTime”: "2021-03-29T714:22:19.673Z",
"status™: "success”,

"apiversion®: "3.3",

"deprecated”: false,

"data”: [

"displayName”: “"Developers”,

RV SV S S S S

RELISREEREEMBI, FINAmAF ID. AE,
R AR, LURERFRERIES.

SR ANESHBITIR,

Response content type [ application/json v I

REUX LA,

/j\
s H

N
AlEEE

ERSEAM AP iEK#

HERERTEEIURIERIEN, NRZ. EAIURTHESRTHERENFERIEK,

BEA

REPIFENEMRSH, WREFEEIBERIENX,
BE T

EEMN A UREIBRES .

BRIESCRA (IR

/
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MR EIE APl ARSI

& EIE API fE A IRAS I IR S - R P B Ao

f5an, AR URL 185 API RRZS 3 6

https://hostname or ip address/api/v3/authorize

NRXBRRAFHITT * FRE _ WEXR, WA EEAPI NEBRAERESE, R * S5IRREES _*#

TTER, NEFEE AP FURBRAG L ERIE, FRENENSEMIFIREASHES. TR T
EIRIEFA M EECRRIZR B XS API RRZAS 1T RIS

API BBy 2A ELEs $kRA
5IRkRAES 2.1 2.2
5 Rk AR A 2.1 3.0

BERZ% StorageGRID 4R, (XE&BARFRAHNMNISEIE AP, B2, EA%KT StorageGRID BIFTIHAE
KRZSES, &4l LG R =D — StorageGRID ThEERRZASHIIAAR API o

TR LR SR AP REZ SR, HXFMER, ESM Swagger AP XK
©) config * T, EEAFATIETE AP & BRI, SUEBHRIBRANS

EERRIEREEIUATARIRENEFA:

* MgRZAR3k A9 "depression: true"
* JSON Mz IEX &% "depressioned" : true
* NMS.log F2RIM— N EFHANES, fiu0:

Received call to deprecated vl API at POST "/api/vl/authorize"

R L AThR AN ST IR APIRR 2
BERLIT APHIEXRIR[ERZS7H5HY APl EBRRATI&R:
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GET https://{{IP-Address}}/api/versions

{
"responseTime": "2019-01-10T20:41:00.8452",

"status": "success",
"apiVersion": "3.0",
"data": [

2,

3

FIERIEEAPIARZ
&R UfE A pathBEISEAPIARZ (/api /v3)F AR (Api-Version: 3) o WRFEREXEME, WirkE
BESRRZEE,

curl https://[IP-Address]/api/v3/grid/accounts

curl -H "Api-Version: 3" https://[IP-Address]/api/grid/accounts

B LE Bk B K {15 (CSRF)

&R L@ A CSRF S hR%3R{ER Cookie IS HI0IE, #EBNBHLE StorageGRID S EIEE
IhRIERE (CSRF) K, MEEESRNEFEIEScBIEAItLT2INEE; Hith
AP| EPima] LUEZREE RN E S BB ILtIEE.

MRREHE TR R M EMIESRIER (FIEIFER HTTP REALR) , NALXERBERAF M cookie &
MRLEFRETRERE BHE,

StorageGRID Fli@I £ CSRF <hEEBIFALE CSRF K. BAG, 57E Cookie AR IS H 5 EARRRS T
ERABIEXSHHNNE LA,

EEAILINEE. 1BIRE csrfToken BHISEN true FHWIEERE, FRIAMERN falseo

curl -X POST --header "Content-Type: application/json" --header "Accept:
application/json" -d "{

\"username\": \"MyUserName\",

\"password\": \"MyPassword\",

\"cookie\": true,

\"csrfToken\": true

}" "https://example.com/api/v3/authorize"

WNR Atrue. MAAGridCsrfToken Cookie=fERAMENEIZE NMIKEIRSME R AccountCsrfToken
CookieRERMBYEIRE N E R EIERS.
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ZID%H‘ Cookie , MIBILMERARZIRSHFIEIER (POST, PUT, patch, delete) #MAAEIEUTIRZ

* o X-Csrf-Token Frk. #RLBVEIRE NCSRFZhEcookielI{E,
s WFESRBERIBIEXMIHE: AcsrfToken REFHBHIERIEXESE,

BXREMTROMIFAER, BFSEA API X1,

@ % E T CSRFLKECookieBVIF R IG5RHSLHE "Content-Type: application/json" {EAiF
KEVARA. IR FBLISONIERIEXMEAFTCSRFBUERIEIIMRIP

MRBATERER. WERAPI

AR E SIStorageGRID AAEBAE R EFR(SS0). NMAREEFERINES RINIEAPIERE R
MR EIREAPIZIE P EIEAPI,
MREATERER. BERIAPI

NREERARERER(SSO). MM —RFIAPIEIEITREEA LIF. 7 BEMAD FSIREXIS WM& EIEAPIZK
P EIEAPIE M & 7 IE L ho

BEENAR
* &HNEEF StorageGRID FIFAMEXS AR SSO BFRAMZEE,
s NRBFEFEFEIE AP, EEEFEFKS D,

XFIAES
BRIMEMIIELHE, AJLUERMUTREIZ—

* . storagegrid-ssoauth.py PythonfilZs, {iiFStorageGRID ZEXMHBE R (. /rpms 3 FRed Hat
Enterprise LinuxZ{CentOS. ./debs &R FUbuntugiDebian. # ./vsphere EBFVMware)o

* cURL IEKBYRAI TIER.

MRBITEREDE, WEHTIERAREREN, BRI THEIR: A valid SubjectConfirmation was
not found on this response.

(D 76 cURL TR RRIPEB LB E A E,

NREEANRURLIRIGAEHEIA . NAJReSBEIHIR: FRZFHISAMLARZ.

B
1. R T AR Z — RS D I0IE SR
° fff storagegrid-ssoauth.py PythonfilZs, #ESHUE 2,
° A curl iI5 K. HBEFRE 3,
2. NREFFA storagegrid-ssoauth.py HIAS. GHIZAEEHLEPython iR 23 HITT TR AN,

HIRTRES, MANUTSHE:
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° SSO AR &

o &% StorageGRID BYig

° StorageGRID A9t

° MRBIHAFAFPEEEAPI. BENEFKFID,

python3 ftmp/storagegrid-ssoauth.py
saml_user: My-s50-Username

saml_domain: my-domain
sg_address: storagegrid.example.com

tenant_account_id: 12345

Enter the user's SAML password:
R FF R F R R R R E R R F R F R R R F R R F R F AR R R R E R R R F R R R FF R EE R E R F T ERF TR EE R TR F TR EE

b e i i Lt L L

StorageGRID Auth Token: sbeboybf-21f6-40by-afob-scboacfbager

W IZH T StorageGRID ##X$H, WE, ErRILUGSEATFTEMIER, RUFERFER SSO BEA
APl 95 o

3. MNREMEA curl IEXK, BEAUTRIESE .
a. ERRBERMENEE,
export SAMLUSER='my-sso-username'
export SAMLPASSWORD='my-password'
export SAMLDOMAIN='my-domain'
export TENANTACCOUNTID='12345'

export STORAGEGRID ADDRESS='storagegrid.example.com'
export AD FS ADDRESS='adfs.example.com'

@ FiH RN EIEAPI. EERO{ENN TENANTACCOUNTID,

b. BIZFIWE R BMNILIEURL, [RIZHEIR [EEPOSTIERAIXE] /api/v3/authorize-saml. FMIELZH
PR E tJSONZRED

IRAIETRTHERER FHIIEURLAIPOSTIAEK TENANTACCOUNTID, ZERIEE12E! python -m
json.tool LAfHFR JSON 4wh5,

curl -X POST "https://$STORAGEGRID ADDRESS/api/v3/authorize-saml" \
-H "accept: application/json"™ -H "Content-Type: application/json"

-—data "{\"accountId\": \"S$STENANTACCOUNTID\"}" | python -m

json.tool

HERBIBER 24— URL RIZAE R URL , BARBFEISMNY JSON TR,
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"apiVersion": "3.0",
"data":

"https://adfs.example.com/adfs/1ls/?SAMLRequest=fZHLbsIWEEVS$2FJTuv7. ..
sS1%2BfQ33cviwA%3D&RelayState=12345",

"responseTime": "2018-11-06T16:30:23.3552",
"status": "success"

C. fRTF SAMLRequest MMMRZAIREY. LABIEELEm<SHER.
export SAMLREQUEST='fZHLbsIwWEEV$2FJTuv7...sS1%2BfQ33cviwA%3D"

d. M AD FS SREREEEFimiAX ID 19522 URL .
—MAERFER E—mAHE URL IBREREKE,
curl

"https://$AD FS ADDRESS/adfs/ls/?SAMLRequest=$SAMLREQUEST&RelayState=
STENANTACCOUNTID" | grep 'form method="post" id="loginForm"'

tErBR SR P iRIEXK ID -

<form method="post" id="loginForm" autocomplete="off"
novalidate="novalidate" onKeyPress="if (event && event.keyCode == 13)
Login.submitLoginRequest () ;" action="/adfs/ls/?

SAMLRequest=fZHRToMwFIZfhb...UJikvo77sXPw%3D%3D&RelayState=12345&clie
nt-request-id=00000000-0000-0000-ee02-0080000000de" >

e. REFMNFREFIHEXR ID o
export SAMLREQUESTID='00000000-0000-0000-ee02-0080000000de"

f BIEHNERRXE E—ImR RRYR PR,
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curl -X POST
"https://$AD FS ADDRESS/adfs/ls/?SAMLRequest=$SAMLREQUEST&RelayState=
STENANTACCOUNTID&client-request-id=$SAMLREQUESTID" \

-—-data
"UserName=S$SSAMLUSERQ@SSAMLDOMAIN&Password=$SAMLPASSWORD&AuthMethod=For
msAuthentication”" --include

AD FSiR[E] 302 EEM, HEMMBRFHEREINER o

@ R SSO RABAT ZERRSMWIE (MFA) , MERPEAHEREEE BN
B HE TR,

HTTP/1.1 302 Found

Content-Length: 0

Content-Type: text/html; charset=utf-8

Location:
https://adfs.example.com/adfs/1ls/?SAMLRequest=fZHRToMwFIZfhb...UJikvo
77sXPw%3D%3D&RelayState=12345&client-request-1d=00000000-0000-0000-
ee02-0080000000de

Set-Cookie: MSISAuth=AAEAADAVSHpXk6ApV...pmPO0aEiNtJvWY=; path=/adfs;
HttpOnly; Secure

Date: Tue, 06 Nov 2018 16:55:05 GMT

9. %77 MsIsauth MR M cookie,
export MSISAuth='AAEAADAVsHpXk6ApV...pmPOaEiNtJvWY="
h. {5 S8 POST 8 Cookie 3§ GET &R A IZFBEE(IE.

curl
"https://$AD FS ADDRESS/adfs/ls/?SAMLRequest=$SAMLREQUEST&RelayState=
$TENANTACCOUNTID&Client—request—id=$SAMLREQUESTID" \

-—-cookie "MSISAuth=$MSISAuth" --include

MNARKREE AD FS REER, MEBEEHEINEER, MIBNIESE SAMLResponse [RiETE— &
B FERH,



HTTP/1.1 200 OK

Cache-Control: no-cache,no-store

Pragma: no-cache

Content-Length: 5665

Content-Type: text/html; charset=utf-8

Expires: -1

Server: Microsoft-HTTPAPI/2.0

P3P: ADFS doesn't have P3P policy, please contact your site's admin
for more details

Set-Cookie:
SamlSession=a3dpbnRlcnMtUHIpbWFyeS1BZGlpbi0xNzgmRmFsc2Umcng4NnJDZmEKV
XFxVWx3bk1l1IMnFuUSUzZCUzZCYmJ1iYmXzE3MjAyZTASLThmMDgtNDRkZC04Yzg5LTQ3ND
UxYzA3ZjkzYw==; path=/adfs; HttpOnly; Secure

Set-Cookie: MSISAuthenticated=MTEvNy8yMDE4IDQ6MzI6NTkgUEO=;
path=/adfs; HttpOnly; Secure

Set-Cookie: MSISLoopDetectionCookie=MjAxOCOxMSOwNzoxNjozMjolOVpcMO==;
path=/adfs; HttpOnly; Secure

Date: Wed, 07 Nov 2018 16:32:59 GMT

<form method="POST" name="hiddenform"
action="https://storagegrid.example.com:443/api/saml-response">

<input type="hidden" name="SAMLResponse"
value="PHNhbWxwO1lJ1c3BvbnN. ..1lscDpSZXNwb25zZT4=" /><input
type="hidden" name="RelayState" value="12345" />

i. {R7F SAMLResponse TERREFE&H:

export SAMLResponse='PHNhbWxwO1lJ1lc3BvbnN. ..lscDpSZXNwb25z72T4="

- (FFEREM sAMLResponse. Bli#EStorageGRID/api/saml-response & StorageGRID &{45%
IELRERVIEK.

BT RelayState. BFERAEFKFIDRINREEEREIWEEIEAPL, 150,
curl -X POST "https://$STORAGEGRID ADDRESS:443/api/saml-response" \
-H "accept: application/json" \
--data-urlencode "SAMLResponse=S$SAMLResponse" \

--data-urlencode "RelayState=$TENANTACCOUNTID" \
| python -m json.tool

MR E34% B 1 3IE < héo
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"apiVersion": "3.0",

"data": "56eb07bf-21f6-40b7-af0b-5c6cacfb25e7",
"responseTime": "2018-11-07T21:32:53.4862",
"status": "success"

a. ¥ S S IIEShE B 1F A MYTOKEN,

export MYTOKEN="56eb07bf-21£f6-40b7-af0b-5c6cacfb25e7"

EMERT LUER MYTOKEN M FEMIBER. FUTFREASSORERAPIEYA .

MRBATERER. WMAPIFIEH

MREBHEESER (Single Sign-On, SSO) , MM —FF AP IEKFITR)EHER , A BEFHEMNIRE
12 API SR EIE AP
XFIES
MREE, IFEMNALENFHEFHENAEE StorageGRID APl , T(#, & AILIM StorageGRID fii k&
B (SLO) , XEEBEMH StorageGRID €hE,
PTIE

1. BERESZFHIER. B5%E® cookie "sso=true" ESLOAPI:

curl -k -X DELETE "https://$STORAGEGRID ADDRESS/api/v3/authorize" \
-H "accept: application/json" \

-H "Authorization: Bearer SMYTOKEN" \

-—-cookie "sso=true" \

| python -m json.tool

R[EEFE URL -

"apiVersion": "3.0",

"data":
"https://adfs.example.com/adfs/ls/?SAMLRequest=fZDNboMwEIRfhZ...HcQ%3D%3
p",

"responseTime": "2018-11-20T22:20:30.839z2",

"status": "success"
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2. {R775F5 URL .

export
LOGOUT REQUEST='https://adfs.example.com/adfs/1ls/?SAMLRequest=£fZDNboMwEI
RfhZ...HcQ%3D%3D'

3. EETH URL ZFiER UL SLO HEEME StorageGRID o

curl --include "SLOGOUT REQUEST"

iR[E] 302 PR, LEETERERER T4 AP .

HTTP/1.1 302 Found
Location: https://$STORAGEGRID ADDRESS:443/api/saml-
logout?SAMLResponse=fVLLasMwEPwWV0o7ss%...%23rsa-sha256
Set-Cookie: MSISSignoutProtocol=U2FtbA==; expires=Tue, 20 Nov 2018
22:35:03 GMT; path=/adfs; HttpOnly; Secure

4. MIp& StorageGRID &EHSHE,

fliB% StorageGRID AHFH LN TIEAXSAER SSO #8El. &M cookie "sso=true" SARFKIZMH. N
FAF % MStorageGRID ¥, MARFMMSSORE.

curl -X DELETE "https://$STORAGEGRID ADDRESS/api/v3/authorize™ \
-H "accept: application/json" \

-H "Authorization: Bearer SMYTOKEN" \

--include

% 204 No Content MNVIETAFIEEEHE,

HTTP/1.1 204 No Content

f£FAStorageGRID Z£iFH

ZRUPE—NNEEEEN S, ATE StorageGRID B4 81L& StorageGRID 45
SN RGZ BRI T 2R {E00EE,

StorageGRID AR L LIEH:
* {EF HTTPS FEZNFE * RS[UEH * . RS[BIEPHTEZFP GRS B2 ERILLTEER, IEFin
IIEARSZ B[N S D H A HMBIRHRLBERR. REJ[BANEFIHEE—MEREIZ.

23



** BRIRIER MRS HENE P RSA S S0 HTEHWIE, MMRELRIRERERER NS NI
iE FFAIREBAZBIREEITINE,

YEPIRER HTTPS EREIIRS N, RSB[BIEAELILE BRNRSJ[IEBHITEN, FF mETFR
SRERSHIIPRIA ERNE 2 #THEERRIIEIIES. MIRERLER, WEFPHRKERRENAE BB
5iRSBHRITE.

StorageGRID ABERLEZAARSS 2 (FIMNAHTHSRER) EMERNZTFE (B/40 CloudMirror EHIARSS

o

SMERIERAAMNM (CA) FILMTEENEAREES L2 RBAIBE XIEFHHITREAER . StorageGRID X8
FE— T AREIEBMANH(Certificate Authority. CA). AFERRREBIEMABRBCAIER. BIABER T X
LRECAIEB AT RPN A StorageGRID RENR T, RAERILIEIFEFIFRHERRECAIES. BREEF
MR, REMERERBIMIOEBMATMERNBESCGER, i, EXFRIEBNFIREERE, BEFRRI
RO =S

* BEX CAIEBAZMIFASHER; B2, BESCEBNEAWIEARSS S ERMmiEERIES,

* FrE BRESGEREY AT GRS LB ARG RLEN,

"RiaRL

* StorageGRID 35K CA RBNEBMLEI— X (#57 CAIEFE) o

@ StorageGRID i &ETEFIE WM& _EAERIBVR(ER YL CAIER. TEFHIES, BHFREE—TH
SMRIERBMANEERNBESNESR, UBERIRERS CAIEFR,

AR EEMNE A IRERBRENTREISMHA L. ERERRZA, EBRESFTE StorageGRID ECEFIH
HIFRBIEH,

P PR Description SMuE HAER
BEARPWIER P ZERESIEFRLE EBE>YRREHE > "EEEEAE G
, f# StorageGRID & IRIEH* R
BEASITHMERE P imih
1031 T B 0IE,

© ARIFIRIAIINER
B R imiAIE
StorageGRID
Prometheus %X

i

* RVFERIMNET
BLenir
StorageGRID .
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LDAP service type

Select the type of LDAP service you want to configure.

Active Directory OpenlLDAF Other

Configure LDAP server (allfields are required)

Hostname Port
my-active-directory.example.com 389
Username

MyDomain\Administrator

Password

Group Base DN

DC=storagegrid,DC=example,DC=com

User Base DN

DC=storagegrid,DC=example,DC=com

ﬂh%ww,w‘%wwwmww
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Admin Groups

Add and manage local and federated user groups, allowing member users to sign in fo the Grid Manager. Set group permissions to conirol

access to specific pages and featuras.

|4 Add || KN Clone || # Edit|| % Remove

Name 1D
®  Flintstone 264083d0-23b5-3046-9bd4-88b7097731ab
Simpson ccBad11f-68d0-fida-af29-e7 abfcdct3al
ILM (read-only group) 88446141-9589-4543-b183-8c227ceT767a
AP| Developers 974b2faa-f3al-4cfc-b364-914cdba2905f
ILM Admins (read-write) ab28clc2-2417-4559-862d-f0d2e31daB20
Maintenance Users Fe3400ec-debe-45a7-0bbi-21496b362a8d
Group Type Al v Show 20
2. TR
BT IE B RARINAXHEE,
Add Group
Create a new focal group or import a group from the external identity source,
Group Type @ @ Local i) Federated
Display Mame
Unigue Name &
Access Mode @ @ Read-write ' Read-only
Management Permissions
[ RootAccess @ ! Manage Alerts

[ Acknowledge Alarms  €)

Group Type &  Access Mode &

Federated Read-write
Federated Read-only
Local Read-only
Local Read-write
Local Read-write
Local Read-write
¥ | rows perpage 4 I! 4
@

1 Other Grid Configuration € [ Tenant Accounts @
Change Tenant Root Password €3 [] Maintenance €
[ Melics Query @ O @

[_| Object Metadata Lookup €

[] Grid Topology Page Configuration (7]

[ | Storage Appliance Administrator e
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Single Sign-on

You can enable single sign-on (S50) if you want an external identity provider (IdP) to authorize all user access to StorageGRID. To start, enable identity federation
and confirm that at least one federated user has Root Access permission to the Grid Manager and to the Tenant Manager for any existing tenant accounts. Mext,
select Sandbox Mode to configure, save, and then test your S50 seftings. After verifying the connections, select Enabled and click Save to start using S50.

S50 Status # Disabled " Sandbox Mode " Enabled

@ MRKETRSSORTIET. EHIAEEFActive DirectoryBR B NEAS B 195, IHEN"EHA%E
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3. EEMNRERERS S
a. MASAD FSHERHZTTEE2MERENE SRS B R,
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INREFFUIRE. B CAIEB XAMEREHIF RIS,
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Single Sign-on

You can enable single sign-on (S30) if you want an external identity provider (1dP) to authorize all user access to StorageGRID. To start, enable
identity federation and confirm that at least one federated user has Root Access permission to the Grid Manager and to the Tenant Manager for
any existing tenant accounts. Mext, select Sandbox Mode to configure, save, and then test your 550 seltings. After verifying the connections,
select Enabled and click Save to start using S50,

S30 Status " Disabled * Sandbox Mode " Enabled

Sandbox mode

Sandbox mode is currently enabled. Use this mode to configure relying party trusts and to confirm that single sign-on (S50} and
single logout (SLO) are correctly configured for the StorageGRID system.

1. Use Active Directory Federation Senvices (AD FS) to create relying party trusts for StorageGRID. Create one trust for each
Admin Mode, using the relying party identifier(s) shown below.

2. Go to your identity provider's sign-on page: https:/fad2016.saml.sgws/adfs/|s/idpinitiatedsignon_htm

3. From this page, sign in to each StorageGRID relying party trust. If the SSO operation is successful, StorageGRID displays
a page with a success message. Otherwise, an error message is displayed.

When you have confirmed SS0O for each of the relying party trusts and you are ready to enforce the use of S50 for StorageGRID,
change the SS0 Status to Enabled, and click Save.
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Sandbox mode

Sandbox mode is currently enabled. Use this mode to configure relying party trusts and to confirm that single sign-on (S50) and
single logout (SLO) are correctly configured for the StorageGRID system.

1. Use Active Directory Federation Services (AD FS) to create relying party trusts for StorageGRID. Create one trust for each
Admin MNode, using the relying party identifier(s) shown below.

G. 5o to your identity provider's sign-on page: https:ffad201E-.saml.swsfadfsfls!idpinitiatedsignnn.htnD

3. From this page, sign in to each StorageGRID relying party trust. If the SS0O operation is successful, StorageGRID displays
a page with a success message. Otherwise. an error message is displayed.

When you have confirmed SSO for each of the relying party trusts and you are ready to enforce the use of S50 for StorageGRID,
change the S50 Status to Enabled, and click Save.

3. BEIEHE. HERUILURLEGIHHMIEEREEHR. LUARSHRERFNERTE,

4. EIAER] LAEASSOE REIStorageGRID « IFEF BEREU TR Z—* EEFEET SRKHIG TR

fF. RRBEHER"

You are not signed in.

" 5Sign in to this site.

I SG-DC1-ADML j

AR RS EmNAF R MER,

S. BINERIEXS A P R FE.
° YR SSO BERFEHIRIEMTY, WERET—FAMINER.

+" 5ingle sign-on authentication and logout test completed successfully.

° JN3R SSO #ERM, MR R—FHERES. EEREER , BERNEERY Cookie HEIH,
6. E8 RS BUBIAEET BRI EMEET =,
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A Warning

Enable single sign-on

After you enable S50, no local users—including the root user—will be able to sign in to the Grid
Manager, the Tenant Manager, the Grid Management AP, or the Tenant Management APl

Before proceeding, confirm the following:

# YYou have imported at least one federated group from the identity source and assigned Root
Access management permissions to the group. You must confirm that at least one
federated user has oot Access permission to the Grid Manager and to the Tenant Manager
for any existing tenant accounts.

* You have tested all relying party trusts using sandbox mode.

Are you sure you want to enable single sign-on?

=1
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Disable single sign-on

After you disable S50 or switch to sandbox mode, local users will be able to sign in. Are you sure
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* IR RIE ZHhroot B Y ZR S,

KXTULES

AN—MEETREA SSO 5, ERILULIAHE root AR S EREIMEEES. ERIF StorageGRID RAHIL
£, BRI EHRLAERT RS Shell FEET R LEMHZA SSO.

J— MR AR SSO FAFMMEPELFRMEET A0 SSO WE, MK EmENS S
() =mmELs - BRSSO BHERRIBARRS, H*EAFREIAERN SSO BESHRITE, B
O EHTER.

TR
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1. BRIEETA:
a. MALTF#H<: ssh admin@Admin Node IP
b. #NFFIHIEERS Passwords . txt X
C. WA Ta<tI#EIroot: su -
d. MAPFIHAIZR Passwords . txt X

Kroot R BMERRE. IBTRTRHMERN $ to 4o
2. IB{TLIFa%: disable-saml
I ETR—%ER, EHm<ERZ= this Admin Node only .
3. HIAEZEH SSO,
ET—HHEHR, BRTRLEEAERER.
4. )k Web H528iA1RIE—EIE T = LRI EIRER,
M7E, BTFEEMA SSO, RETRNISEIERERITHE.

5. fEFAMP & root FZit root FAF WERBE R,
6. NRERFEEIF SSO EeBEMIRATEZA SSO :
a. EFEEIH AT B S ER
b. BN ARIEMTITEEY SSO K&,
C. BERE ",

B Single Sign-OnBIEPERF 2 BohAENWIEEFHBAHSSO,
7. NRERFELEEMEREZ SN MSEIREEMIGYER SSO :

a. ITHRERITRIEMES
b. BFE+FHH*. ARXHAMEEES,
c EEETR LEMBA SSO . ERIUBITUTE—FE:

* BT TE<: enable-saml
g ETR—%EE, IBHm<SERFHS this Admin Node only .
HINEZB A SSO .
ETr—%HR, BRTRLEEARRER.

o EMEBIMETI A reboot
8. M Web N%528th, ME—EET RiARMEEESS.
9. HIALLRTIE B StorageGRID BERTUE, HEEMIEN SSO EIEA BEIHIRIME SRS,
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BXER
"HERRER"

REEEERE P imiED

fEo] LUMER R P imiE P R iF R eI P im ik iRl StorageGRID Prometheus#81EE, &
PIRIE PR T —MERSME T A 51T StorageGRID I&Z 2 Ao

MREFEFHIMNEIE T RIA0)StorageGRID « MABFEHRAME SRS EERERTFIRIER. FHIGERE
BEEFFIMBTE,
ANNEBRAZFIRIED
EANEFWIER. ErLUREE SRt RRFERAMEEERSE R —MIEH.
BEENHNE
s BAER root HIRIT PR,
* BAIERSZFEON R A E R BN EIERS
SR EE IR mBIPHIE g &
* B E B E StorageGRID BEIREZORS 2P HABHENCAR
* MRE HEEBCHIER. Nt E4 XS EILE BN AT ZBHEANE BEH,
P
1. ENE SRR, EFEE > HRIEE>*F P ImIER

LB R B P IR IE BT E

Client Certificates

You can upload or generate cne or more client cerfificates to allow Storage@RID to authenticate external client access.

+ Ach:l| ra Edit ® Remove

Name Allow Prometheus Expiration Date

Mo client certificates configured

2. %F /J\

[lid:N RS T bl kg 11 DAY
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Upload Certificate

MName @

Allow Prometheus @ [

Certificate Details

Upload the public key for the client cedificate.

Upload Client Certificate ‘ ‘ Generate Client Cerificate

3. BA— N F1RIB2NF R ZEHSHEB B FF.
4. BEAIMNRSIET BifinlPrometheusiBin. 1HIEF* A iFPrometheus*Ei%1E,
S. HESAEMIED:

a. B HEER. BEE i,

b. BEARIEP. BEEE I,
6. B HEZIEH. BEHRITUTIRE:

a. EF EEEPIRIERS

b. XIS IIEPEINE ZH,

FEEBHNRE BRE. RABEZCERTHIE I BPEM*FEL,

62



Upload Certificate

Name & test-cerificate-upload

Allow Prometheus @ [

Certificate Details

Upload the public key for the client cerificate,

Upload Client Cerificate ‘ | Generate Client Cerdificate

Uploaded file name:  client (1) crt

Cerlificate metadata & Subject DN: /C=US/ST=California/L=Sunnyvale/0=Example Co/OU=ITICN=* 53 exa
mple.com
Serial Number: 0D:0E:FC:16:75:B8:BE:3E7D:47:4D:05:40:08:F3:7B:EB:4A:71:90
Issuer DN: /C=US/ST=California/L=5Sunnyvale/O=Example Co./0U=IT/CH=* 53 exa
mple.com
Issued On: 2020-06-19T22:11:56.0002
Expires On; 2021-06-19T2211:56.0002
SHA-1 Fingerprint: 13:AADG6.06:2B:90:FE:BT.7B:EB: 1A:83 BE:C3:62:39.B7 AG:E7:FO
SHA-256 Fingerprint: 5C.29.06:68:CF.51.50.B8.4F A9 56 FT AT AB.3C 36 FAZDBT 32 A4:CH;
7485 2C8D:EG.67:37.C3AC 60

Certificate PEM €

J
MCkNhbE1mb3 FuaWEXE ]

SES8 xCzRJBgHV

Copy cerificate to clipboard ‘

[

a. EFRIEPEHIBIZIMGIR . RERIEPMIEEI SN T A,
b. fEA%RIE TR BEHIFHMMETIMBEIE T A,
C. EEFEMRE UTE MBI PRTFIED,
7. BERMIER. EHITUTIRE:
a. EFERE P IRIER
b. HNEIET RHIHE SkIPHE,
(BTN —TX.509 F RA(tBFR A BT 43344 FR(Distinguished Name. DN)). UHEREIIPHEER,
d. (ALENEFIEBHERKRE. BIMENT30X,
e EEER

o

IR FEZR BT EdE . EBPEM MNERET AERFR.
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Upload Certificate
Mamz & test-cerificate-generate

Allow Frometheus @

Certificate Details

Upload the public key for the clisnt cedificsts,

Uplesd Client Certificste

| Generste Client Cardtificate

Certificate metadats  €) Subject DN: /Ch=tastcom
Serial Number: 0B:F2:FB:78:B2:13:E4.0F :54:83:30:35:58:8F: 2A4:03:53:BO:EZ:0
A
Issuer DMN: ‘Ch=tast.com
Issued On: 2020-11-20T22:44:48.000Z
Expites On: - 2022-11-20T22:44:48 000Z
SHA-1 Fingerprint: 8E:08:8C:F8:3E:20:88;E4:C8:42:52:5F: 32, TE:ET:63:808:88:F3:3
o
SHA-258 Fingerprint: 73:02:51:83:ED:D3:8%:AD:7E B8 :4C:AF AE:34:76:B8:42:FE:0D:
EF:73:C0:A4:68:C2,EB:85,84.C2:04:7ABD

Casificate FEM &

B wESERHABGAITEAwk IaEVsdCoFhd OwHho M 2 xTT

M3 IORDOEW  ATHR Ew D T VOO DDA R 0 R XN LR v b T CCA S Iw DU Y JRo 2 ThecBAQEREOAD
goEPADCCADeCggEBAKO24E S e e EuBb2 B cidf Mt TeExLeBEmtdvIwszlgrwh
KgHEZIBEYI0N/ Vo720 2miEE yEwk yQTXSC0E Invr 0 S TRLIR fh =T oo Laly E
De=BEFYzd02axinEl /X ANTEcERET ST OO Cudc 0V uVlexdy2 1T SSokn i Bmla
EivnkUTCBSCEEyTFalaoisleTH IO BOxBECpADT FOEaIy2 £6Kg5eS
FEOCoLRcNaXlaslOdDT4 ZgTgo¥ U DT a oo h Ix0n SO A E SR £ v gSiwE2PETUBM
1oBGmuc faWHdbpLeNp0 eI Ve P hgh e R g x Wi =t KCAWEL R QM MATwEwYDVR ORBAww

Copy cerificate to dipboard

Certificate grivate key @ | ———" BEGIN ‘RI: FRIVATE FEY---—— "~
HIIEpQIBARKCAQEAr TZ0H2bHak+=ad0r Bk y iy T 1/ +1NuzEn0EaE T LB FO2ENC /Bl
EdnaUHlghCEoq vk l1Ha Y borTHCTJBOQE 15k 1+ RIME - dhZ ScExCEwige K2VRUD T
CwE e B TP Do 0 F4R TN Bk ix VT S I TOMa T i J s R SV EH I IOVE I RygeMEY Sas
TR g TR P I Bn T T0S 4 Sogylw oM EVDOg R /A TUHTEEokngPaTHto i L2/ 0 2Dms T8
25Cg=203xad: gPulimoWo5h8kTnowEiHNHI £mi Dyxnkp S BN OMaDm/ oY «JEaW
IwZEERSpE S lukska kT DAVHONG TODFES CARAcIBACCEEUEY4pEOHOns
SuELEDedy v/ SCn+Rdmrodg B S xWECDrE IR1EDG+HThY r Edon EXHO0+ACTVAC)
HE1QET%DVpwEs Spublsri¥ Sere rEnp Bl CMaH Y BT xS ub U Tag sl
s IR FEIvAE T flrZx WY dn02RPE i rog Y gellge S Y (N7 32 03 naTrme Tdma Y EEE

Ad4Hvaon

Copy private key to dipboard

A& You will not be sble to view the cerificate private ey sfter you close this dislog. To save the keys for future reference, copy end paste the values to
anather locstion

a. EEFIEPBER B . AR SNRSEET AR,
b. W REFAAERIZIEINGR . AR EPUEESMBEIE T AF,

()  ®lxtEER. CREAEEULSA, FEAEHNHREME.

C. B RTF UTEME E RS P REFIEF,

8. MBS IET A LB TIRE, 40 Grafana o
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UTREREEEZRT—1 Grafana Rfjl:

HTTP

sg-prometheus

URL

https://admin-node.example.com:9091

Access

Whitelisted Cookies

Auth

Basic auth

Server (default)

With Credentials

TLS Client Auth

[ @ ] |With CA Cert

Skip TLS Verify

Forward OAuth Identity

TLS/SSL Auth Details

ServerName admin-node.example.com

Client Cert

a. * ZIR* L WANERBE.

StorageGRID REEIEE, BEMXIIRME—NBIRFN RN ERE,

b. *URL * : MNBIEBEY SIS IP ik, 1EF HTTPS i 9091




f5lg0: nttps://admin-node.example.com: 9091

C. B TLSEFIREAR M ERCAIER"
d. F¥EEEORS[/IEPHCARHABEHFHAEMZITLS/SSLEHILIEFMAER TH"CAIER"H,
e *fRSBF[/RM* | WABETREZ,

RSB 2B RN S EIRZORSIE P ERAvH A [T,
f. R1FFHNIXM StorageGRID Szt 4 & HIRIIEBFFAEHE.
WM, EeILERIMERISTE TEM StorageGRID ii7] Prometheus 54T,

BXIERER. 155 M StorageGRID IaiE M PEHERR A,

BXER
"“f§EFAStorageGRID £ iFH"
"R EESSME P BRI E B EX RS IHED"

"MK SRR

REEEREFIRIESR
el LURIBIE B U ENEZ TR, BRI EZAPrometheusifial. SETYFHEPESERR _EEFIER,

ERENNE
* BUFEE root HIANR,

© BB R B E RIS GRS,

© BRSBTS AP E

* MREE EEFHEBIMAE. EINBTUEAI B LA,

p
1. &R R E > AR > & P IRIE

LR B RE P mIEBIIE. AT HIAIES,
RPFIH TIEREIRR, WFREREIRNEISH, NERFZET—FEEHMEAER.

|4 Add || # Edit || % Remove |

Name Allow Prometheus Expiration Date
O | test-cenificate-upload v 2021-06-19 16:11:56 MDT
(® test-certificate-generate v 2022-08-20 09:42:00 MDT

Dizplaying 2 certificates.

2. EEREHREIEB AN R EZE,
3. WEFE T IRIE
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LB B R mEEIE T X A TR

Edit Ceriificate test-certificate-generate

Name @ test-certificate-generate

Allow Prometheus @

Certificate Details

Upload the public key for the client cerlificate.

Upload Client Cerlificate ‘ ‘ Generate Client Certificate

Cerfificate metadata @ Subject DN: {Chi=test.com

Serial Number: 0C:11:87:6C.1E:FD:13:16:F3:F2.06:09:DA6D:BC.CE:2A:A9:C3:53

Issuer DN: /Chi=test.com
Issued On: 2020-11-23T15:53:33.0002
Expires On: 2022-11-23T15:53:33.0002

SHA-1 Fingerprint: AEEG:TOAY.D3CI39, 7409 F3.6298.:81.8A,87.C0n43:168:89:AT
SHA-256 Fingerprint: §3.07:BF:FF.03:1E:84:F1:04:67.C6:16:B0:35:26:00:.C6:A3:13:11.TE:5ED
EC7TATEEF:23:14:55:30:56

CEATIFICATE-———-

Cerfificate PEM @ | ——— BEGIN
yzCOREDghs

ZERMASER

fag;{bl'-!z‘l"-'-"'l\.'cr'__""{JQ:ZITS OzUgl00Ma2EJUCH

4. IHEBHITARRRES.
PEFRF AT AR SRR P RFIER.
6. NRE _EE T HIES:

PR RIERE I 2B IR RIE BRI EI SN isiT T B

b. fEMA4wIE T AR RE R FHAMEE SMB IS IE TR,
c. fEShER i T AR REHMEIERMFAHA.
7. YNRERL T FIEP:

a.

b.

P RIEBE R ZIBI AR RO BraE 2SR T T R,
AR EHI 2B e iR I B IG RIS R s T B

()  =lFER. CRELASBEREHILALSA, BEATHNHEEME.

S ER s TRERREHMIRIEBM A,

""ahg"'"""‘“‘-ﬂcﬂ SExbzBgbIZmZ8zigpwlMu
zd._aJ...ﬁ OwHhcHMGE
hOZEH0LeNrETC

qf.,qu‘uuide_q

r L0 Hk;ﬂJX\eEﬁ.ch
EARMEMBUWEWYDVRORERWW

Copy cerlificate to clipboard ‘

B[]
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EERBREERT P IHIES
MREARBFEILES. FJLUEEMER

BEENARR
s BAER root HIRIF R,
s (SATER SZFEIN R 2 E R EI MR E LR,
BB
1. R B E >R >* & P imiE P,
B EREFIRERR@E, WSS EMEIER,

|4 Add || # Edit || % Remove |

Name Allow Prometheus Expiration Date
) | test-certificate-upload v 2021-06-19 16:11:56 MDT
® test-cerificate-generate o 2022-08-20 09:42:00 MDT

Dizplaying 2 certificates.

2. EEREMPRAVGEBEMAY R EZE,
3. HE * MIER o

LB B R ERIA TS IEIE,

A Warning

Delete certificate

Are you sure you want to delete the certificate "test-certificate-generate”?

| ceca [

4. GERE * HRE
HEIEF R AR BRo

FCE R EEARSS S

%TLXEEE—/I\EE MNEREIREIEARSSEE (KMS) REFEIPLIEENRE TR LRV

k

HLEZIREERS2E (KMS) ?
FIAEERSS8E ( Key Management Server , KMS ) 2—MINEE=FRS, AERZHESERRIEMENIY

X



( Key Management Interoperability Protocol , KMIP ) J35xEx StorageGRID itz £/ StorageGRID &%

TR HNE R R,

BRILER— T RZ N ZAEERSFIREEZEREEAT * TRIMNE * IRERIEST StorageGRID K&ETIR
T RINEERR. BIRERREERSHBEXLERETRESHER, BUURIPHE, BEREEMBIEFROH
iRt RaNLtt, IgEEHHITMNER, BRIETRAUS KMS BIE, ST EHEIEE EREREE,

StorageGRID A& RIZHEERA T IIRET R TNEMRERIMNIER. WRETRIERIMNE

®

BUSCISERER R AR H5o

#EStorageGRID MZE /5%

ZIAEIEARSS B RIRIP StorageGRID ¥4, M 7 ARIIFEIRE 1ZARS 2R, HEXAN 7 EINMEE
EmEEHR. WTRAEERESAERRBEREEZAN. MRFERHEL, BSNEREERSH

StorageGRID 1R {ft 7 ZMEIEMNEIET, ENEFRRGZE, UHEMES EZNEEHE

RIPER

TREESLT StorageGRID Fa] BRIMNE %,

INZEZ TR

WIE B PNZHEERSSS (
KMS )

SANtricity System Manager 1 HJ3X
HIE TR e A

T B RN PRI

TRIRIE

&AL StorageGRID it Al B
PAEERSSREE>"RAKE>E
IAEIEARS2R). HALLEEBAT
=NE. AR, ’ED &R
KMS LUERZAMEZZ (Key
Encryption Key , KEK) . ItZ$A
ATFxeME ENSIEMERH (
DEK ) #1TINEARE,

MRNEEREBHA T RSEEE
IhgE, MIRTLAEA SANTtricity R4t
EERCENEEREEH, Bif
I ZRIPIRTIES_ ERVEIE, FERF
It Z4A,

A LEMR EER PR R FENR
mE R (B E>* RRIRE > K
EB). BRGE, EAREFEDR
LR B REAMNBZRIFTI RE =
EH AR EFHITINE,

ERTR

REMEIBAT * HRNE * 19
BFH R, ®&E LA EIEI RN
IEMIR R R MEIRHOMRIBR. BT
55 StorageGRID 7Z2iEFIIRSS1&
BEEHR.

BHeWEME (Full Disk
Encryption , FDE ) JXBhH2STEXFR
SEEINE (Federal
Information Processing Standard

, FIPS) FRohsdmFfifinsg. €2
IXzh2s L RIPRA EES RIBA L3R
ERS MRS OFRIFR. FEE
FREFMHEISEN MRS LS,

"SG6000 7ZfEIEE"
"SG5700 1ZfiEi%E"

"SG5600 TZfEIE"

MEABISIFSWIftIT REUE, B
FRENNRAIME. WRITHE
M E Mt BUREIERINE

BB AT RN
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Jilikzagrinil
S3 FiEDERMNE

S3 WRARSS\WIHME (SS3)

ERZEFRMNER (SSI-C) #
17 S3 WRARSS WIRMNZE

INERE BRI

StorageGRID #MERRIFT R IN%E

70

TRIRIE

[EEER PUT 23 ERANEER A 73
EBBRAME, EEIRENREIM
BRI RESTEHNAEEITI

Ho

& /] L] @R S3IE K UFEENR
HEIFE x-amz-server-side-
encryption IHRIR,

fEerLAR) R S3 iERUEFHE—
MNEHEE=MERIRK,

* x—amz-server-side-
encryption-customer-
algorithm

* x—amz-server-side-
encryption-customer-key

* x—amz-server-side-
encryption-customer-
key-MD5

MREHEETF S5, WATUTE
StorageGRID MR FENNZR 75 7E 5T
BANEREBUIREFEESTNE,

ER M REIBRMTTEEERN
StorageGRID Z /i, &RILATE
StorageGRID MR RENNZR 5 75T
XEESRR T EIRHITING,

ERTR

[T NBISIH REUE, HIHNF
D EAEEME. WEFHED X
RRME . WRITHIENH AU
HHRERINE,

"R S3"

[T NBISIH REE DAL
MRIBEME. WRTEHIENHA
BUREIEARINE

StorageGRID fA R EEZEH,

"R S3"

[T NBISIH REE DAL
MRIBEME. WRITEHIENHA
BUREIEARINE

Z4ATE StorageGRID Z4MNATTE
IH,

"R S3"

FREXNREE, THUEMAREKE
HIE, RIS ENRIEFEEER
B,

SNER TR TS % A) LASE AR b N
BREMER, SIS HAHAM
HEEAER,

RN REIEM TE (RAKE
TIREAIE) o

SMNEBINER 75 7 BT LASE P AR st I
BHEIENER, AILUSHIHAVEM
HEEGER.

"Amazon Simple Storage Service
—HRARIERE: EREFIHINE
RIPEUE"
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KMS setup

Create a StorageGRID
client in the KMS

Obtain KMS details:

¢ Host names and port

s Alias for encryption key
e Server CA certificate

* Public client certificate
e (Client private key

Add KMS to Grid Manager
for a site or group of sites

Poweron

or reboot?

Appliance setup

Enable node encryption in
Appliance Installer

install appliance:

e Disks are encrypted
with data encryption
keys (DEKs)

* DEKs are encrypted
with temporary key
encryption key (KEK)

Deploy appliance asa
node in StorageGRID

Has a KMS

been configured for
the site?

Appliance receives KMS
configuration

Appliance connects to
KMS to request key

KMS key replaces
temporary KEK

Appliance is secured by
KMS
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ANZEHEIEIRS 23(KMS)
T LUFE A StorageGRID ZEIRARSZ 28M S HAINEN KMS 2 KMS &EE%,
TEE

s BB EE "THSEIERSREIESIMEK",
BIRE "BE7E KMS 5 StorageGRID FRE AEF in "IN EBEITMKMSHKMSEEMFIEE R

7
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(AR
* IS ZEA root TIRIAR.
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* BRSNS ESRE RIS B,

KXTFUILES

YNRAJEE, RAREEMERIFENTAEERSE, AERBEE—THMIAKMS , UENMERZS—1
KMS EERNIER# TERTR o MREFLLERIAKMS , MREFMAET RNZRISEERERRIA KMS
TR, MRBIEEERIERTRA KMS , NFE SahRABIINEZAMIRIN KMS EFIZIFHE KMS
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2. "E 2% HERSHBIEH"
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E£145: B KMS #FAE8
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KMS &85 B
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Key Management Server

If your StorageGRID system includes appliance nodes with node encrypfion enabled, you can use an external key managemant server (KMS) fo manage the encryplion keys that protect your StorageGRID at
rest,

Configuration Details Encrypted Nodes
You can configure more than ona KMS (or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys far all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site.
Before adding a KMS:

« Ensure that the KMS is KMIP-compliant

« Configure StorageGRID as a client in the KMS

» Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For complete instructions. see administering SiorageGRID

}+ Create || # Edit | | @ Remove
KMS Display Name © Key Name © Manages keys for © Hosthame € Certificate Status ©

No key management servers have been configurad. Select Create.

iy = S i <
R BRI EAEERSHEASHE 1 (AN KMS FAER) .
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Add a Key Management Server

o 2 3

Enter KMS Upload Upload Client
Details Server Certificates
Certificate

Enter information about the external key management server (KM3) and the StorageGRID client you configured in that
KMS. If you are configuring a KMS cluster, select + to add a hostname for each server in the cluster.

KMS Display Name @&
Key Name @&
Manages keys for & - Choose One - v
Port © 5606

Hostname @ o

3. 7§ KMS F{&7E1% KMS FEZER] StorageGRID B RGN T ER.

FEE Description
Kms 2REHR —PNERMER, PIEBERRL KMS o 40 F

12 64 MFRFZIEL

ZIRRR StorageGRID & Fim{t KMS FRBVHTIZARIE. &
TF 1 5 255 MNFERFZIE

BIEMEA B 51tk KMS XB£H) StorageGRID s, WRBIAE
, BN AREE AL ENZRERRSS, A5
BREE—1ERIAKMS , UEWRAZE—PNKMS B
BB R TERTS -

- MBI KMS BB EIES g ET S0
=5, EEE— .

PR AR HEM KMS BIERIES (FRIA KMS )
* AJERE—NEIAKMS , iZ KMS BNATRE
T KMS BUEaih R URETE RS RN
A EfEIZE o

cOER r NREEFRIE R TH EWREIA
KMS &, {BRFAHT KMS $21H Haihk a8y
[RIEINEER, MREF KMS EEERERE

IIEEEIR.
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FE Description

Port KMS fRSG 2 FTFERIABEIEEIREMN (Key

Management Interoperability Protocol , KMIP ) &
E8IE 0. FRIAS 5696 , BD KMIP R,

E[E KMS BT 2 REESZE IP ik,
* JED P IRSEIEBRY SAN FEMIME S G
2b%iNEY FQDN B IP $itik, &0,

StorageGRID BT /AEZEl KMS 3% KMS &8
AR BRSS 280

4. MNRIEERRE KMS &8, FEEMNS 4 AEHPHNEMRSFJARMENR,.
o W TF—H o

L B RANINIRIREERS 2R A S E 28 (LZARSB[IES).

$2F: HERSI|ES

EANZFAEERSEBEASHE 2 5 (EERS[/IEP) F, ErJLLEE KMS BIRRSS 28
WP (FHEPE) . BIARSSESEPH, M KMS mILAE StorageGRID #4752 38130,

g
T FE2 (EERSSHIER) *F, NEIREFENRSFIEPSEFENUE.
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84

Add a Key Management Server

o—0

Enter KMS Uplead
Dietails Server
Certificate

o
Upload Client
Certificates

Upload a server certificate signed by the certificate authority (CA) on the external key management server (KMS) or a
certificate bundle. The server certificate allows the KMS to authenticate itself to StorageGRID.

Server Certificate &

ERIEFEXF
LB B RARSS BIE BT iz

EBrowse

=1 3



Add a Key Management Server

o 0

Enter KMS Upload Upload Client
Details Server Certificates
Certificate

Upload a server certificate signed by the certificate authority (CA) on the external key management server (KMS) ora
certificate bundle. The server certificate allows the KMS to authenticate itself to StorageGRID.

Server Certificate @ Browse k170vCA pem

Server Certficate Metadata

Server DN:  /C=US/ST=MD/L=Belcamp/O=Gemalto/CN=KeySecure Root CA
Serial Number: 71:CD:6D:72:53:B5:60:0A:8C:69:13.0D0:4D:D7 .51:0E
Issue DN:  /C=US/ST=MD/L=Belcamp/O=Gemalto/CN=KeySacurs Root CA
lssued On: 2020-10-15T21:12:45.0002
Expires On: 2030-10-13T21:12:45.0002
SHA-1 Fingerprint: EE:E4:6E:17:86.DF:56:B4 F5:AF:A2:3C:BD:56:6B:10:DB:B2:5A 79

= 1

() wRELEORBIBEGE, NEMEBNTRES SRR ESIETN+ L,
3. 3% T—%
LB B R RN A SRR S RSN H35 (LEBPRIES),

B3F LEEFIRIES

EANBAEERSEOSNE 3T (LEFFIHIED) &, ﬁtTLXJ:T?%F‘”“E%*D%

PRt BEEZH. BFPIHIEBAIF StorageGRID [6 KMS #1759 381,

p
T M*HR3 (EREFIHKIER) * &, WRIEFIKIEBHUE.
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Add a Key Management Server

—0 0

Enter KMS Upload
Details Server
Certificate

Upload
Client
Certificates

Upload the client certificate and the client certificate private key The client certificate is issued to StorageGRID by the
external key management server (KMS), and it allows StorageGRID to authenticate itself to the KMS.

Client Certificate € Browse

Client Cerificate Private Key @ Browse

HEBEFIRIERX .

HEBPR BRE P imiE BT iz,

NEEEFPIRIEBNERBAMLE,

LA
LB R g P ImIE R A

Ll

U ilE

FERAERANITHE.
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Add a Key Management Server

S

Enter KMS Upload Upload

Details Server Client
Certificate Certificates

Upload the client certificate and the client certificate private key. The client certificate is issued to StorageGRID by the
external key management server (KMS), and it allows StorageGRID to authenticate itself to the KMS.

Client Certificate @ Browse k170vClientCert pem

Server ON:  /CN=admin/UID=
Serial Number: 7D:5ABA2T:02:40:C8:F5:19:A1:28:22:E7:D6:E2:EB
Issue DN: /C=US/ST=MD/L=Belcamp/O=Gemalto/CN=KeySecure Hoot CA
Issued On: 2020-10-15T23:31:48.0002
Expires On: 2022-10-15T723:31:48.000Z
SHA-1 Fingerprint: A7:10:AC:39:85:42:80:8F FF:62:AD-A1:BD:CF:4C:50:F 3:E9:36:65

Client Certificate Private Key @ Browse k170vClientKey. pem

=13 B

o WERTF

MAZAERRS B IRET RZERIER, MRFIAEENYAN, HEE KMS LINEIERBESR, Wi
MR EIERS 2GRN D BAEIERS [/ IE LR,

(D A0 KMS 5, ZAEERSS S IIE EANEFIRNSKIIENER AR, StorageGRID AJRERR
FKIX 30 DA BEIRIE MEBRIKIPRT. EIRIET Web X528 74 BB E HATIAS.

6. INRIERF * RF * WETEIRHEE, BEEHERMAGEE, AREER"HE*
Fan, WMEREFMIAKLK, EAIEESUE 422 ¢ Unprocessable Entity 51z

7 MRFEARFYAEEMAMRINDERE, 185EE * BHERE
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Add a Key Management Server

O—0 0

Enter KMS Upload Upload
Details Senver Client
Certificate Certificates

Upload the client certificate and the client certificate private key. The client certificate is issued to StorageGRID by the
external key management server (KMS), and it allows StorageGRID to authenticate itself to the KMS.

Client Certificate @ Browse k170vClientCert pem

Server DN:  /CN=admin/UID=
Serial Number: 7D5ABA27:02:40.C8:F5:19.A1.28.22.E7.D6.E2.EB
Issue DN: /C=US/ST=MD/L=Belcamp/0=Gemalto/CN=KeySacure Root CA
Issued On: 2020-10-15T23:31:45.000Z
Expires On: 2022-10-15T23:31:49.000Z
SHA-1 Fingerprint:  A7:10:AC:39.85:42:80:8F FF 62:AD:A1:BD:CF-4C:90:F3:E9:36:69

Client Certificate Private Key @ Browse k170vClisntKey. pem

Select Force Save to save this KMS without testing the external connections. If there is an issue with the configuration,

you might not be able to reboat any FDE-enablad appliance nodes at the affected site, and you might lose access to
your data.

] e [ o

4% * BHIRAE * TRAE KMS BB, BRSNS 5% KUS I s, MEAS
()  mECEmE , Ntk EREnSEMES L CERSANBIEETS, E0a
RAZE, (EATBTAB MR,

8. BEMINES, MRHLERFRELE, HEE *HE .
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A Warning

Confirm force-saving the KMS configuration
Are you sure you want to save this KMS without testing the external connections?

If there is an issue with the configuration. you might not be able to reboot any appliance nodes
with node encryption enablad at the affected site, and you might lose access to your data.

BR7F KMS B2E, BEXRMNiXS5 KMS 89%E#Z,



BEEKMSIFHER

TR AEE B X StorageGRID £t B M EAEIEMRSE (KMS) ISR, BiERSES
ME P IRIEBH H RS,

1. R RERARSERAEIERSSES
LR BB EERS RN E. REFAERENRER T ERENEMRAEERSE.

Key Management Server

I your StorageGRID system includes appliance nodes with node encryplion enabled, you can use an external key management server (KMS) to manage the encryption keys that protect your Storage GRID at
rest.

Caonfiguration Details Encrypted Modas

‘You can configure more than one KMS {or KMS cluster) io manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS

= Ensure that the KMS is KMIP-compliant.

« Configure StorageGRID as a client in the KMS.

= Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For complete instructions, see administering StorageGRID.

| 4 Create | ‘ # Edit | | & Remove|

KMS Display Name € Key Name © Manages keys for & Hostname @ Certificate Status &
® | Default KMS test Sites not managed by another KMS (default KIMS) 10.96.95 164 «" All certificates are valid

2. EFEE KMS IRFNER.

FEL Description
Kms ERER KMS B9 1% 2 o

ZEFZ IR KMS m StorageGRID & FIxHIZH3E o

EIEMNEA 5 KMS xE%BY StorageGRID 453,

I FEE BR4FE StorageGRID b= BRI * RH
Ht KMS (BAIAKMS ) BIEMULES, *
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FE Description

FMNZ KMS H5e 2 REE R X IP ik,

NREHVSH I EAEERSR, WRFIHXHFED
RS BNTEREIZEL IP ik, NREEFHFHER
PALERRAEERRS S, WRFIHE—DKMS By
FTEMREEZD IP it AN R h H 2 A E IR
SRR E.

ffl30: 10.10.10.10 and 10.10.10.11 B
10.10.10.10 and 2 otherso

BEEESHPHFIBAINSG, BEFE—TKVS, A

[EEsE * 448 * o
IEBIRTS ARSSERIES, Bk CAIERME P IHEBRI AR

D BR, BiIH, BMRERIEASRA.
* J¥E: * StorageGRID AIEEEEKIX 30 25
BEEFIE PR, ERATRIFT Web L5287 88
EEYFIE,
3. NERIEPRE KR, BEHFFKAX 30 280, ABRIFT Web 528,

@ AN KMS f5, ZAEERSSFEIE LIEBRSKIEIERAK, StorageGRID FIEEHR
EKIX 30 DEA BRIV MEBREFRRS. ERFRIHT Web 55887 B EE LIRS,

4 MBREBRSTHETIEBE LB R, ERIRFBREEBR

A XStorageGRID R IEHMBFEHFRITEA. 5SS W I* KMS CAIEBEER*. * KMSE P iniEHEIHA A"
KMSHRSS SR IE P EIHR SRV BUETE,

() SREWEHD, EURRRBREEBE,

BXER
"I BPEHEER"

BEEMETR
EAIAEE B X StorageGRID 24HEEA * TRIMNE * RENKET RBES.

p
1. SR EERRGERREERSE

LR B mAEEARS RN E. REFARESENFEREEENTARAEERSS.
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Key Management Server

I your StorageGRID system includes appliance nodes with node encryplion enabled, you can use an external key management server (KMS) to manage the encryption keys that protect your StorageGRID at
rest.

Configuration Details Encrypted Modes

‘You can configure more than one KMS (or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS

= Ensure that the KMS is KMIP-compliant.

= Configure StorageGRID as a client in the KMS.

» Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For compiete instructions, see administering StorageGRID

= Create | ‘ & Edt | | & Remnve|

KMS Display Name & Key Name & Manages keys for @ Hostname © Certificate Status ©
® | Default KMS test Sites not managed by another KMS (default KMS) 10.96.99.164 +" All certificates are valid

-

2. MTIETRER, HEHF * BT = * kTR,

Key Management Server
If vour StorageGRID system includes appliance nodes with Full Disk Encryption (FDE) enabled, yvou can use an external key management server (KM3) to manage the
encryption keys that protect your StorageGRID data at rest

-
Configuration Details Encrypted Nodes

i,

You can configure more than one KMS {or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one
default KMS to manage the keys for all appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a
particular site.

MET REB-RYIH T StorageGRID Z4HFEREA * TRMNE * IRERILET o

Configuration Details Encrypted Nodes

Review the KMS status for all appliance nodes that have node ancryption enabled. Address any issues immediately to ensure your data is fully protected. If no KMS exists for a site
select Configuration Details and add a KMS.

Nodes with Encryption Enabled

Node Name Node Type Site KMS Display Name © Key UID © Status ©
SGA-010-096-104-67 (§ Storage Node Data Center 1 Default KMS 41bi...5c57 «" Connected to KMS (2021-03-12 10:5%:32 MST)

3 BERPEMRETRNESR.

5l Description

TIRANE RETRIBT.

REl=E St TEREE: F6E, ERIMX,
Uh e LZETI A StorageGRID 5= BI& R,
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5l Description

Kms ERER BT =8 KMS R 1% B T,
SNRAKFIHAER KMS , FEFREEIFMESET-R LRI KMS o
"AINEAEEIRSS 2R (KMS)"

#EA UID AFMig&ET R ENSIEHTNENRZNINEZANE— D, BE
BEINERUD, BRATREERTE LR,
X% (-) RTEA UID KA, AJRERENIZET R KMS Za#F

EERREER

Status KMS 5ig&T R ZERERRS. IRTREERE, NYEzsE 30
2%41@%&—}% B KMS ECEfR, PJRERE/LO 7 sEEMMERIK

I8N0

COERD  ERARIFET Web ISR REE B A,

4. NIRRT KMS [EER , iFIZBMARR IR o

EIERH KMS 12/EHfiE], K& * BEEZE KMS* . IRTREMSEFERE, WERTRERRES
( administratively down 3§ Unknown ) o

HMRSEE XN F R R StorageGRID £k
© FEME; Kms BB
° Kms EZEIR
° K F Kms MNZZEHZ TR
© Kms MEBZBRBE
© Kms BT ARNE & B TRE
© KREZEKmsIES Jl StorageGRID MiiaFIARFE HEb i3 B 3 S L SRR I OB 1.
() EARUIERAMEMNG, URREHRESIR R

BXER

"MK BPEHEER"

/R AEIEARSS 283 (KMS)

fBign, WERIEREMSEIER, ErRERER A EERSEEE,

ERENNE
© EAABEE "ERTPEERSBICIEETNER",
* MBEH B OKMS RN S, NAAEEE "BHESH KMS BIEEHE

i

i
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Key Management Server

I your StorageGRID system includes appliance nodes with node encryplion enahled, you can use an external key management server (KMS} to manage the encryption keys that protect your StorageGRID at
rest.

Configuration Details Encrypted Modes

*fou can configure more than one KMS {or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS

= Ensure that the KMS is KMIP-compliant.

= Configure StorageGRID as a client in the KMS.

» Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For compiete instructions, see administering StorageGRID,

| o+ Create | ‘ # Edit | | & Remove|

KMS Display Name & Key Name & Manages keys for @ Hostname © Certificate Status ©
® | Default KMS test Sites not managed by another KMS (default KMS) 10.96.99.164 +" All certificates are valid

REFBERIEN KMS , JAFIER * 45iE
5E, EMRETAEERSHEASHN TR 1 (WA KMS FHAER) * PRFAEER.

FEE Description

Kms ERER MERERR, AIEEBNEARIRLE KMS o BT 1 2l 64 NFRZ
E—.Io

ZEARBFR StorageGRID & FixfE KMS HEYHEtIZ R 2. HANTF 1 & 255
DNERFZ I8,

FERDRERT, ERFBRBEZRR. HId0, WMRE KMS FE6s
BTHHE, Y%?ﬁﬁu VEABYFTE A8 B 2 5 271 & B A A 2 iE R
&, NABRIBE AR TR,

PMEiEdER KMS BRI (518) FheE®

A, MBI EH KMS PRI

$A. StorageGRID ER{EREREZ AR M KMS i5in]
@ PUEIERNFIEZERRE (USRERIEMZ MR

) o MNBEXNEEE KMS HZARIZ, N

StorageGRID AJRETC A& X EIEH I TREES

EREREERSSFIEEFIANER"
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FEL Description

BENEN INREEERIBIERIFER KMS , FEERIREMIAKMS , Ma
LLZESE * AHEM KMS EEER BUAKMS) *o IEHSFiL
RIFER] KMS FiRAFIA KMS , 1% KMS BT 2BE TR KMS Y
FRE R LURTEY BRI E SR,

AR UIRBRIBUERISER KMS , N EEFEEMIE SR, W0
REHREINAN KMS , W RS EL R0

Port KMS RSB 2 TERIABEIERIREMN ( Key Management
Interoperability Protocol , KMIP ) @5HinE. 2AIA/0 5696 , B
KMIP #5 &R,

FHEA KMS MY5E2RER BTN IP ik,
* E: * IREI[BEBH SAN ZERNTNE S EIE A ENAY FQDN 2§

IP i3k, M, StorageGRID ETAEEE] KMS 3¢ KMS &
B RRS 28,

NRBECE KMS &8, BEFNS 4 NEFHTFNE MRS SFZRNENR.
iR T—5

IE R ERRIETIREERSHEASNE 2 ¥ (LERSH[IED) -
NRFEBMRS ]IS, BERF * W8 * H LT
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B B RRIETIREERSHEASNE 3 ¥ (EEFFIRIED) -
NRFEBME A IRIEBNEFIRIERZ AR, B%EF * N5 * H LT,
T RE

MR EERSFS MR ENFIET RIIERE TR ZEINER, NRFAETRERYER, HE
£ KMS LREIERBES, NWEAEERS G ANZIZAEERS S E LHRP.

MREBTERHES, BEEHBFAGRE, ARERHE

Blan, MEAI KMS EFMIESBEHRSE— KMS 12, siEEENHAM, NrTsEaUiEl 422 :
Unprocessable Entity &1,

MRAERRERBRZAFTEREFINERE, BHERE " BRIRE
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12. EEWMINES, MRHLERFIRFEE, HEF*HBE *.

A Warning

Confirm force-saving the KMS configuration
Are you sure you want to save this KMS without testing the external connections?

If there is an issue with the configuration, you might not be able to reboot any appliance nodes
with node encryption enablad at the affected site, and you might lose access to your data.

Cancel

BfR7F KMS E2&, BRMNIAS KMS BIER,

fHpFZEHEIEARSS 28 (KMS)

AERLEERT, ErRFENFEREERSE. M, IREEFERER, NARFE

ﬂﬂUFf]?JE,.\\?FHE’J KMS ,
TBEBENAR
s BB EE AR BIERS BN ESFIAMENK",
s IBATER root A8 R,
s SATER SZFEN R E R BN EIELR,
EXFUES
FEUTIERT, EaILURIER KMS :

* MREREFR, HFUSFRERATRMBNRET R, WelMRLR%H KMS .
* MRBNUREFTURTANKMS , HEBERAIRETRME, WATLMEREAIA KMS o

p
1. SR EERFSERREERSE

I EREAEERSSENE, EFERTERENMEEAEIERSE.
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Key Management Server
I your StorageGRID system includes appliance nodes with node encryplion enahled, you can use an external key management server (KMS} to manage the encryption keys that protect your StorageGRID at
rest.

Configuration Details Encrypted Modes

‘You can configure more than one KMS (or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site
Before adding a KMS

= Ensure that the KMS is KMIP-compliant.

= Configure StorageGRID as a client in the KMS.
» Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for

appliances that do not have node encryption enabled.

For compiete instructions, see administering StorageGRID

= Create | ‘ & Edt | | & Remnve|

KMS Display Name & Key Name & Manages keys for @ Hostname © Certificate Status ©
® | Default KMS test Sites not managed by another KMS (default KMS) 10.96.99.164 +" All certificates are valid

2. EAFEMFRE KMS RUBRIEIZH, ARERE * kR * o
3. BEEEEWIEERHNEREIL

A Warning

Delete KMS Configuration
You can anly remove a KMS in these cases:

= You are removing a site-specific KMS for a site that has no appliance nodes with node

encryption enabled.
= You are removing the default KMS, but a site-specific KMS already exists for each site

with node encryption.

Are you sure you want to delete the Default KMS KMS configuration?

=

4. FEEFEHE o

LEEPRE MRS KMS BCE.

BEHEA

ERAMREIERR, EAILSRMNEIE S3 M Swift F P HmAREMENCRENR, WITFHEE
BIERUNEEE %R StorageGRID RATREBMITHVIRIERIFAF 1K,

N~=Liialliva
PP R ER B EEMEIRS (S3) RESTAPI 5 Swift REST API 9% F ik FAFEF7E StorageGRID L%
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Tenant Accounts

View information for each tenant account.

Hote; Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date. To view
more recentvalues selectthe tenant and select View Details.

[+ Create || ® View details || # Edit || Adtions || Expartto CSV | SearchbyNamelD  Q

Display Mame & # Space Used € 11 | Quota Utilization @ 1T Quota & H Object Count & I Signin &

Mo results found.
Show 20 ¥ rows per page
2. F/F RIS

LB BneZB A KA TIE, IIEPEENFEREURTFEEEIStorageGRID AABHERER
(SSO)s

° YNSRKFEMASSO. MIGYEEF KA ER N AR,

Create Tenant Account

Tenant Details
Display Mame
Protocol & 53 7 Swift
Storage Qluota (optional) GB -

Authentication @

Canfigure how the tenant account will be accessed.

Uses Own |dentity Source W

Specify a password for the tenant’s local root user.
Lsername root
Fassword

Canfirm Passward

° WNRBEA TSSO, NEIRMEF KA TIERF I TR,
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Create Tenant Account

Tenant Details
Display Mame S3 tenant (330 enabled)

Protocol & g3  Swift

Allow Platform Services W

Storage Qluota (optional) GE -

Authentication
Because single sign-on is enabled, the tenant must use the Grid Managers identity federation
service, and no local users can sign in. You must select an existing federated group to have the

initial Root Access permission for the tenant.

Uses Own |dentity Source [

Single sign-on is enabled. The tenant cannot
use its own identity source.

Root Access Group gagrp oo

=1 3

BXES
"ERSMEXE"

"ERRER"
1R StorageGRID K fEASSO. NItk

SIS, BRIUIEERIR, BFRWMNANEERE (7iE) . 9
R StorageGRID KREARRER(SSO). MEKITISEHRFPIKF S HEREB 2HNERIE.
FH RFE P A tiroot i P EC B ¥ 5A 5,

KXFUIAES

NRBAKP R ERANMREESFEENS MR, HEEEREF K, BrootifRIARIZFENEREH. M
ERZKSASNTIMREIRRT, BXRAMEIRRASEER Grid Manager PR, ES AV "EIEE
IR,

p
1. B ERBMXAER. HWALEF KA B ERE M.

ETREMAGME— SIZEFKFN., ERWEI—ME—EFIKFID,
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2. R PIKFAEERNE AR, ATLUE* S38L* Swift*
3. WFSIHAMKF . BEFRIPEF AT TFERS ERE. FRIFERFLLEFWSIDRERATFARS.

MNRBRATFEMRSS, WHEFBILUER CloudMirror EHIFINEERIGRIIMTIARSS. SRR ERAXLET R
KIRFIFEAERNNESHEREMARE, 17 v EETERS " o

4. B TFERCETAES. A LUBAEARBEANRIZHEARAGB. TBHPBH, AR, MTHIFIRPERE
1L,

NRAEIEFAETIRECEH. B FRET,

@ HPANEFREAMRTEZERE (WERA/)N) , MASYIERE HEXD) o ILMBEIZHMLH
RIS AR AFRERRNECTE. MREIEHM. HAKFA BT AR R,
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B, WP HEEEREETESTN, MEMEEERE, AMTE,
5. R EERECHANAL. FRENTSBHTRE
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() mERlEmE HECENRAGNBCERSHKE. VEPLAREE2NSY
Fo EB I % R FIK B95 R,
b. 397 B9 Hiroot FAF S REREE.,
6. MBI BN ERSRENANAL. FRENTSBHTRE,
a. EUHIER (R B SIS R ERIE,
b. $47 Bl T2 — SRR T AR
FERIFAATES, NS ERE AR AAHE PR IR NI R A,
() WRCHHESHRR NERGEFRNIILAEEREEONERSE. B
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R ... HITIHLIRAE ...
EZRIEO LIARIMR EIEE B RRTHEXELLAFIKPIESES.

TP EIERM URL AT

https://FODN or Admin Node IP:port/?accountId=20-
digit-account-1id/

* FODN or Admin Node IP RFE2fREFHZHNEET mavIPHiit
* port BXFEFIHO
* 20-digit-account-id i BIME—IKFID

EFiRO443 Lipin MR EEes. B BEHEEF . ARHArootifnEx&EHEPENEFPIEE,
KA A Hroot A P 1% B 25

BT % 44315 RN SRR, H BHET—F LlrootHFRERES,
Rz Hiroot BB P i B RS

9. [step_sign_in_as_root]]rootS & REIFHF :

a. EECEEF KA MEER. BE*LlrootH I E R R,

Configure Tenant Account

" Account 53 tenant created successfully.

If you are ready to configure this tenant account, sign in as the tenant’s root user. Then, click the

links below.

» Buckets - Create and manage buckets.
» Groups - Manage user groups, and assign group permissions.
» Users - Manage local users, and assign users to groups.

¥ ER B R— M REBEETIS. RREMES UrootAFP B EREIFAFIKF,

Signin as root

a. BEiHEUEREEFIKP
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b. B * 58K *
10. BEMEEIHEEF. EHRITUTRE:
MREERNZE ... PATUTREZ— ...
R 443 * EMREERED. EFHEP. ARRTFHEPIMENIER
* 1F Web X 5233 NFEFRY URL :

https://FODN or Admin Node IP/?accountId=20-
digit-account-1id/

° FODN or Admin Node IP Rt&MREHZHEETRMIP
kil

° 20-digit-account-id i BIME—IKFID
ZPRim O * ERREIERSRP. &P RARREERES
* 1£ Web X 5523 NTHFRY URL :

https://FODN or Admin Node IP:port/?accountId=20
-digit-account-id

° FODN or Admin Node IP @t2MREHZHEETRMIP
it

° port =XREF R RGO
° 20-digit-account-id et HIME—HKFID
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Tenant Accounts

View information for each tenant account.

Mate: Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date. To view

more recentvalues, selectthe tenant and select View Details.

|4 Create | | @ View details | | # Edit || Actions ~ || Exportto CSV |

cearch by NameD

Q

Display Name €& A Space Used © ! Quota Utilization @ 1T Quota @11 ObjectCount @11 Signin ©

Account
AccountD2
Account03
Account04

O00C0®

Account0s

2. R ERENEFAKS.

500.00 KB
250 MB
605.00 MB
1.00.GB
0 bytes

0.00%
0.01%
4.03%
10.00%

20.00 GB
30.00 GB
15.00 GB
10.00 GB
Unlimited

100
500
31.000
200.000
0

Show 20

¥  [OWS per page

MREMRGE 20U LEHTE. WAILEEE—RES T NH LETITS. EREFRERERAIREE

FIDIEREF KA

LR ERAERFMRESE. HEMIRIFRH.

3. MHEIETHIFIRA. EF EUREEG
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Change Root User Password - Account03

Username root
Mew Fassword (2L LT

Confirm Mew Fassword

4. I NP K RO,
o R RTFE o
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* BRI S R B R AP EIRE
* ERREAEERHIRR

p
1 &P

LB R BB PR TUE. EF5IH T ARE AR KA,
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Tenant Accounts

View information for each tenant account.

Hote: Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be cut of date. To view

mare recentvalues, selectthe tenant and select View Details.

|+ Create || @ View details ||/ Edit || Actions + || Exportto CsV |

Search by Name/D

Q

Display Name €& A Space Used @ I Quota Utilization @ T Quota @11 Object Count @ T Signin @

Account
Account02
Account03
Account0d

0000w

Account0s

2. EERBRRENEP KA

500.00 KB 0.00% 20.00 GB
250 MB 0.01% 30.00 GB
£05.00 MB 4.03% 15.00 GB
1.00 GH 10.00% 10.00 GB
0 bytes — Unlimited

100
500
31.000
200,000
0

Show | 20

=)
=]
)
3
=]

¥  [OWS per page

NRENRSE 20U LENTE. WEILEEE—RESTNH LETHTS. ERERERERATREE

FIDEREFIKF,
3. EFRREE ¢,

LB R B gmiEtE P Ik TUE. WWRAERTFAERARERER (SSO) HMMK, HEFIKFREEHBS

FRE= g7 o

Edit Tenant Account

Tenant Details

Display Mame

Allow Flatform Services

Storage Quota (opticnal)

lzes Own |dentity Source

4. IRIEREENFRNE,

a. Bt KA R RE .

b. B AT TFARS EHRENRE. UAEHEFIKF BEUNESIDBRERTERS.

Accountd3

5 [68 ]

2=
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HAEE 100 1, NATREEZFE S3 FF initae ThE.

* YN StorageGRID &R S3 FiE 5 ERERE A T M4z HIF0 CloudMirror £, MIERH Biri=/EH
S3 FEDERIRZNIE S, X%, CloudMirror £ HlFk AT AR 5= _E 4 A ZEAAY 3T SR AR R

BEXER
"EREF KA

"EEEFERIEIRE"
"R SRR

BT FaRSaIMNEMIEO

NRAVF S3 A ERTEMRS, WA AMREENSERE, URRTaIRSHERTLL
ZXEIH BT

ELIRNEHN S3 AR, ERILIAZEFKABRAFERSS. MRBATFAMRSS, WHEFRLUEERR
» FfE CloudMirror £l|, HfHEMIME S3 FiEDRIEREMERHNBT. XEFERFIHEEINEBTIL
ADA RS HVTFET R ZIXE B AT iR o

g0, EARTUEE U TRENBERRR:

* KHIFEERY Elasticsearch 58f

© —MhEHRWE RREAIARS (SNS) JHENAMNYARER

* FA—ME S — StorageGRID Ll EAHIEER) S3 1FHEDER
* HpERImsR, {5190 Amazon Web Services _EBYif Ao

BWERAIUEETERSZERS, BOARE— TSRS ADA FHET REINSE, SR ER U T iR
Hm Binim R A IE T 5 IR HS.

AIAMBERT, FARSHESEUTRA LAE:

* *80* : XF LA http FFLAYHRS URI
* * 443 : JFLL https FFkBYER = URI

8P AT LATE 2 S 4mAE i = Y HE E Eothln o

@ YR MEF StorageGRID ZBZEEH CloudMirror EFIAIE TR, MATRESTE 80 5% 443 LISMYIwRO £
WRIEFEE. HREER=FEE BT StorageGRID ZBERTF S3 #9ixmO,
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BREREES MR LEENS, UEFSRSERRAILUEEEEBT.

X & RS HITEE R

FalRSHERNIE B EEETRE, AP IEN4r; B2, NRBAEERES
ERATaRSINERRE, ErRIRErI LUEAMSE RN RREIR

Fris s 3 [e) R

PG ERAER EERE— I HE NS, TEEAFERS. 8N HRRA— M FERSHINEEF,
{540 StorageGRID S3 753, Amazon Web RS 7ER, ESR@AIARS E@g A AWS LIEER
Elasticsearch 8%, & imR&#EIEIIEBRRIAIE UMIGIRIZZRITERETE,

HARRBiRREY, StorageGRID AAZRWIEIHRESFE, UNEGAUEREENZRENRALRR. K%
SMEPUERN—P T RIS iR REER.

NRERIDIERY, NWZBR—FHERER, RRRRIIERVNER,. B BFNERDEEE , AREN
Fi iR o

() mmknmEPkrERTARS, NESOREEK,
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B IRREFERE

YN5R7E StorageGRID ZIRXIFRM AR RN LEEIR, NWHAEEREBNEERLEBEERT—FES.

a One or more endpoints have experienced an error and might not be functioning properly. Go to the Endpoints page to view
the error details. The last error occurred 2 hours ago.

HPAFAUEER " imm " THEES NMRRNEMEIRES, HBEHIRRESKE, " R HEIR "
JIERENRRNENEIRER, HErHERAENNE, 850HEIR @ BifEdE 7 RREM,

Platform services endpoints

A platform services endpoint stores the information StorageGRID needs to use an external resource as a target for a platform service (CloudMirror
replication, notifications, or search integration). You must configure an endpoint for each platform service you plan to use.

0 One or more endpoints have experienced an error. Select the endpoint for more details about the error. Meanwhile, the platform service request will be retried automatically.

5 endpoints Create endpoint

Display name @ + Lasterror @ * Type ® +~ URI® =~ URN® =~

my-endpoint-2 0 2 hours ago Search http://10.96.104.30:9200 urn:sgws:es::mydomain/sveloso/_doc
my-endpoint-3 0 3days ago Notifications http://10.96.104.202:8080/ arn:aws:sns:us-west-2::examplel
my-endpoint-5 12 days ago Notifications http://10.96.104.202:8080/ arn:aws:sns:us-west-2::example3
my-endpoint-4 Motifications http://10.96.104.202:8080/ arn:aws:sns.us-west-2::example2
my-endpaoint-1 53 Bucket http://10.96.104.167:10443 urn:sgws:s3::bucketl

@ *ERE—TMEIR PR IZSEETESERIESFEEHE ID . MEESEATE AL
LIEALL ID 7£ bycast.log FEHE XL HEIRMNE Z1EH(E B
5RI2REZ 8B X AR

NREEEFET RN T aRSHERZEEE 7 EFERE, NINRENRIERS T AIFRE StorageGRID RHE
, WETgER R E IR, BRRAXLRE, BRERERSSHENIRE, MBRASMELESFERSBEXER.

HERTKEHIR

MRFEIE 7 RAREEAHRER, WEHFPEERPHERREET—FERERS. ERILEEE " hxR " TTH
UEEBXIHERNEZFAER.

B P IR R IERIK
REF SRS AT ESFH S3 FHEORENRERRE FTRIRRIERK. FWN, MRABEFRSIHEN (
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RSM) BRSELE, SEHAFFHEENTERSERXS, S3 FFIHERIEREK.
BRERSKS, BHITUTERE:

1. SR> TA> RN,

2. FFUER > TFETR > SSMH > ERSS o
A REMA I MRERNEREIR
tIBmRE, FERFSBERERVESEZMHREMAL. REBRABIAR FHTME. fN, Fgsk
ErIMEREIR, REWT:

* AR EIEERRHETH,

* BIREEDBRAETE,

* TEEEER,
902 StorageGRID BEAIMREMHIR, KFEXFERSIBER, HEIMI.
HMERAIME, Fla0, MEMFRRR, WRERATRERNER.

WNRStorageGRID BEIFRAIMENIHREIR. WSEMREIESRFMELSESHSMTT) BEiRk, EEEFHLH
ER. IBHITLATRE:

1 ®F R

2. R UE S > RIS > B,

3. ERMHEER LREMH,

EHEHEBHMESERFIL /var/local/log/bycast-err.logo
- &R SMT EIRNAHIRENIES B ERIFRER .
- BEHEEEMITES
- BEAEEEERSEENNRBHMEF,
TR P BT BRI TTHIE AT IC R E it & RMBE HIs:@E,

N~ o o N

HPAUEFRRMEE, NERHITAUERNENL,

TEEETERSHERE

NRBIRBEIRY R RIEEEZ FAaRSHES, WEFED R EAITHZEFIRIEERENT), BRREET
SRS HES. Bla0, MREFHT BT LAEIR, F StorageGRID TiAEMBRRSHITEMINIE, NAIERL
IR

MRBFAAIMENFRMEEEETERSER. WRENBRERERPHE SEH(SMT)ER,.

PR 8 RS IERETIERE

R ZIXERIVREET B inim siZ WA RIERZE, StorageGRID I ATBERPREIE NBITEED EX S3 EK,
QEEF/RZFBRERIERAEN, 7&K ERS,
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M—BAEMRIE, TR S3 IERMITHIEIRK, MREFLCNEIEEREIRE, NN EHNERNERA
RERBNIER. WRIRERERIFLILM, T S3 #BIF (0 PUT I5K) &ERKKMK.

CloudMirror 153K BB 0] aE%2 2| Binim m 4 RERIF2 M, RAXEIFTRKATT RNEEE AR 2 TEREMNEH
BEIERK,
FARSEREN
EBEETERSINERERME, EFERITUTRE:
1. 3%
2. 1%&$% site > * THIRS *
=

3. BRIFERBEXRER,

i

%= *
RE =N
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Data Center 1

MNetwork Storage Objects 1L Platform Services

1 hour 1 day 1 week 1 month 1 year Cusiom

Pending Requests

13:50 1355 14:00 14:05 1410 s 1420 14:25 1430 1435 14:40 1445

== Pending reguests

Request Completion Rate

D25 ops
Uops
13D 13:55 14:00 14405 1410 14:15 14830 1425 1430 14:35 1440 T4:45

== Replicaticn completions = Regquests committed
Request Failure Rate
020 ops
DiSops
010 ops

Q05 ops

Jops =
1350 1355 1400 14105 1410 1415 14:20 14:25 14230 14:35 14:40 14:45

== Replication failures

FaRsSTIRER
"FERSAIA " BERKRTLTATGR LRITFERSEE, FAEBITHAAR RSM IRSFETTRALD.
RSM ArS5 FIRIGF B IRSIBER LK EEIHE BHYIH R

BRRICER, BERELR ERPLEEFETREE RSM RS, (RSM IRSAIFHEE I ADC IRSHIEFET
Rl ) AR, MEXEFMETRRNASHEAEETATR.

@ MRENUER EBEZ I EE RSM IRSIEFHET RUEEEE, WiZibREERFETSRSIER
HFER.

116



BXT ARSI = E S ER
BXBEMER M FERSHAATHEARNER. BSILEXEREFIKFRIRA,
"EREF KA

BXER
"R SRR

"B FEREIRE"

Ao & S3FISwiftE P ifiElE

TEAMNREIER, ErILIEETS S3 M Swift 1A WG & P N 2R 15
StorageGRID R LIFMEMNREIENEE LT, B ZSMAERIEBRHE RN i
MIEFEXR,

B IRN ARERE A LB EE R U TE—IREESR RN R
c EETAEMAT R EMNAHTERIRS, ECIUREETREMNATaaaAE (HA) AREM IP
it
* MIXTIR BB CLB iR, SEMAILUIEMXT me ] AR EIN 1P it
CLB BR&5E 5. 7F StorageGRID 11.3 i A Z AL ERIE F im A AR EEIE R X 15 L A

() CLBIRZ. PIAEKSE StorageGRID IR E T AV My ISR 4R 5EF 51 2L T 58
BRSSHHTIE .

* FET R, AANAEBIINRAHTESE
R B] LUKAETE StorageGRID R4 LACE LI T IhEE:

s AEHTEERS: B LUBET AR P IREESE A & T 28l RER P IRAe IS A 3 T 28RS, I
M TEHRiESR, SELUEEIROS, REESTES HTTP 5 HTTPS &%, BEALtin SR FinIE
(83 & Swift) LUINETF HTTPS EZMFH (WREA) .

* * REMERFIENE * . S LUETEE P iEMKERBE AR EFRIESHEYS M, NREFHRKZAREE,
% P i 2 BE {5 AR £ 3 P 7 2R i s A TS

* SO AMA: R LgE— T HEMET AN ERET S ARNHALR S EEEMHEE. BRI LUERR
EDNSENE = A T H T E R U NS MHAE R LI G- EHEE ., P EEEEA HA BRI IP kb
1To

teoh, EERI LN EENEERIFET REER CLB iRsS (EFA) &#E StorageGRID BWEFIREA HTTP
, HEFILI S3 FFIRECE S3 API Ifmi®o

R TP ImEEZRY IP it s
& Fimh FAfER A LUERAMNAE T SR 1P ik bRz R EARS iR O S EEE

StorageGRID , SIREETEAAM (HA) A, WEFIGNBEZER A UER HA A/VE
L IP HAEHITIER
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KTFUIAES

HREBE T B ImERE

%) StorageGRID ARG R UK ESFELL R FAERR 1P it Mk, XEHBENET

HFEREMHTESRELMSTANE (HA) ANER TOAENREESEPERIER.

BIEZUE
HA £

HA ¢

FHETR

Nl

2 S3 BFIREREINXT R HA AR BT ERiRR, BERAUTERN URL :

B IRIEERIRS
AR e

CLB

**: *CLBRSBEE
o

BRI

BT EeR

CLB

* ¥ *CLBRZEE
o

LDR

IP 3k
HA ARV EZHA 1P ik

HA £BBYEEIX IP sthsik

EET A IP ik

PR3 =AY IP itk

MK T =By IP itk
AR CERIAMBERT,

CLB #1 LDR Y HTTP
imARER.

FAETI =AY IP sthik

* https://VIP-of-HA-group:LB-endpoint-port
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Port
T H T asim = im O
ZXiA S3 RO

* HTTPS : 8082
* HTTP : 8084

ZRIA Swift I :

* HTTPS . 8083

* HTTP : 8085
AT SRR REE

© AETERERIKEO

2RIA S3 i

* HTTPS : 8082
* HTTP : 8084

ZRIA Swift 0
* HTTPS . 8083
* HTTP : 8085
ZXA S3 RO

* HTTPS : 18082

* HTTP : 18084
BRIA Swift K
* HTTPS :
* HTTP:

18083
18085



a0, NR HA HRYEPL IP k)Y 192.0.2.5 , i S3 faE Fé2sim =AVimS /7 10443 , M S3 B KA LAE
FLLF URL i#E#%%! StorageGRID :

®* https://192.0.2.5:10443
i Swift EPImEIZREIMXT R HA AR EFEsRins, EERU TSN URL :
®* https://VIP-of-HA-group:LB-endpoint-port

a0, R HA HRIEIN IP #IIEA 192.0.2.6 , Swift fAZ Fé2simmmEOS /A 10444 , W Swift FFIRA L
fEALLT URL 1%#£%| StorageGRID :

* https://192.0.2.6:10444
BRI E P i Ti&EEE StorageGRID B9 IP #IECE DNS &, BSAMMEEIEGEKR,
Bt
1. ARG SREREINEEIEE,
2. EERMRT SRR IP s, ERITATRE:
a. FEFETR*
b. EFREEEINEETR, WXTRHEFHETR.
C. M * BRI * IR,
d ETRESMHP, ETFTHREY IP it
e. B ERE S UEEIPvet g OBREY,

TR AR I N P im N FRAZ R B 5 R AR AR 1P sttt RO |

* *ethO : * PIFRIL
* *ethl : * BEWE (GiE)
" *eth2 . * BF IR (A1iE)

@ NREEEEEEETAENXT R, HEZTAEerAMARAEDT =, T
eth2 FE£ TR HA BRIEEIN IP Hhiit,

3. EEWE T AMANEIN IP ik, ERITUTIRE:
a. EFREE>MEIGE > T A
b. £&RH, BT HA LAY IP i,
4. ERNHTFERHERNEOS:
a. EFEE > WL E > H T Ea8iHa"
B B R BT EREATE, HPERT ERENHRTIR,

b. EFE—PimR. AERTREBHRR

IR T ARERS=ED, FEREXIHERNEMFRER.
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C. WHIABREE IR R ECE N e EMRI N (ST Swift). AR BUE
d. B FERTEAIHEENHERNEREOS,

@ NRIKOAS7 80 5 443 , MXEMXT R LEEERR, ANXEROZEEET R LR
Br. PrAREMREOSBENIT RMEET R EH#TEIE.

BIEMEHTE

1B LAEFE StorageGRID fadFEThaE IR S3 # Swift B P imE NI R TIE .
AEFEBIESTMEFET RZEDH TERHIEEREARERRSEENERS

==K
A LB LU R A R £ StorageGRID R Zih oI £ 3 T .

* EARHETERRS, ZRSREEEETRMMNXTR L. fAHTERRSREMS 7 BAFTE, A%
FimiERMIT TLS &1k, KEBRHARISHFRET RBIRR &R, XERINNHEHTENH.

: Eﬁﬁﬁ?ﬁﬁﬁﬁﬁi%ﬁ(cm)ﬂﬁ%\ ZARSNEEEMKTI R L. CLB IRSFIRMSE 4 R THIHSTHF R

@ CLB RS EH .
s EMFE=FANEHTER, BXEFEMEE, BHALH NetApp BEF .
A TERIBE— M & 2Rk

RHTFEERSHENNNBZEZNEF RN BREFDXEEFETR. BEARETE,
WIE RS SRR E A BT A28 iR R
o=

BHENEETREMNXTREENH TSRS, BAXETREBEASNHTERRS. EFEAFETR
BT RECE IR R

SNMAHTERERBIEE— RO, —MMYHTTPEHTTPS). — MRS KB (S3ESwift)Fl— MPER
o HTTPS i mBEARSFMIED. BIHERI, LA LK RiROBRGEMERSA:

* BEE A A% (HA)EIAIPHIE(VIP)
* BETRNSERMEEZD
O E R

& FIRAI LAOAEEE R T A H T ESRRSHERAT R ERENEARS, EERNMISM . w0 80 1 443 &R
TREFRE, EEXERO BN RN XT R R H T EHR(F.

NREEMRIGMEM RO, WAREERERNREOEENH TERRR, ErIUERERMRSNEOEZiRS,
B EHRMREIEIRG CLB ImAMARSS, MARRHTERRS. KRIMEMLFRBARRT BRFRR
O EHTiRAT.

@ CLB RS EZA.
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EREFEETREK S3 & Swit RERY, BENEEDRMNXT R LA HTFESRIRZSFMINET. BEmsed
12, BT ERRSIBELZIARERT CPU oA ESHNE#ET S, 1M CPU AHEESR/LOHEN—
R, ENECRESTIMEM B, BMETRIREFEER 100% ARERSFIEER, URAFMEEHED RO
=R/NEENEE,

FEFRLERT, X CPU AJBMERIERNIRT 1A H T &8RS FRTERIIE <o

BXER
"REFFIRE ()"

B T T s =
TR LB, JRAEFMIBR A H T8 in <o

[EfERIZAHTE RIS

M TERESEHIEE—NEO. — MNHKHTTPEHTTPS) A — MRS 2R (S35 Swift), GNR B
BHTTPSH =, NIAM H1E 4 B BRSS 28IEF.

BEENRS
s IBAIELAR root 1H[AIAY PR

(it
7 ISJR
R

* BRI RS RN SR E RIS B
* NRFGRIEEMRFER T AT HSRRSZNEO. NBHAERFRERRGT

MREEHRGEFHO, WAAEEAERNROEE AR THRE . BT LUSRER
() smmOeiEss, EXemaEERIaEIRA CLB WOAMRS, MTens TSR
%, BRIEREP RPN S BN O ERRS.
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Load Balancer Endpoints

Load balancer endpoints define Gateway Mode and Admin Mode ports that accept and load balance 53 and Swift requests to Storage
Modes. HTTPS endpoint certificates are configured per endpoint.

© Changes to endpoints can take up to 15 minutes to be applied to all nodes.

4 Add endpoint port

Display name Port Using HTTPS

No endpoints configured.

2. RIS

B R R B U = I IEAE

Create Endpoint
Display Mame
Port 10443
Protocol (O HTTP O HTTPS
Endpaint Binding Mode i@ Global (O HA Group VIPs (O MNode Interfaces

Cancel

3. WABRREREM. HRIEEREHNHTE R AENTIRF,
4. WAROS., HERBMTETHNHOS T,

R ANIRC 5808443, MXZEMX TR ELEERR. AAXEROZEEET R ELEREN.

@ ;ﬁﬁﬁﬁﬁ%lﬂ%ﬂﬁ%ﬁﬁﬁﬂ’\]ﬁﬁ”ﬁﬂo BXBTARSMIINERRENROYIR. BEINSERE
LIS

5. HTTP 5{ HTTPS *LUEE Lhif s2 BIRILE hilo
6. R iR 4P ER T

° B FEUA): LB EEROSEMEMX T RMEET R LipEttinR.

122



Create Endpoint

Display Mame
Port 10443
Protocol () HTTP O HTTPS
Endpoint Binding Mode (@ Global (O HA Group VIPs () Node Interfaces

@ This endpoint is currently bound globally. All nodes will use this endpoint unless an endpoint with an overriding binding mode exists for a specific port.

Cancel

° *HAGVIP*: RENEEHAATE XHIEPNPHIIEA BEF R IR R, IR TEXNIERRIUEEER
HENKEOS. REXEHEREXHHAAFRZRILES.

EREESERE RS EINIPHIAEFIHAL,

Create Endpoint
Display Mame
Part 10443
Protocol (O HTTP O HTTPS
Endpaint Binding Mode (O Global ® HA Group VIPs (O Node Interfaces
Name Description Virtual IP Addresses Interfaces

192.168.5.163 CO-REF-DC1-ADM1:eth0 (preferred Master,
] Groupl p
O Group2 47.47.5.162 CO-REF-DC1-ADM1:eth2 (preferred Master)

Displaying 2 HA groups.

A\ No HA groups selected. You must select one or more HA Groups; otherwise, this endpoint will act as a globally bound endpoint.

Cancel

° RO XAEEETNARMMgEO EGEtER. FLRINTEXNiRR A UEE EAERAYRH
5. AEXEREOFRIRILES.

’

PERE B RRT REC,
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Create Endpoint

Display Mame
Port 10443
Protocol (O HTTP O HTTPS
Endpoint Binding Mode (O Global (O HA Group VIPs ® Node Interfaces
Node Interface
[0 CO-REF-DC1-ADMA eth0
[0 CO-REF-DC1-ADM1 eth1
[0 CO-REF-DC1-ADMA1 eth2
[0 CoO-REF-DC1-GWA1 eth0
[0 CO-REF-DCZ-ADMA eth0
[0 CO-REF-DC2-GWH eth0

A\ No node interfaces selected. You must select one or more node interfaces; otherwise, this endpoint will act as a globally bound endpaint.

7. PR R

B R R E i = I TEAE

8. WEHE* S3 B Swift' LUETE b im m iR itamE KR,
Edit Endpoint Unsecured Port A (port 10449)

Endpoint Service Configuration

Endpoint service type @ S3 () Swift

9. MNFEFET* HTTP . IHIRERF.

IR RIEF R 2N R, HHTESRERNE LNRYIETHERBNERZM, KOS, HiFERID.
10. gNSHEF T HTTPS HE LEIEH. IBEF LEFIEH.
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Load Certificate

Upload the FEM-encoded custom certiﬂcate]:private key, and CA bundle files.

Server Cerificate Browse

Cerificate Private Key Browse

CABundle Browse

a. JEARSS SEBNIER T AEHA.

BES3EFIRALIBEAS3 APIIR R B# 1 TER. BEASE P in o] fe A TEEEI NSRRI PR A 15& ILEC
MZEERECTTIER. Fl. ARSBIEPBAIREEMAER * . example. como

"B E S3 APl i "

a. WATLLHISCASL,
b. JEHE * (277 *

IE R B iin R RYPEMYRIDIE TR,

M. INREFE T HTTPS HELERIES. BEFEMIER.

Generate Certificate
Comain 1 * 53 .example.com +
IF1 0.0.0.0 +
Subject ICH=5torageGRID

Days valid 730

a. W \1E& sIPHbiL,

TR ERBRARNETAR T ERRSHFAEEET RHRMXT RNZE2RETZ. Fli0:
*.sgws.foo.com FEA*BACRTRT gnl.sgws. foo.com M gn2.sgws. foo.como

"BCES3 APl s "
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a. %1% 4 URME IR SR IPHL,

NREFERNESEAMEHAYA. BRMHAREIXIPEYE R FIPHit,

b. (BI3%E)i N\ —1X.509 B (B R /9 5] 3 #4#% FR(Distinguished Name. DN)).

)
. (BIMEEIBIE B MRS
d ¥EE R

o RAIAMEATI0RK.

IAFATE A IE T

LB R B i R AIE B R A PEMZR IS BOIE H 2R,

2. 8FRE"S

PRSI R AR T ESERE LRIRYIE T RRBNERER. WOS. HiNAERID.

BXER
"REFFHIRE ()"

"N
"EIEE A AR
"EERAER IR
IR H T ERRR

FHFARLZELH(HTTP)I%
,.\\Hﬁ%gﬁi#fﬁﬁ%ﬂﬂlztéﬂ%o

EMRA
. .’I TEA root iF AR,
* BATER SZFEN H 2SS R BN E LR

p

1. SR EE> KR E > H T HRIHR
LR B R A BT AR R UE. RPFIHTRE R

RPIRIR T IERENG I B RV IR =

Load Balancer Endpoints

s ERILITES3MISwift Z [BIE R RARSS KB, MTFLREHTTPS)inm. &R LURiEIR

Load balancer endpoints define Gateway Mode and Admin Mode ports that accept and load balance 83 and Swift requests to Storage Nodes. HTTPS

endpoint cerificates are configured per endpoint.

| = Add endpoint | | # Edit endpoint | | ®* Remove endpoint

Display name
O  Unsecured Endpoint §
@® Secured Endpoint 1

126

Port Using HTTPS
10444 Mo
10443 Yes

Displaying 2 endpoints.
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PR B RIE AR <o
3. BEYRIEIRR
IEB R B E i = I TEAE

WFAREMHTTP)ER. NEBTRFENRRRSEERD. MTFL2HTTPS)iRR. WIHEERXIE
HERY IR ,.\\Hﬁiﬁﬂﬁﬁﬂlﬁ%*ﬂﬁ LA TR BIFRTRo

Endpoint Service Configuration

Endpoint service type @ S3 ) Swift
Certificates
Upload Certificate ‘ ‘ Generate Certificate
Server CA
Certificate metadata Subject DN: /C=CA/ST=British Columbia/O=NetApp, Inc/OU=SGQACN="mraymond-grid-a.sgqga.eng.netapp.com

Serial Number: 1C.FD:27:8B.EG.ASBA30:45:A9:16:4F DC.77:3E:CA:80.7D-AFES
Issuer DN: /C=CA/ST=British Columbia/O=EqgualSign, Inc./OU=IT/CN=EqualSign Issuing CA
Issued On: 2000-01-01T00:00:00.000Z
Expires On: 3000-01-01T00:00:00.0002
SHA-1 Fingerprint: 60:30:5A:8C:62:C5:B8:49:DC:9A:B3:F7:B9:0B:5B:0E:D2:A2.FTE.CT
SHA-256 Fingerprint: AF.75.7F.44.CG6:86:A4:84.82.7D:11:.DE:9F.49:D3:F6:2A.TE:D9:4D:2A:1B:84.0B:B3:7TE:23.0F.B3:.CB:84:8
g
Alternative Names: DMNS:* mraymond-grid-a.sgga.eng.netapp.com
DME:*.99-140-dc1-g1.mraymond-grid-a.sgga.eng.netapp.com
DMS* 98-142-dc1-51. mraymond-grid-a.5gga.eng.netapp.com

Cerificate PEM~ ~~""" BEGIN CERTIFICATE————- -~
MIIHfDCCBWSgAWIBAgIUHPONni+alujBFgRZP3Hc+xoBr+kwDRY JKoZ ThveNAQEL
EQAwb]ELMAKGAIUEERMCQOEXGTAXBgNVEAQMEE JyaXRpcdggR2 93dWl iaWEXGDAN
BgNVBRoMDOVxdWFsU21nbiwg3W5] L] ELMAkGRA] UECWWCSVxHT AbBgNVBAMMFE VX
dWFsU21nbiBJc3N1aWSnIENBMCAX DT AwWMDEWMT AwMDAWMEF oY Dz MwMDAWMT AxMDAW
MDAWN] B+MQawC QY IVOOGEWIDQTEZMBoGA] UECAWRON JpdGl 2aCEBDb2 x1 bRIpYTEV
MEMGA] UECqQWMTmV0 QX BWLCBJomMuM0wCw Y DVROLDARTR] FEMS 4wLAYDVQODDC U
Lml ¥ ¥X1tb2 SkLWdyaWRt Y3522 3FhInVuZ ySuZXRhcHAuY2 9t MI TBI jANBgkghkiG
SwOBAQEFAACCRQEAMI IBCgKCAQERAonUkwkFg/B1UL1Y+bIRE0MaVISC+RTSEz102w
Hz4r3nr¥Cn/WIRCT+fznmxzaGa2RRUDinNLn¥] YE+HQUPRATFZ+51dr8HIrYTE/NK

4. JHiH I ITRr RN ES,
WFAREMHTTP)IA. EaJLL:

° {£S3FSwiftz 8] 8 ei i s AR 55 K B,

° Bim RGP ERT . 71?&%(HTTPS)JHE,.M f&ar L

° 1£S3FSwiftz 8] 8 ei i s AR 55 K B,

° BEim R EER,.

c BERRIEH,

o YENEPEIHANEMGRIERRY. EERERFLZ SIS,

EE—METRUETEXE LEWERIAStorageGRID ARSZZIEHHCAR B IEBAVIFHE Bo

@ EENMBIRRAIN. GISOMHTTPESNHTTPS., g2 —Mhinm. &IRITEALIER
HTERnR. ARERMENDIN
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5. B (%17 "o

BXEE

[EFE IR A S FE S S]

IETERIRR S B T 8 im m
NBEABREALTHRHA. FLUSEMRE,

BEENAS

* B EA root IHIEIAR,

* B AE RSN RS E RN E RS,
p

1. SR EE>MRIRE> T ERIHR

R B R A BT ERIRERIIE. XPFIETRERR.

Load Balancer Endpoints

Load balancer endpoints define Gateway Mode and Admin Mode ports that accept and load balance 53 and Swift requests to Storage Nodes. HTTPS
endpaint cerificates are configured per endpoint.

| = Add endpoint | | # Edit endpoint | | X Remove endpoint

Display name Port Using HTTPS
O  Unsecured Endpaint & 10444 Mo
® Secured Endpaint 1 10443 Yes

Displaying 2 endpoints.

2. FEEREMIEREIE R MY R EZE,
3. BERIERIHR

LR B R EIA I IEIE,

A Warning

Remove Endpoint

Are you sure you want to remove endpoint ‘Secured Endpoint 17

4. BEHE
b AR PR
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1 T TIFRIE— CLB BRSS
MXTI R EEEZRAHFEE (CLB) IRSBEFA. Wi, BNERAHFHEERS.
CLB IRSEME 4 ERHTAIEE, RIBFIBIE, RAGHNEERESNMRAA, TN TCP FAIEE

MEPIRNAREF DA EREFET R, ERREFETRE, CLB IRSKEIMNEMLERE, HIFRERK
FEETRMMEET REEARE. EERENMEERN, CLB AEEMBMNAERLE,

BEEEAXCLBRSHER. HEFE > TRE> NERHEIMN. ARRAMNXT R, BRI ERE CLB* RHE
THERNETUA L,

I Overview I|I Alarms Reports Configuration |

Main

m StorageGRID Webscale Deploymeant

(-4 Data Center 1 ) .
-‘. e Rl e ‘\ Overview: Summary - DC1-G1-88-161
I'I-.'r—‘ oo e Updated: 2015-10-27 18:23:33 FOT
é].' S5M
= cLe
@ HTTE :
e Storage Capacity
ﬁ Resources
: B 2l Storage Nodes Installed MIA :ﬂ_"j
L;I-. DC1-52-98-163 Storage Nodas Readable: A )
{41-ff DC1-53-96-184 Storage Nodes Writable NIA 5
i
(c+- ¢ DCI-ARC!-56-165 Installed Storage Capacity NAA i)
!;_'-‘ Data Center 2 Used Storage Capacity N/A o
(- ¢l Data Center 3 Used Storage Capacity for Data A 3
Used Starage Capacity for Metadata: MN/A g
Usable Storage Capacily MNIA =

WNREIEIRER CLB ARSS, MINZZEFEH StorageGRID RSEHED & FERR AL Ao

EESES)
"HERRR A E S L

"SERTERS A A"

BEERAEE P imME

MREFEANEEFHMLE, WA LUEINXEERNEENIRR LIEZ NILE PRk
Bh{R4P StorageGRID = EEK .

RIAMERT, 8RR TRLENEFIRRNSEIIN trusted . BFIZEW. BRINBER T, StorageGRID 2EEFIER]
FSMBIR O LS & T ME T REINGER (5SS RMEENFE XINEBENER).

Ea LB IR EE N T R LB FIEMLEA untrused EFZV 3T StorageGRID RAREER L EM. MNRT =
HEFIRMEREES, T RESEXERE N H FE28 a0 AN ILERE,

A PR R(ES HTTPS 83 153K
BIGEREMET SIELR M LB HTTPS S3 ERLUSMNIFTENIERB, ERBITU T EMLSE:

1. EAHFEBRIHSOUER, B HTTPS %0 443 £ S3 Fo&E fh 3 T #redin .o
2. ERAEEFHMETESR, EEMNXT R ENERIHERNERTE.

RELRERS, WXTREFIHNS ENFENINRESMSRER, BimH 443 E8Y HTTPS S3 153K ICMP [g]
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£ (ping) BEXRERIM

il 2 1 FETRAZE S3 FARSIEK

RIREENEFET RERLIL S3 FERSMRE, EEMIESEFIRENS EZEET REBIEMANLEE, &
NHITILEM T B

* EREERFPBMARESD, EREET S ENTPBREREE.

REFEER, FETRBETBEREFPENS LNERENRE, BENRFE Amazon Web Services & i
IH1EK

BXER
"L A"

"ECEREH TSR mR"
EET RRE P IRMNEAREIE

MREEANEREFIHMNS, WAILEES T TRANEPIRENEZAIEEERAE, &k
A]LUAY RHAINBYH T R8s EIAIR B

ERENNE
© R R R B R AR IR

* EREA root SHIERIR,

- MIRERPEES ARMEBANERRRBNES LEEAERE, NEEXARTEHEHE,

() nEHEREARTERES, DEEFBEETESEY.
S
1. S REMARE TS A"
BT SRR A AR P R T
HBEFIL T StorageGRID RARHFTET R MBHA LNEF BRELATE, NFTRREIEESE

_/P%EO
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Untrusted Client Networks

ITyou are using a Client Network, you can specify wheiher a node frusis inbound traffic from the Client Network. If the Client Network is untrusied, the
node only accepts inbound trafiic on ports configured as load balancer endpoints.

Set New Node Default
This setting applies to new nodes expanded into the grid.

New Node Client Network & Trusted
Default ) Untrusted

Select Untrusted Client Network Nodes

Select nodes that should have untrusted Client Network enforcement.

Node Name Unavailable Reason
| DC1-ADMA
£ ' DC1-G1
= | DC1-31
2 | DG1-52
& |Dec1-s3
DC1-54

Clisnt Metwork untrusted on 0 nodes

2. 5 REMTRMINE * BHP, IBEEYT BIRESE MMERRINHT SRR RANRIANEE,

c AR Y AT RPAIITRE, HEPIRNEZERER.

o AREME YL AV RPANTRE, HEPENEARRE, RIEFE, BRI LUREIRE MBS ENRT
RIRE,

() iEER280 StorageGRID RARNIAT 2,

3. £ BEEAREEFHEMET R * BoH, EFNMNATEERRENAH TSGR EHITRE P IRERZRD

TR
TR LOE AR S B HE AR R B SRR LU RS EUHE R A T <o
4 BERE
BB SZ BRI AN F SR IS HERTBIB ASE N, MRFEKREERH FHERR, NEFFIREZAIEIRM.

BXER
"ECE A H TSR

BRI AMLE
=] B4 (High Availability. HA)4HR] BT AS3FSwiftE P imie i s ] B HIEEE. HA
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AR ATFiRES MR EERNE- EERNSHAEEE.

* "HABHALR"

* "UN{eIfE FAHALR"

* "HA ARVECE I
* "RIES T RAMA"
* "YRIEE ] A"
* "HIBRE TR MA"

+4RHALA
= A AR EAIPHIUE(VIP) AR X T RN E T RIRS R EEEIHIE,

HAAREE T RAMX TR LN — NS I MEROAM. CIZEHALR. &R LUERE T MARMLE(eth0)sE
Fimi4E (eth2) M4 . HAAFRRIFRE Z O TIF E—MEF R,

HAZRLEP — MRS N EPAIPHEIE, Xt R ARMNBARRERNEOF, NRENEZOARATA. MESIPithiE
RBEF—NMzO, SEREIZEERF/ LN, FEREEUERFHYAEFFARREE[AZM, HE
ALK SEIE B EIHITARESIEIT.

HAZBFRYEE R ORIEE N EEO. FIEREMZEIOISEENED. BEEEXEEEE. BEFETHR>TR_>"
Pt
DC1-ADM1 (Admin Node)

Chverview Hardware Metwork Storage Load Balancer Events Tasks

Node Information @

Name DC1-ADM1
Type Admin Node
D T11bThob-8d24-4d9f-877a-be3fadac2Ted

Connection State «* Connected
Software Version 11.4.0 (build 20200515 2346 8edchbf)
' HA Groups Fabric Pools, Master -
I IP Addresses 192 .165.2 208, 1[].22:&'2.21}8, A7 A7 2 208, 47 47 4 219 Show maore «

BIZHAGR. EALEE—MEOIFAEEEERO, BETEROLENEO. FRIFLERE. SEVIPHITER
NECAEHED. BRMIER. VIPHIItSBEBEIEEE TR,

AR B BRE T

* EEERONT SRR,
* BRETZEONT RSP REMT REERE D21
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* SEREOXR A,
* AETFESERSHEL,
* BRI ARSI EFLE.

@ REEDEONT RIMNIRNMESHRERT ML HIERE, B, CLB RS (BFA) JMEK
EEFNEF EESRRSAB AL ERLZ.

NRHALBESREMMUL T RBEO. WEHRERBRE. SO RSB ETAEMT RBED.

SnfAIfEFAHALA
HTFZMERA. SR EERSIREHA)L.

* HALARILIA MR EIE R i A B R IR U S E R A EEER,

* HA 4B A0y S3 7 Swift & P inte (i n] B I EIEER,.

* IR HAAAREE—MEO, WAILURHEZ D VIP s HERIRIZE IPv6 i,
SBFS HA AP EENRE T RERMHERRARSE, HA AT RIRESEI AL, 612 HA A, BMIRMERHR
AR5 RIS R B AN O,

CCEETR Y SEAHTESKRS, ARPHRMNREESRNER E1ER.

CRXTIR Y BELETESERSM CLB RS (EFA) -

HA AR A% YIS RYAY TS SRR HA 48
/18] Grid Manager c FEETRERETR)

*FEEETR

ECEEETROMREEET R, REEFIRER
BEMEEET ST,

XipiRt P EI2eE * FEETREEEXEETR
S3 B Swift & imij e —t & T 2RSS * BIETR

B SSE
S3 B Swift & imifiEl— CLB ARSS * XTI =

* 7 *CLB IRBEFHA.

¥ HA 5 Grid Manager S8 P EI22845 & A BIPR!
W EIESRETE P BIE R NARS BB EARSEHAA P i & M PEEE15,
MREREHEFZZNERIMISEIESHEAEERS, WS IEHONERERAEMEES.
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SEEETRATRN, TERITREEPIR. THRELEHE, SR UERMRERS R StorageGRID
R,

¥ HA 4H15 CLB RS 45 A RIS
CLB BRSZAEBIEARSTE HA LArhfil & B85S,

@ CLB RS EZA.

HA ZHRYED B %10

TEZEARAETERE HA HNAREH . 8 MNETEAE LIRS,

Active-Backup HA DNS Round Robin

GW 1 (Backup) GW 1P
HA Group 1 VIPs |
_LP GW 2 (Master) DMNS
Entry

_I—} GW 3 (Master) | GW 2 P

GW 4 (Backup) GW = Gateway Node
VIP =Virtual IP address

HA Group 2 VIPs

Active-Active HA

I_; HA Group 1 VIP
GW 1 (Master in HA 2)
> (Backupin HA 1)

DNS
Entry

I » GW 2 (Masterin HA 1)
| (Backup in HA 2)
HA Group 2 VIP

RIS N ESHHASRR. NE-EHHARBIFR. SEHERMET RAMHAANBEHITY B. MTF=1HE
ZTRUNREANHEZHAA, EEF] UERERVIPALIZE. BMEEREET R4 I iERh2uitt.

TRELETEFFARED HARERNMLE,

Configuration mH s
FEpFED HA * [ StorageGRID EIE, TE * — P HALHFRRE—ITRELTF
KX FRo SEIIRS. 8T HARAEDLE—

A AT SRS,
. PRI, PRRT IR
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Configuration e 7 9=

DNS #1& c REReTHE, * WRERBRERIE, XaTaEBUR
« EREIA. FEFWTA
* E=E7% StorageGRID ZIMEE
BB

* FERPEHABITIRTNE,

Fnh-FELh * MERDHEZN HAAR, c EEFEZ,
* o HA A ET BRNESREE  ° FE7E StorageGRID Z/ME
=, e,
 RERMPEE TS,  EERPF LB TRREE
tlEE s AR

B B — N Z NS e A% (High Availability. HA)AH. LURMEIEIRET e X1
ARSI SR AMIANE,

BEBENAR
s SATER SZFN R 2 E R BN E LR,
s IBATNER root A8 R,

KFItAES
BROMIUREUTREZTBEEETEHAAS:

* BOSTATMXT RS EET S
* FEONTUR TR MLE (eth0) T E F IR LS (eth2)o
s BOMTEREEREFSIPHILEE. MAREADHCPEE.

p
1. SR ERRE>WRIEE > ErR A

R ERE A AT,

High Availability Groups

High availability (HA) groups allow multiple nodes to participate in an acfive-backup group. HA groups maintain virtual IP addresses on the active node and switch to a
backup node automatically if a node fails.

I+ Creale| # Edit || % Remove
Name Description Virtual IP Addresses Interfaces

No HA groups found.

2. BE A
LB R B eIZ S A B I A AHEE,

135



3. AHABREH. MRBE. EAINRNAGHE,
4. BESERIEO"

LR EonmE A B AR OMIEE, ERIIETRHEFENT R ZOMIPvATFH.

Add Interfaces to High Availability Group

Select interfaces to include in the HA group. All interfaces must be in the same network subnet.

Add to HA group Node Name Interface IPv4 Subnet  Unavailable Reason

g140-g1 ethd 172.16.0.0/21 | This IP address is not in the same subnet as the selected interfaces

gid0-gi eth2 47.47.0.021 This IP address is not in the same subnet as the selected interfaces

gi40-g2 ethl 172.16.00/21 | This IP address is not in the same subnet as the selected interfaces

g140-g2 eth2 A7.47.0.0/21 This IP address is not in the same subnet as the selected interfaces

g140-g3 ethl 172.16.0.0/21 | This |P address is not in the same subnet as the selected interfaces
| g140-g3 eth2 192.168.0.0/21

g140-g4 eth0 172.16.0.021 | Thjs |P address is not in the same subnet as the selected interfaces
] g140-g4 eth2 192 168.0.0/21

There are 2 interfaces selectad.

rooy
NRENEONIPHINEZEHDHCPHEH . MiZEORZEBRETIRT,
. FEYARMNEIHAL FI. EREFNNEIHALRYER O X W B S EE,
EER T O

© URELEE—MED,
RS MED. M RO AT FARRIL (eth0)3iE P 354 (eth2)
© FEEOSL T FR—F AR, HEMTAEERNE0TRA,

P33R BRI 9 B/ )\ P (BT SR B K HIF)o
° E%f@?’f?{ﬁﬁﬁgﬁ’ﬂ*ﬁ,ﬁtiﬁﬁﬁﬂx HERETHERE. NENIPERSRAEE T ~BAAR

ZJo
* EERPEESNEET RUFRP N E IR SE P EIESEAIHA,
" AAHFESERSHHARIPERERIREZEET R, MXTRERE,
CIEERANEEZMEXT R CLBARS #HITHART,

@ CLB IREEEH,
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Add Interfaces to High Availability Group

Select interfaces to include in the HA group. All interfaces must be in the same network subnel

Add to HA group Node Name Interface IPv4 Subnet Unavailable Reason
] DC1-ADMA athi 10.96.100.0/23
¥ DC1-G1 ethl 10.96.100.0/23
] DC2-ADM1 ethl 10.96.100.0/23

There are 3 interfaces selected.

Attention: You have selected nodes of different types that run different services. If a failover occurs, only the services
common to all node types will be available on the virtual [Ps.

6. BE WA

TEENEORKELRSTRMATERODPTIEH. FAERT. JIRPOE - EROKERNEIE
FEO.
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Create High Availability Group
High Availability Group
Mame HA Group 1

Description

Interfaces

Select interfaces to include in the HA group. All interfaces must be in the same network subnet.

Select Interfaces

MNode Name Interface IPv4 Subnet Preferred Master
g140-g1 eth?2 47 47.0.0021 L
g140-g2 eth2 47 47.0.0/21

Displaying 2 interfaces.

Virtual IP Addresses

Virtual IP Subnet: 47 47 .0.0/21. All virtual IP addresses must be within this subnet. There must he at least 1
and no more than 10 virtual IP addresses.

Virtual IP Address 1 0.0.0.0 +

7 MREBFHEMBEOFNEEEERO. BEEBEEROTPERZED,
BEEFREOSEMEO. FFRIELERE. SEVIPIERDECLENED.

@ NRHARR XN R EIERHENR. WATUEREEEET R EEOFAEEET <o
RGP IEREMNEEET RIIT.

8. ETTEAYRINIPHILEER 3R, AHAARN1E10 N EIAIPHILL, SBEHNS (4=) URIN S NPHELLE,
B E MR IPv4 tilit, EHBEILEEERM IPv4 F IPv6 Hthlit,
IPVAsIERA (L FF B B 51 O Z B IPvAF R,

9. BEREF S
HEETIEEIEE HA 4B, SR LUERBECERIEL IP i,
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HEXES
"% Red Hat Enterprise Linux 3¢ CentOS"

"ZaE VMware"
"Z23E Ubuntu 8% Debian"

"EIR AT

/ARSI A

&R LARAE S A] A ME (High Availability. HA)ZHLAECRE AR REA « AI0SimIFREE

M. &0 E R REPAIPHL,
ERBHONE

© ERTERR SIS RIS EIEE,
* EUFEE root HIFALR.

XFIAES
REHABR—ERERT:

* BMBEFNELD, #EOPIHIAS B 5 e B Rtz U T E—FMH.
* MHAERRIBRERO. 0. WIRHALBRER T FEMEEE P IHMSET RO, NEEBHERET R

FRIEET R,

p
1. SR EEE>MKRRE> S AMA"

R B RS A AIEATTmE.

High Availability Groups

High availability (HA) groups allow multiple nodes to participate in an active-backup group. HA groups maintain virtual IP addresses on the active

node and switch to a backup node automatically if a node fails.

Name Description Virtual IP Addresses

HA Group 1 47.47.4.219

HA Group 2 47.47.4.218
47.47.4.217

2. ERERENHAL. ARRERE"
LB B4 s o) B I EAHEE,
3. (FIi) EFAMIRFRHIEMER o

Interfaces

gl40-adm1:eth2 (preferred Master)
g140-g1:eth2

g140-g1:eth2 (preferred Master)
gl140-g2:eth2

Displaying 2 HA groups.
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4. 5iE. R BEEFEEO LERHAANEO,
IR I% B R RS AT A I AN O XEE,

Add Interfaces to High Availability Group

Select interfaces to include in the HA group. All interfaces must be in the same netwaork subnet.

Add to HA group Node Name Interface IPv4 Subnet  Unavailable Reason

gid0-g1 eth 172.16.0.0/21  This IP address is not in the same subnet as the selected interiaces

g140-g1 eth2 47 47.0.0/21 This IP address is not in the same subnet as the selected interfaces

gi40-g2 eth 172.16.0.0/21 | This IP address is not in the same subnet as the selected interfaces

g140-g2 eth2 47.47.0.0/21 This IP address is not in the same subnet as the selecied interfaces

g140-g3 eth0 172.16.0.0/21 | This IP address is not in the same subnet as the selected interfaces
] g140-g3 eth2 192.168.0.0/21

g140-g4 eth0 17216.0.0/21 | This IP address is not in the same subnet as the selected interfaces
v g140-g4 eth2 192.166.0.0/21

There are 2 interfaces selectad.

E3
NRFENMEOBYIPHINLZADHCPAECH. NZEOAFAZERETIRF,
o. WP EBH SRR E AN S M FRE O R S %A,
HARMMEOEEREN

N EA
WS

=/ DER—MEO,
° WNREFEZNEO. NFAEZEOEAINL T MM (eth0)ZHE F w4 (eth2) L,
° FREEOSMAKIITE—FMAh. HEMNTEEERIBINFMF,

|PIIAERE PR B/ N F P (AT R B A BY F D)o

° E%f&?&?\lﬂ%‘éﬁ&ﬂ’fﬁﬁtiﬂ%%ﬂ\ HERETHERES. NEMIPERSRAEE T RIBAAR

ZJo

*EEWNHSNEET R RIS SRR EE B EERATHA,
* AAHTFEBRSHHARIPEEZRIRNEZEERET R, MXTREHE,
T EERNHEZ M KT R U CLBARS HITHARR,

(D) cLemsERR.

6. BF A
EEFEREORBERENEORSFIIH. NI T, JIRPNE—MEOREFNERETEO,
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Edit High Availability Group 'HA Group - Admin Nodes'
High Availability Group
Mame HA Group - Admin Nodes

Diescription

Interfaces

Select interfaces to include in the HA group. All interfaces must be in the same network subnset

Select Interfaces |

Node Name Interface IPv4 Subnet Preferred Master
DCi-ADMA ethi 10.96.100.0/23 L
OC2-ADM1 athi 10.96.100.0/23

Displaying 2 interfaces.

Virtual IP Addresses

Virtual IP Subnet 10096.100.0/23. All virtual IP addresses must be within this subnet. There must be at
least 1 and no more than 10 virtual |IF addresses.

Virtual IF Address 1 10.95.100.1 e

7 MREFEMFOFEAEREZO. BEEEEEOTPEFZED,
BiEEEOENEO. FIELEKRE. SEVIPI SRS ECLAEMED,

(D NRHAB RN PR ERRBHRNR. MATUEFEEEET R ERROFAEEET R
REAPIIZREMNTEETRRT.

8. (BI¥%E)EHTHAL B INIPHEAL,
ERFE R IPv4 Hohk, EHBEIIEEE M IPv4 71 IPv6 Hoht,
IPvasEEA T F PG AL S ZHIPVA T R,

9. BiE R .

A S B HTHALL

141



MR AT 4R

TR LIRS B RN SR Bt (HA)EH.
ERBEHNE

* ERSAE S R SR R EIFA EIREE,
* ERNREA root HIERR,

MRS

SNRMIPRHALE. N ERIECE S ERIZAN— P EPAIPHEIERIS3ESwiftE F iR T /A BiERE EStorageGRID, 79
PrlEE A imrhlr. NAEMPRHALE Z AT EHRPIE R MRS3sSwitE P i AiEF. EME8 MR IHEUERE
P TIERE. FIU0. FEHAZBRI NP YTE % = HAIBI S fEFADHCP iR O EC & AYIPHEtL,

p

1. SR EE>MRIRE> S AMA

R RS AT,

High Availability Groups

High availability (HA) groups allow multiple nodes to participate in an active-backup group. HA groups maintain virtual IP addresses on the active
node and switch to a backup node automatically if a node fails.

Name Description Virtual IP Addresses Interfaces

g140-adm1:eth2 (preferrad Master)

HA Group 1 47.47.4.219
g140-g1:eth2
HA Group 2 47.47.4.218 g140-g1:eth2 (preferred Master)
47.47.4.217 g140-g2:eth2

Displaying 2 HA groups.

2. FEFERPRIHAL. ARRE MRS
LR ErmibrE I BEEE S,

A Warning

Delete High Availability Group

Are you sure you want to delete High Availability Group 'HA group 1'7

3. BECHE "
EBRE A ERHALE
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ACES3 APlin =i #

%S‘Z% S3 EMMEERIUIER, B NERANEEIESREE S3 ¥ inEEdinmisE 5

ERBEHNE
© ERSME R S R SR R B RS,
* BRI
* ERAEWIARE R ADHTH,

(D e#IRRARS, IS RES TSR,
XTF AT
BEE B EASIHRAEE. TR TREES:

* ERAMREIESRR S3 i RIH A RIE StorageGRID #&%i.
* WREFIRA TS StorageGRID B9 HTTPS EZEMIE R EH M E P IRFI BN EEZH#H1TE R,

Flgn. WRIEHRA s3. company.com. ERATHRATFHTTPSERZAVIEREIE s3. company . com ImmAl
I AV BRI EREEARZFR(SAN): *.s3.company.como

* EEEX P inEMARY DNS fRS328, NEFIRATRILEER IP HintEfdt DNS 2R, HWERXEIERSI AR
BYENRRIES, BEEMREATRM.

FERIHEAILERMXT R, EETRIFET R Ptk siEEEIEr AIEARIEN 1P it

() 4b%E5) StorageGRID . M T &P BN ARFMTEZTIMG, LUEAE DNS BRFE
STERH P Hoht.

F P ImATHTTPSIERAVIEBEUR T2 F in g Al S 2 AR ©
* IREFFIRERMHTERIRSHTERE. WRISEMH T ESRERERIER.

@ SMAHTEREREE B CHIES, HEUTUNE N RERHTRE IR AER R RE
* IREFFIRERIEFET RRMXT R ERNCLBIRS. MEFIHEEAMEBEEXRSSHFIER. ZIEFEE

. UESRELENRRIEAR.

@ CLB RS EHA.

p
1. SR EE > MK E>MHE"

IItB$3% £ 7R Endpoint Domain Names T1E,
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Endpoint Domain Names

Virtual Hosted-Style Requests

Enable support of 53 virtual hosted-style requests by specifying APl endpoint domain names. Support is disabled if this list is empty. Examples: s3.example.com.
s3.example co.uk, s3-east example.com

Endpoint 1 53.example.com x

Endpoint 2 + %

2. B (+)EfRARINEMFER. Einm FERPEmAS3 APIERIFHE TR,
NRIMEFIRANZT, WA S3 EPMEERNIBERIZS .

3. BEHRE"
4. HRE P InERNIRS 2RI B S E YIS =133 IThD,
o WHERAHTESRRSNVEF IR, M5 ZEF im&EE & T8 in s XEEVIEH,
o WFEIEERIEET RREMXT R EFEACLBIRSMNE iR, AEHMMEHNBEENXIRSZFER,
S. ANNFTEERY DNS 125, LUMfRe] LRI =R & iE K,
L2
IME. HBEFIRERIRSR bucket . s3. company.com. DNSPHRSS 282 E| IE AR .« E PG IETRER AT i
HITB R,
HXERE
"{EF S3"
"EEIPHIHE"
"B R A"
"ERE B E X RSB[R LUEZEIFET R CLBARSS"

"RESHTHRER
NEFimEERRAHTTP

BRIANERT, BPHNARFRER HTTPS MEMIERTEET RSN TR LER
FARY CLB R3S, R LLEFAXLEERBR HTTP , HIaNfENRIEE = R8aT,
ERENNE

© BB SRS RIS EE,

* B REE B ERHIRR.

KFILES
REY S3 M swit RPIRFEERSFHETREMXT = LEFARY CLB ARSSEIL HTTP EiZAY, 7FhE%w
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tfES,

MFXER HTTPS EENFE A IRSERI N M TERRSHE R, EXRFTHILES (RAAETLES
HTESREREENER HTTP B HTTPS ) » AXIFAES, BENAXEEAHTEHSRRRIES.

™A

BRI HE: BPEER P RO THER HTTP 2 HTTPS EE2IEFMT SsiEF AN CLB RS

B S3 # Swift & i fE AR YR
(D HEPMERERRA HTTP BESAI, ERERERNESREE.

p
1. SR BRI E NEETT,
2. EMSEIE S, P B HTTP & * EIRiE,

Network Options

Prevent Client Modification &
Enable HTTF Connection & 7

Metwork Transfer Encryplion @ AES128-5HA = AESZRG-SHA

3. Bk RE ",

BXER
"ECE A H TSR

"fiEF3 S3"

"EF Swift"
EH AFRITIIE R P iniR(E
&) LOEFRPE LE B P IR fE AR IR IELAT ER HTTP B P imt(F.

BEENAR
* BRAE AN RS E RIS EEES
* BUEBREN AR,

KXFUIAES

"FHIERFIRIENR " RRSEEIRE, ERAIERPIREETS, UMERRBGHRIELE:

» * S3 REST APi*
° MIpRTEFAED ERIEXK
c EEIAENREIE, BFEXBTTHEIER S3 WRITIEHEMIER
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(D IR ERNERTER T RAERINFED KR, iAEHERLENNREE, BPEXHT
BN RITEHTTIER.

+ * Swift REST APi*
© BisEaRIER
C EBEMMARNRIER, G, UTFRERES: PUTES, Wk, THESHE,
S
1 SR RERSEE ML,
2. FERAEITERSIR, e * TR PIREH © EIEIE,

Network Options

Frevent Client Modification

@
Enable HTTF Connection ]
€
Metwork Transfer Encryption () AES128-8HA (@ AES2A6-SHA
7

3. Bk RE

EIEStorageGRID M4EFIERE
SR LUIE R MR SRS B EIE StorageGRID MLEHIERE,

B2 "ELES3HISwiftE FimiEiE" T RUNEIERE S3 3% Swift B .

* "StorageGRID MZZ & M"

« "BEEIPHyL"

* "SEMED TLS EEMZR"
"B ERNE"

* "ECEARSSERIER"

* "EEEFEAIEILE"
 "EEEEEANELE"

* "BIERE N KRR

* "HERRAES D
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StorageGRID £ EN

StorageGRID EE& MWK R L REXF=IMEEZO, FEETLUIRIEZSMIARERRA
FMMET RECE ML,

@ EEAHANMET REINE. FERNMEMAEFGEE, BXMBHRIIFAEE. BES RIS
BRI,
PO o £
RequiredM#&M4& A FFREMAER StorageGRID &, E R LIEMERRIFRE T = Z B AKFIE Ui = F M2 8]
BILEE,
EIRRLE
ik, EENLEERTAFEENYER. cUrIRTERREDAR. EENESEER— T TANS, TFE
TRl R Z B TR,
& FIRLE
Ak, B IRMEE—FARNLE, B8R TFREX S3 # Swift 2 A imcN A2FEAR], EL MRS AT LU
TIRBARIF, B RN R S ah@Ed At X7 B R E R F RE I TE S,
N
* 51 StorageGRID MET R#FBNEDEZINE MNEEE— N TAMSKED, P ik, FRIFEDNN

o

* PR RE—TME LR ZMED.

* TN RESTIME EER—IHX, HEZNXBASTRUTFE—FMFR. MRFE, &I
TER XSS S 2RI ER o

*ESIMTRLE, BTMKERIRG R —MFERINESEL,

IS EORMR
A% ethO
admin (AT3%) Eth1
ZPim (A1) Eth2

* MNRTREREE StorageGRID i, NS MMEHERFERD. BXFAES, BELERATENRE
A%

s MY EHEBEHERIVARE. MRBHAT eth2, M 0.0.0.0/0 3E7E eth2 HEARTFIHMLEKR, MNRKE
F8 eth2 , M 0.0.0.0/0 3E7E eth0 L{FFEMI&MLE,

* AEEMRTRIANEE, ERENETREEET
* AJUERRT REEREREEENS, UEEMETEREZ ARSI RERF R H.
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BXER
"RIFFHIRE()"

"PRILE AN

EEIPHLL

&A]LIEF StorageGRID 2 MNWET Y IP ik, 74,
T LITERIMET S HRITEZ ML EIE

ERBHNE
BRI KB RTIMIE EIRES,

KXTFULES
BXREPHILEAER. BESIMEMAEIF G,

p
TG > AR T = > iR,
2. BEIPHInHREAMNN B RES,

LERIAE TS mAY 1P it 7R R FIH,

Node Information @

Name S5GA-lab11

Type Slorage Node

D 0b583829-6650-4c6e-02d0-31461d22bakT

Connection State « Connected

Software Version 11.4.0 (build 20200527.0043.6183%a2)

IP Addresses 102 168.4.138, 10.224 4 138, 169.254.0.1 Show less a
Interface IP Address
ethD 102 168.4.138
eth0 fd20:331:331.0:2a0:08fF fea1 831d
ethD fef0:2a0 08 feal:831d
eth1 10.224.4 138
ethi fd20:327:327.0:280- 257 fe43.2399¢c
ethl fd20:8b1e:h255 5154:280 25 fe43:a00c
eth1 feB0:280:e5 fed3:200c
hic2 102 168.4.138
hic4 102 168.4.138
mic1 10.224.4.138
mic2 169.254.0.1

HEXER
"RIFHIIE ()"
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SHEE TLS EZEMEG

StorageGRID 242 FF—HERNERBEMN, ATFREREZZE (Transport Layer
Security , TLS) EEZIFBFEMEKEMN=FZEBNINE RS

IR TLS higas
StorageGRID &M TLS 1.2 # TLS 1.3 EEZF BT S SMaEFE MRS,

NTHRE—RIIIMNBRSHRS, HNERTAISINRRESERRN TLS Bhdo MFIRATF T S3 8L
Swift & F s A2 P ERNEETIR.

@ ik, 253, BHRRWEEN MAC BES TLS BLEIEINTE StorageGRID RAAIECE, N
RIENXEGERIFEENK, BRKAEHN NetApp ERRE

SR TLS 1.2 BEEMH
SHFLUT TLS 1.2 BIREH:

» tls_ECDHE_RSA WIT_AES 128 GCM_SHA256
 tls_ECDHE_RSA WIT_AES 256 _GCM_SHA384

 tls_ ECDHE_ECDSA_WIT_AES_128 GCM_SHA256
 tls_ECDHE_ECDSA_WIT_AES_256_GCM_SHA384
 tls_ECDHE_RSA_WIT_CHACHA20_POLY 1305

 tls_ ECDHE_ECDSA_ING_CHACHA20_ POLY1305
* tls_ rsa_and_aes 128 gcm_SHA256

» tIs_rsa_and_aes_256_gcm_SHA384

LI TLS 1.3 BREEH

SZHRILUT TLS 1.3 ZREH:

» tls_aes_256_gcm_SHA384
* tls_chacHA20_POLY1305_SHA256
 tIs_aes_128 gcm_SHA256

BN L RN

StorageGRID &4 fEALHEZSE ( Transport Layer Security , TLS ) RIFRIE T =2
BRI ARZRITHITRE. MEERMNZIETETFIEE TLS BFINEMET a2 EfiEsRnEn

ik WREFRWMEIENE.
ERENNE

* EBPERS I M 28T REIIAL I8,
" BRI,
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KTFUAES
Eklklﬁ/R—F, MBI NN ER AES256-SHA Bk, b, EA] LAER AES128-SHA BIAFHZH & 1T

o

TIE
1. SR BL B R S58 B WIREIT,
2. EMEINER D, BB EHINBER A * AES128-SHA* 8 * AES256-SHA*  (ZRIA) ©

Network Options

Prevent Client Modification @
Enable HTTP Connection @

Network Transfer Encryption & 0 AES128-SHA » AFSZ2AR6-SHA

S BEH*RE"S

ACERRSS2IED
&R LLB E X StorageGRID RZ{EARRS SIEH,
StorageGRID £ LRI BATZMARNAE

* BIEEOMRSSFIED: AT RIPOMREIERE. HAEEE. MREEAPIFER EEAPIRYISLIR,

* FEAPIRSSIES: BT RIFNEET RMMXTREVAR. APIZF RN AREFERXET R EEMTH
R EHE

TR LMERERERECENBGAED. R LRER—MEimMEGAREER RN EE B EXIEFR.
SEFHBEENX RS BRIEHEE

StorageGRID R HHEARSAFECDSA (HEIfh A FE R B NZR B E X RS I

B X StorageGRID WAl AREST APHRIFE FimiEZRIFAE R, 155 I S3aSwiftSLhtitar.

AT ERERRIER

StorageGRID IR EERA T AH T HB[RRIIET, BERENFHTHRIED. BENEXEENH T ESRRR
A9 B

BAXES
"fEF3 S3"

“{E R Swift"

"ECE N H T E SR
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AR ERSENEF EERECE B E AR B[IEH
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2. fE*AECAIE R B . EEFIEIEBXZ.

BneE ————- BEGIN CERTIFICATE-----

Internal CA Certificate

1 [E—— END CERTIFICATE-—--- BIERNAS,

StorageGRID uses an internal Certificate Authority (CA} to secure internal traffic. This certificate does not change if you upload your own certificates

To export the internal CA certificate, copy all of the certificate text (starting with —

—-BEGIN CERTIFICATE and ending with END CERTIFICATE--—), and save itas a pem fils.

Subject DN: [C=US/ST=California/ll =Sunnyvale/O=NetApp Inc /[OU=NetApp StorageGRIDICN=GFT

Certificate: ----- BEGIN CERTIFICATE-----

| mIz ETjCCAzagAwIBAg IIAMIMEF7iTAKQMARGCSqGSThIDQEBCULAMHcxCZATBENY |
BAYTALVTMRMWEQYDVQQIEwpDYWxpZm3y bmLhMRIWEAYDVQQHEW] TdWSueXZhbGUx
FDASBENVBAOTCR51dEFWCCE ] bmMuMR swGQYDVQQLEXJOZXRBCHAZUIRVCME nZUdS
| SUQ=DDAKBghVBAMTABAQVDAE FwdyMDAZMDIyMDE2MDB 2 Fwaz0DAXMT cyMDE2MDBa
MHCXCZATBENVEAY TALVTMRMWEQYDVQQI EwpDYWxpZmeybm L hMRIWEAYDVQQHEWLT
dWSueXZhbGUxFDASBENVBACTC@5 LdEFWcCE IbmMuMR swGQYDVQQLEX JOZXRBcHAS
| U3RvemFnZUdSSUQxDDAKBgNVBAMTABAOVDC CASTWDOYIKoZ ThucNAQEBBQADEEEP
ADCCAQoCggEBANIULKF8my5 k7 LFX1Kdn3Y290pGF@QLr8+81Fx9RwPBoBakVixkb
| @RhOLbZIp8hI+v8FHSI05701baMbNOey jdgVywGx0Z+EgXoUShEYKxSY]/wueod
nKKEFzrhRWkTLE®IKdPVvEXIYCKNtS5 1P jx2dssDa5PoleqaZt54pfkuMugiGeqly
| 5+2CSRImMN3kUAHORUZOIMMvYo+PIiSKIdP+YUWUMSE3KC YISt iNT hz LKBvST200C
pzfEXncg7ebd/BlkKmZbBibvasrscf+Q17w6z5kTVedQhx1CkRSY ryHFahe Tuigu
A4790hstcKFEq34lHkrsGatslizERXm1gQvBCAWEARADB3DCE2TABENVHO4EFgOU
| FiTcKt210ccoendsx4BDORSTLEYgakGALUAIWSBOTCBNOAUTiTCKt210ccoengs
¥4BDBR5T LgaheRIMHCXCZATBENVBAYTAIVTHRMWEQYEVQQIEwpDYWxpZmaybmlh
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| cZKaililQr4+52haRjfSY3jKHu7+SBh9AZPhgmudpleAlgsSa7bE3+7Ye3TwstDll
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$ sudo make-certificate --domains wildcard-admin-node-fgdn --type management

° EAT --domains . EABRNTRTAMEEETANTEREDS. F10:
‘*.ui.storagegrid.example.com fEA*BECRTRR adminl.ui.storagegrid.example.com
# admin2.ui.storagegrid.example. como

° IRH --type to management ACE MK EIESEA SRR FERIIER,
o BINBERT, ERENEREREAAN—F (365 K) , MIAEIEPIEZAIEMEIE. ELUEH
--days BTFEEHINEREINS L,

@ IEBABEEAM IS FFIE make-certificate Bia T, EBHNINHREIEAPIE iR
5StorageGRID B EIE]—AYiElE; T, %FJHETHE‘%TE%EEWLE%O

$ sudo make-certificate --domains *.ui.storagegrid.example.com --type
management —--days 365
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Proxy Settings
Storage

Admin

2. yErh * B RFEAE © Ei%RiE,
R ERATEREEFEAENTR.

Storage Proxy Settings

If you are using platform services or Cloud Storage Pools, you can configure a non-transparent proxy server between Storage Modes and the external 3 endpoinis.

Enable Storage Proxy v

Protocol HTTP SOCKS5
Hostname

Port (optional)

3. NIFZRFHERIREF NN
4. I NARIEARSS B EN R T IP Hhdik,
5. (FNE) WANATEEZIAERS RN,

R ERRIANRD, MWETLUEILFEE=T: 80 {/R HTTP, 1080 F&x SOCKS5 .
6. BE*RE",
REFERES, TURENNRT SRS EFEABIHTR S

() AESEHAEREKEL 10 HHAEER,
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FERIE
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"AFFERSHIMEMRO"

“EH ILM BB R"
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WNRERAHTTPEHTTPS &iXAutoSupport HE. MR AEEED S AE
F(AutoSupport)Z i8] Ed EIFFEAIEAR S5 280
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LB 27 Admin Proxy Settings Dl FRIANBERT, EREREHRIREZFET * FiE

2. Mint=SesarhiksE - I

Proxy Settings
Storage

Admin
3. & ERHEEREMNE - 81%1E,

Admin Proxy Settings

Ifyou send AutoSupport messages using HTTPS or HTTE you can configure a non-transparent proxy server between Admin Modes and technical support.

Enable Admin Proxy [+

Hostname Myproxy. example.com
Port 8080
Username (optional} root
Password {optional) ssssesse

b

MNRIEARSS SRR EAREL P Hhdtk,
AR TERIAERS SRR,
(FIE) WARIERF R

o o

MRENRERSBIFTERFR, BRILEFRES,

N

(E%E) BRI,
MBEHRERS T BETR, HELTEES,
8. Bt R,

158



REERRER, HREESANEASH 2 ARERERSS.
() RESKTEBEKEL 10 HEAEER
o IRFERANE. BIYEP EREERE THE. ATBERE"
e
"} AutoSupport ;8 B BITHY"
BIERE LR

N TGRS HE (QoS) ARSS, ERILISIEME 7 RRIRAKIRFM Iz AR ELAILS
mE, XEREEETFREIMSITRE.

MENLRBNATMXT SFEET S8 StorageGRID fAHTFHRRS LNKR. BREREN LK, ¥
ME R B T EE8 o

UL ECHR A AT 152 PR 1
BOREDKERBEIES — T XS IMEEMN, BFRRE U T 1RSI EEFEXHINERE!
* FEDER

e Tenants
*FM (BEFFIRDN IPv4 M)
cimm (AEFERIER)

StorageGRID ZRIEMN B BiR iz S REFERMMNITERAE, SENREBEERANCENERIREY
FIZ RSN, K, ERILUKBEMNRITEPREE KA ZIMIFE R E.

AT LURIE LA T2 RIS E RS

it

- AT
 BAHETR

* HEREUER

* HETNBR

© SERIHE

- SMEROBERR
© REUEREE

" BNEREE

@ TR LI SRR SR IRBIR S RS RIS MERIHE. B2, StorageGRID FEERBIIRHIXH
MR HR. REHERGIAIEESINIERRREEMIMNIERMIERERZNE,

159



TEMRS!

BIEME N XKERRE. AERREEIRENMNAMRFIZEEATIRG. NFRAEUSMBERVFERSE], HRE
LU BRRRIE NSTEH. StorageGRID REERHIMIT—MRE, FEIt, RILACFEEEHRMITRAKIR
BEOLAC, - FRRBEMRHEIERE, FRIHERSLER 250 27, W FEIEATRRRRFINIER, BTFHE
REUE 503 MR R AR ISP

EMREESRET, EUEEREERRHWIERIEE S ETERG K ETHEARYRE RS,

RREDERESSLAL SR
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1. SR EE>MRRE>RED K
LR ER " RE D LRI " TUE,

Traffic Classification Policies

Traffic classification policies can be used to identify netwark traffic for metrics repaorting and aptional traffic limiting.

-_|- Create_I # Edit | | % Remove | | i Metncs
Name Description 1D

Mo policies found.

2. BE R

HEETE BRI 2 53 SR I EAE,
Create Traffic Classification Policy
Policy

Name @&

Crescription
Matching Rules

Traffic that matches any rule is included in the policy,

[ b s
I-|- Create | | # Edit || X Remove

Type Inverse Match Match Value

No matching rules found.
Limits (Optional)

L+ Create| # Edit || ¥ Remove

Type Value Units

Mo limits fourd,
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Matching Rules
Type €&  -—Choose One - -
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b. M * KB * THIFIRT, EEREG TN PRITARLE,
C. 1f * ILES(E * FEH, RIBEEZENTALI AL E,
T FEDE: WAFEDER.
* Bucket Rex : BINAFLEE—AEHEDERBZMMIVENRIER,

FEMNFRANEBUEBIE. A {caret} ERMEFMEDERBINAXLE, HER $ EAREEME
e RN RE LA,

* CIDR : Ll CIDR RZEMNSFTEFWITAZE IPv4 FM,

* Endpoint : MIIBImRFIRPERE—NMER, XEREEHNHTERIRRNE LE X AT
I o

A MRERRYIRFEE—NER. HALEBURTAIARINEED ERIFIEN. MEEDER
HER AP SAE FiE D RV L,

d. NREBLESRINIE X BIEBMILEE-BRBFIEMERE _except _RE, HiEkd * kA * E3EAE,
BN, IEEUHER IS EAE,

Fan, MRBRKUCRENATFHR— AR TERER ZINFERMIER, FEERRIFRRI AT ES

162



iR, RRIEE* kB o
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Type Inverse Match Match Value
= Bucket Regex " conirok-id+

Dispiaying 1 matching rule.
Limits (Optional)

iTCr&atﬂ # Edit || % Remove
Type Value Linits

No limits found.
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Create Limit
Limits (Optional)

Type @ - Choose One - W |

Aggregate rate limits in use. Perrequest rate
limits are not available. ©
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* DERENFRIAT

- P

" IR

* IE¥EHHRY CIDR LA (3E/32)
* RAELE



C. £ * B * FEH, MAFMERFIEEARIE,

d.

EERRHIRY, RO E RIS,

BE VA,

HEBPRE SIRR LIRS, FHRETIFERSITRH,

|-|- Cr&ate“;' Edil”ﬂl-'{emm'e!

Type
*  Bucket Regex

Limits (Optional)

Inverse Match

|4 Create | | # Edit || % Remove |

Type

= Apgregate Bandwidth Cut

v

Value
10000000000

e. WEMNZIRBANENMRFIESE LRTE,

®

Match Value
controlid+

Displaying 1 matching rule.

Units
Bytes/Second

Displaying 1 limi.

]

40, sNREH SLA EEIE 40 Gbps HEEFRE, BEIE " REHERE "M " REFEER ", HEE
MNREIIZE 7 40 Gbps o

7. QIZSEMNAREIS. BERES

LEERBERREFHFIHTE

MBI " R P,

Traffic Classification Policies

ERSMWIIRFTHEIR ST IMEL, BRI 8, B0, 125 MB/ #HEZHTF 1, 000
Mbps 2 1 Gbps

Traffic classification policies can be used to identify network fraffic for metrics reporting and opfional traffic limiting.

|4 Create || # Edit| | % Remove | |y Metrics |

Name
ERP Traffic Conirol

Fabric Fools

Description

Manage ERP trafiic into the grid

Monitor Fabric Pools

1D
cd9afbc7-pBbhe-4208-D6f8-Te8a79e20574
22300chb-6968-4646-b32d-7665bddc894b

Displaving 2 traffic classification policies.
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7E, S3 0 Swift FFIHRERRIBEAED XREATRIE, ERAUEERERRARIERKEESIET

SR I SEHE TR RY A & PRl

BXER
"EIR AT

"EEMEREEIR"
PREETE IR

A LARAE R E ) RS LIB A E A R ek n)dlimid , SNERIE,
AR 2 BR o

BEENAR
s ENTERSZIFRIN s B R RIME S 1228,
s IKITEA root H AR,

T
1. ERERE > WMBIGE > RED L

PR ER " RE D KRR " TUE, HERPILIAEREK,

Traffic Classification Policies

Traffic classification policies can be used to identify nedwork fraffic for metrics reporting and opfional traffic limiting.

[ Greate |[ # Edit| [ % Remove | [ i Metrics |
B L I  Eorrenes |

IRAE T BRI SR BS RO

Name Description 1D
ERP Traffic Conirol Manage ERP trafiic into the grid cd9aibc7-pEhe-4208-D6IE-Tedar9e2chid
*  Fabric Pools Maonitor Fabric Pools 223h0chb-6968-4646-b32d-7665bddca94b

2. R BB RS A MIBY BT,
3. B 4RiE

BRI BRRAE TR & 70 FE SRS XEHE
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Displaving 2 trafiic classification policies.



"

Edit Traffic Classification Policy "Fabric Pools
Policy
Mame € Fabric Pools

Description (opfional) Monitor Fabric Poals

Matching Rules

Traffic that maiches any rule ig included in the policy

|+ Create || # Edit|| X Remove

Type Inverse Match Match Value
LEE o515 72 10:10:152.0/24

Displaying 1 matching rule.
Limits (Optional)

| 4 Create | | # Edit | % Remove
Type Value Units

No limits found.

4. IRIBREOIE, JmiIBMPRICESAIFNIFIPRE],
a. ERIZIENMUEIRS. FRECIE . AR ACIZEM NI ZERS,

b. E4RIEILECAIMMISKIRE. FEEEF MM REIR R EIZH. B E AN &85 3 PR ER 5 AT 4RiE
. SRR PRGN X 6132 PR,

. EMIFRILECHIFMNELIRE]. EEFIZMN RGN RikiZH. ARRE MR AR, REHREUHIA
Z PRI AR N SRS

o. BIESHREMUNRFEIG. B
6. fRIESTRRE. BERE

‘”iT%%FE1HWEE&11?&T%ﬁ, WMEREMEGIRIBRE D XEEFTRIE, B UEBREERHIIESE
B IETERBISEFETNHARY R 2 R H,

R B 5 e B
YORIER MEBDIREE, ALK EMIFR

BEENAR
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© IR IE R ST IFHN S 2%
* B AE root I RITNPR.
T

ERIIMREIER,

1. &R EE>MRRE>RED K
flid: NP

VB
\ ==X

TDIEEREE " TUE, HERTPIILINERE,

Traffic Classification Policies

Traffic classification policies can be used to identfy netwoark fraffic for metrics reporting and opfional traffic limiting

L:|- Create || rd Edltl | ® Remove | L,|_| WMetric |

Name Description 18]
ERP Traffic Control Manage ERP fraffic into the grid cd8afbcT-p8be-4208-b6f3-Te8a79e2c574
*  Fabric Pools Menitor Fabric Pools 223p0chb-6968-4646-b32d-7665bddcBa4b
Displaying 2 trafiic classification policies.
R EMIFRAYSRBR A MIAY B3 42 5,
3. g~ bR *
LEEHR B & IEE,
A Warning

Delete Policy

Are you sure you want to delete the policy "Fabric Pools"?

4. BEHAE WIAZMIFRIL SRR,
LSRG AR BRo

EEMEREIENR

ErILLBIEER " A

T )RR " TUE_EVEIRZ R m TR

Ao =gl —1
ég/i
BEENRE

o 1R

s e A S HF RO s 28 B R B B 2R,
* AR root IHIEIA R,

XFIAES

NFEERERE

MEBDRRE, ERIUERNHTERRSEVIER, UAEXREESHRIIRGNETIRE. B
T FRRYERIERT LIBE BN R E B S H 2 IHEE RS,
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BfsE%

5%
R BB > MR E > RE DL

FRED FRBIZERS,

LERHFER " RED LR " T

Traffic Classification Policies

H, AERPYIEIAERE,

W, FEERARHEBANEERT BREBD,

Traffic classification policies can be used to identify nedbwoark fraffic for metrics reporting and opfional traffic limiting.

+ Creaie _1' Edit| | % Remove_: sh Metricé

Name Description

ERP Traffic Coniro Manage ERF traffic into the grid

* Fabric Pools Monitor Fabric Pools

R EE R IR REE A MR SRR,

3. BEMEIT".
EERTIFFT FF—T N 5

TR LAGER * 5RE8 * THITIREREMBEEERIRER,

B2 Traffic Classification Policy -

Error Responso Rate

I IHIIIIII[IIIIII

IIIlIIIIIINIIIIIiI|I|I|1i|||||1IHI]IIHIM TR AL
LR

Mol LB E U TER.

REHFEIRBERRE:
nbei’J{E USRI 209 BB AL,

AHTERBERTHE: WEZRIERER (GET,

B0, FERREDRRBEN, X

PUT ,

1D
cdfafbcT-pBbe-4208-b6fA-7eBaT9e20574
22300chb-6968-4646-b32d-7655bddci94b

Displaying 2 trafiic classification policies.

LERA B R 5 EE RS ILECRY R ERIIEIT.

Average Request Duration (Non-Error)

UTH LT 1
UL LT

HEER M A T #E iR R 5 A HIERNE P iRz EF R SIEELERN 3 D1

HEAD #1 DELETE ) 4%y, RSB

BUIEKELRY 3 DS ETI9E, WIEMIERARKE, WERBER,
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o FEIRMN R LERME T SFHREL TP IRV IR 288 3 DB TI9E, HIREIRMEAEFEHT
i

o FEEKRIFEAYE) (JEEIR) ¢ HERMETIRIERIER (GET, PUT, HEAD #1 DELETE) 4A5HY
3 DB TG RIFLEN B, FMERIFLEATBIM A FERRIRSITIBERITLBI A, FETEMN
ME R 1F SOR [B144 % F imAT 45 3R,

° BWFRA/NNAHENIERER: IWHRERBEXNRA/NMEH 3 DHHE NEKRTRERBTFIIE &
XHERT, SANERNIE PUT BXK,

© BWERA/NZBNREUERIER . IARERME T RIENRANTTAIRENIERE 3 DB EITFIIE, EX
MERT, REUERIEREIER. AEFHEERTIE MNERRNRA/NIENIAER, BLHEE (

FINERBMER) RTENERRE, RANEE (FIINERNLE) RENERRS.
4. B REEINEAE L EEZERER I NEHRHE .

Load Balancer Request Completion Rate ~

]
o
(=1

2020-03-30 21:29:30
=Total: 275
=PUT: 275

Reguests per second

=
(=]

0

== Total == PUT

S WHAMEFEAE LRI — M EHEN, HPEREARNBIAME, REZTHRPRNRRNUARIZE
B ERARI BTV IE R

Write Request Size -

2020-04-01 22:27:00

6. fEME LA * R * THIFIREZH MR,
B R B it i SRES R EIZ

7. & WAL R EER .,
a. EF > TR>YEIR
b. 7ETIERY * Grafan* B33, EHF * MBI LKL * o
C. MTTEZE LA THIFIRPEZR,
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MESHEIBBITHE ID FTIOIR. 588 1D RIE " SRR " T L.
8. o34 I AR R SRS IR B VSRR LR R R B AR RRR.
XS
"MK HREHERR"
RN ZEZ D

HERR AN BT A T HEFE I D S E 2 HUE R Ouh R B IR SR P Ous R iR B REVARSS BY
AR IERT LUBEEHERS 2N LU BRE 2 2 [B]RYFEIR

* ERAA R THE R T SEIN RIERIIN REIRBIRTR.
* MIREE API 1T 512 AP| EA R RIAE R ERRIASEE StorageGRID AR5,
* SERRBYASEHMX T = ERCLBRRS A FHE S & P inikEi.

@ CLB fRZEFF-

WESRT —NZhamig, EREiS s A E T s
—DC1 —DC2

E I
| 0 '
Grid Nodes _IJ Grid Nodes JJ

—DC3

|

* WX R LR CLB RS EREF HER TN MR IR —HIER Ot R _ ERIFTE T R UUREREIERO
Uhe, FERRAXASN 0

R BIR, BUEROER 1 (DC1) MRMXT RSEFiREETY5 % E DC1 MFMET = DC2 ;Y
FiET =, DC3 ERMIMXTIR{XM DC3 ERTFET R RIXE F iRiEsk,

* BREERNZSNEHIBIAEFENSREY, StorageGRID £EFHRBARENEIER OERILEZ,
I RFId, R DC2 LMEFimN AEFIORFETE DC1 #1 DC3 EMIFR, NIEM DC1 KRBRIZMR,
EAM DC1 2 D2 BY5E&A 40 0 , {EF M DC3 % DC2 BIBEERAR A (25) o
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RN ERIENST, RERENEER(, Fa, ERAMEMAZ 50 tbEMARERMAE 25 BEff. TRE
T B RS,

HEZo HERR RS AR

YRR E R OIh R Z 18] 25 (FIA) T WAN SRR ERRAVERIE RO
UFR—¥EUENEE O BIEHIER M@ LAN EENE—YIER N K E
HHER O IE R Z 8] X,

BXER

"B TERIE— CLB AR%"

EHTHERR RS
TR L B EIER O MG R Z [BRVSERR RS, LU BREE = 2Z [B]RYRESR

BEENAR
* BRE AN R E RIS EEES.
R

* B EAA WA TEECE R,

p
1. SR EE > MRIRE > TR A

Link Cost

Updated: 2021-03-20 12:28:41 EDT
Site Names (1-20f2) "4
Site ID Site Name Actions
10 Data Center 1 Y 4
20 Data Center 2 V4
Show 50 v Records Per Page | Refresh |
Link Costs

Link Destination
Link Source 10 20 Actions
v %)

Apply Changes ’

2. 75 * $ERRVE * THEE— AR, SARTE * SR EAT * FHA—IAT 0 F 100 ZiEMMAE.
IRIRS BHFAER, NTEE AR,
BECEEX. B O EE .
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3. BE*NAEN .

IF7Efd & AutoSupport

83T AutoSupport IHEE, StorageGRID AR A AT IFAEGI TR AR EE,
18573 AutoSupport F] L B EINRIE M EFRREE, BAZISER SRS
TR, HEDEHESTEERMEAT Ssits. BB AutoSupport SEBEERN L
HEH— BT

AutoSupport JHEFEESHER
AutoSupport JHEBEWMTEE:

* StorageGRID % {§hizzs
* BRERGARA
* RAERFFUERSIBMEEE
* EHRERANER (IBRS)
* FTERMRESHHEFIRES, SiEHEEHE
TR RS TIE LEYIHEHER
* BETRMRESRBER
* BERFREMNRIVEE
* MiSECEIRE
* NMS &
* SERD ILM KBS
* ERERMEIEX 4
* ISHRTEAR
BRI LITE B /RLE StorageGRID Bf/Z A AutoSupport HEEFIE ™ AutoSupport 1T, WEIUHEERBRAEN]. W

;%EEEFHAutoSupport . MR EEREERLESET—FES, IWEEEE15ME AutoSupport B E TIEAYHE
Zo

The AutoSuppoart feature is disabled. You should enable AutoSupport to allow StorageGRID to send
health and status messages to technical support for proactive monitoring and troubleshooting

BRILUEZFE" X "FS  LIRHER. BN EEFRE. BMfEAutoSupport MATFERRS. WHEBRHEREE
KRB0

{EFActive 1Q

Active IQ B—RET mAVERFHIE), FIA NetApp FFBFRIFUIM DML KES, HFSEXRITME, FUlE
Lk, MCHIESH BRI BIEERRLREZRETARA, MTRERRSITTIRIHRSRSATA
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4,
IR EFEA NetApp ZiFihm EAY Active IQ 15 EWRFTHEE, MATS A AutoSupports,

"Active 1Q Digital Advisor 4"

Jhir]AutoSupport 1% &

& 8] LU(E A % B 12 28 it B AutoSupport (2#5>*T B*>* AutoSupport )o AutoSupport * TTEA K MERE: *
BB M ER,

AutoSupport

The AutoSupport feature enables your StorageGRID system io send periodic and event-driven health and status messages to technical support o allow proactive monitoring
and troubleshooting. SterageGRID AutoSupport also enables the use of Aclive 1Q for prediclive recommendations.

Settings Results

Protocol Details

Protocol & ® HTTPS @ HTTP 1 SMTP
NetApp Support Certificate Validation & Use NetApp support certificate v

AutoSupport Details

Enable Weskly AutoSupport € [«
Enable Event-Triggared AutoSupport € v

Enable AutoSupport on Demand &

Additional AutoSupport Destination

Enable Additional AutoSupport Destination €

“ | Send User-Triggered AutoSupport

FF &% AutoSupport ;& 2 BIHY
SR LUEZR LT =M 2 —3R & 1% AutoSupport JHE.

- HTTPS
- HTTP
- SMTP

gg%ﬁﬁﬁ HTTPS 8¢ HTTP &% AutoSupport ;HE, NAITEEET A 2 BEEIRERARIERS

SNRFEA SMTP B/ AutoSupport JHRRITY, MAECE SMTP BERFARSS 25,
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AutoSupport 3%EIR
SR MR U TIEER A SR ARZ R A X AutoSupport JHE

g« . SRABIAZXE—X AutoSupport JHE. ERIAIEE: enabled,
CCEM4RE D B)\NRHALEEARASHRNBETIAIE AutoSupport SHE. BRINIZE: enabled .

*RE Y AFRAZRHARER StorageGRID £ HEh&AIX AutoSupport JHER, XTEMAIETEER R
R (FBE HTTPS AutoSupport fZ5tHiY) REEEEAH. BRIAEE: disabled o

* PRk * . BERYFRhAIX AutoSupport JEE.

BXES
"NetApp 2"

F5EAutoSupport HEHIHY
&R AERR LU =M 2 —&iXAutoSupport JH S
ERBIONE

* B IE A SZRIRYN  ER B R EIMAS B IEER

* AR " RiER " B HMRREE " SR,

* NREBFAHTTPSEHTTPIMY R IXAutoSupport JHE. MM EBIEHFERARERSS[IEEMNEEETR
B ihInternetif [A)(R R ENILERK).

* IREBFERHTTPSEHHTTPINY. HEBEFERARIERSSE. WSTEREEERERRIERS S,

* WIREFEASMTPIEAAutoSupport JES BN, NAMEEESMTPHIFARSS 25, LR B FHRA @A
ERVERHARSS BRECE (RS -

EFIAES
A LUEA L FE— 11 & X AutoSupport JE S

* *HTTPS | X2 REMNIINIENGEE, HTTPS thilfERIO 443 . WEREEA AutoSupport On
Demand &g, MAZEER HTTPS ¥,

*FHTTP* : iNARE, FRAFERIEHERER, FEfREFR, AERSSEEET Internet ZIXHRER=
B9 HTTPS o HTTP i} fERI%O 80

* *SMTP : SR E &I B FHpH &K AutoSupport JHE., 1BERALLIET, NRFEASMTP{ENAutoSupport
THEBMY. WARTE"|HEBFHMEF I E TIE (2 ER (1B hR) AR B FHB4IR B ) LR E SMTPEB4AR S 280

@ £ StorageGRID 11.2 fkAsZ g1, SMTP EM—r]HF AutoSupport JHERIMN. INREH
VLR Z R HAMASAY StorageGRID , MITTAEEIEZT SMTP thi¥

I ERTN AT RIXFTEEEA AutoSupport JHE.

TE
1. 3 Z3F>*T B*>* AutoSupport *,

AT 2R AutoSupport T, FHikiR * 88 * EI+,
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2. R EBRTF A% AutoSupport SH BRI

Settings Results

Protocol Details

Protocol © ® HTTPS HTTP SMTP
NetApp Support Certificate Validation @ Use NetApp support certificate v
Use NetApp support certificate

AutoSupport Details \ Do not verify certificate

Enable Weekly AutoSupport © v
Enable Event-Triggered AutoSupport ©
Enable AutoSupport on Demand @

Additional AutoSupport Destination

Enable Additional AutoSupport Destination @

“‘ Send User-Triggered AutoSupport ‘

3. " NetAppSZHFIEHILUE",

° {EFANetAppZIFIEF(ZRIN): IEBIIEAIH{RAutoSupport SHEREIR 2, NetApp ZIFIEPERE
StorageGRID i —ie &2,

° Do not verify certificate: N HEEFZ D IERAERIEBIRIER. FIANIEBHINIGET A, 7 i%&iFitik
I,

4 EERE
FRrEERAER, BAPREESMEMHRLREBISEREE R,

BXER
"FEEEEANIERE"

/& FiAutoSupport On Demand

AutoSupport On Demand BRI &EENR A A ZHFIEE IR IERY 8], B A AutoSupport on
Demandfa. ARZHFATLIIER & iXAutoSupport JHE. MEEEHTFT,
ERENAS

* BB SRR BB B R EIMS E IR RS,

* AR " RipR " B MR E " SR,

s BB B A& EAutoSupport JH S,

* e BERTIGEEAHTTPS,

KFUIAES
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BRILINEER. BARZIFALIIEKSStorageGRID &4 B A iXAutoSupport JHE. HAZIFHERI N
AutoSupport On Demand &Eif)i& & 18878 (8] fR.

FARZIFLEBRHEZR AutoSupport On Demand o

TE
1. 3 H35>*T B*>* AutoSupport *,

ILEEE 7R AutoSupport T, FiERT * 8B * wIN£,

2. EERDIGFRE S B PIERHTTPS BIEiZ

Settings Results
Protocol Details
Protocol @ ® HTTPS HTTP SMTP

NetApp Support Certificate Validation @ Use NetApp support certificate v

AutoSupport Details

Enable Weekly AutoSupport © v
Enable Event-Triggered AutoSupport ©

Enable AutoSupport on Demand @ v

Additional AutoSupport Destination

Enable Additional AutoSupport Destination ©

Send User-Triggered AutoSupport

3. 1% * B AEA AutoSupport * 8i%E1E,
4. %&rh * B EREE AutoSupport * Ei%HE,
S EECRE S

B2 AutoSupport On Demand , ARSI LU AutoSupport On Demand 153K &% %] StorageGRID o

A% AutoSupport JHE
ZRINERT, StorageGRID RARE NEFE R NetApp Z1FAIX—IR AutoSupport JE B

TBEEBNRS
IS AE R RN S B S R EIMS B AR,
* AR " iRiFE " 5 " HREEEE " AR
XFIES
EfaE S E AutoSupport JH BRI &L ZXRTE]. &S IS EAutoSupport THI* F—itXIAdial. EIF* AutoSupport
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>R TIE Lo
Settings Results

Weekly AutoSupport

Next Scheduled Time @ 2021-02-12 00:20:00 EST

Most Recent Result © Idle (NetApp Support)

Last Successful Time @ N/A (NetApp Support)

& LABERY 22 1E B B & 1XAutoSupport JH B.

P
1. %R i5*>*T B*>* AutoSupport *,

BT 2R AutoSupport B, FHiEFET *18E * I,

2. 75 B A& A AutoSupport *£ %1,

Settings Results

Protocol Details

Protocol @ ® HTTPS HTTP SMTP
NetApp Support Certificate Validation @ Use NetApp support certificate v

AutoSupport Details

Enable Weekly AutoSupport @ =

Enable Event-Triggered AutoSupport @

AutoSupport On Demand can only be enabled when the protocol is HTTPS and Weekly AutoSupport is enabled. When you enable AutoSupport on
Demand, technical support can request that your StorageGRID system send AutoSupport messages automatically.

Additional AutoSupport Destination

Enable Additional AutoSupport Destination @

“ Send User-Triggered AutoSupport

3 EEREF

A E St & BIAutoSupport SHE

ZANERT, StorageGRID AARBENTERAEEREIRFHMEERAEHFIIME NetApp
&% AutoSupport JHE.
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* EAIE SRR AR B R EIMR B RS,

s AR " RIAIE) " 3 " At ARERE " R,
XFIES
f&o] LA REAY 22 FH S 4 &2 BY AutoSupport JE Bo

@ FERSCEERNR LB FEMEAE, BRI B RE4MARN AutoSupport JHE. (EFERER
SR B RTRI, AR, EE BB, )

s
1. 3 3F>*T B*>* AutoSupport *,
BT 27~ AutoSupport T, FHiZET *I8E * EINF,

2. 5k B AE AR & BIAutoSupport *&%E1E,

Settings Results
Protocol Details
Protocol © ® HTTPS HTTP SMTP
NetApp Support Certificate Validation @ Use NetApp support certificate v
AutoSupport Details

Enable Weekly AutoSupport ©

Enable Event-Triggered AutoSupport ©

)

AutoSupport On Demand can only be enabled when the protocol is HTTPS and Weekly AutoSupport is enabled. When you enable AutoSupport on
Demand, technical support can request that your StorageGRID system send AutoSupport messages automatically

Additional AutoSupport Destination

Enable Additional AutoSupport Destination @

“ » Send User-Triggered AutoSupport
3 EERE S

Frhfi & AutoSupport JE 2

AT EAZFFER StorageGRID RARYIEIRA, ERILAFhit R B &1xH AutoSupport
HEo
ERBHNE

* R fE R ST FF RN S 2R B REIMAR B IR RS

* AR " RIAIR " B " HNASECE " AR,
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HIE
1. 3R HF>*T B*>* AutoSupport *,

ILEEYE B~ AutoSupport T, FIiERT * 8B * wINK,
2. R RIXFF &R AutoSupport * .
StorageGRID Zid A AT #F A 1X AutoSupport JHE., INRZEIHXMIN, MESEH * &R * EwME L8 * &5

SR~ RIEKTIYE * B, MNRHMAER, * HHER*EREHN"KK", StorageGRID F&HE
IR &IX AutoSupport SHE,

@ RIXFE Pt & B AutoSupport SHES, 1BTE 1 2 #ERIF 528489 AutoSupport Ta@E L
RIERHTE R,

AINELftAutoSupport B 15

[ AutoSupport [, RZA=MA NetApp ZHEER AZEXBITIRARESER. &R LUAFR
A AutoSupport JHRIEE— M EHMBE R,

EREHNE
* BRI R B R AP B
© ERRAA " RIS " B " EAREEE " AR,

XFIES
BIOIF o E A T & iXAutoSupport JHERMY. iEE B XIEEAutoSupport XA ER,

() oReERER SMTP 1t AutoSupport SHBKZBIE tE T

"$5EAutoSupport JH 2 RITRHY"

g
1. FF > T A*>* AutoSupport *,

ILEE¥E B~ AutoSupport T, FIERET * I&8E * wIR,
2. %8R * BREM AutoSupport BFF * o

LA R E M AutoSupport BITFER
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Additional AutoSupport Destination

Enable Additional AutoSupport Destination © v

Hostname @ testbed.netapp.com
Port © 443
Certificate Validation © Do not verify certificate v

You are not using a TLS certificate to secure the connection to the additional AutoSupport destination

“ Send User-Triggered AutoSupport

3. BINEM AutoSupport BirARSS 28RS 28 MR TE IP ik,
() EREmA—HMELT
4. 8 NFITF 5 Eftb AutoSupport BATARSS SIS0 (MF HTTP , BRANMO 80, MTF HTTPS , Bhik
7m0 443 ) o

5. BRFEE IR AutoSupport JHS., 1B7E * IEBIUIE * THIFIRFIERE * EHBEEX CARSE *,
AfE, PITUTRMEZ—!

° EARETIAR PEM HEIENE CAIEBXHRERBERIFHMEE] * CAbundle* FEH, ZFR

I PEEIRE B, BN MEIFE ----BEGIN CERTIFICATE---- ] ————END CERTIFICATE----
ERFENARS.

Additional AutoSupport Destination

Enable Additional AutoSupport Destination © v

Hostname @ testbed.netapp.com
Port @ | 443 2
Certificate Validation @ Use custom CA bundle Y
CABundle @ BEGIN CERTIFICATE
abcdef 1234 FGHIJ¥
12 A jk1AB
Browse

o AR Y, SMEIRSIERRM, ARERE T/ * LEXMH. IEPREIEATHR AutoSupport 3H
BHIFHE SR,
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6. EREAIIBIEBHER T &RIX AutoSupport JBS., IFTE * IERILIE * THIFIFRAESE * REIEES * o
RELHEERSNIERTERIERRIEN, fIIMEBEINIGE RS, ZEEFiIiE,
LR ER—FHER . " ERER TLS IEBFRFIFSEHAth AutoSupport BFRAVERE,
1OEECRE
REFEERE, EHMATNAF AR AutoSupport B SEF RIXEIEth B 15,

iBidStorageGRID &IXEZ%!AutoSupport JHE

& L@ d StorageGRID BIE N RMAFEIRENERE AR ARAZIFRIEZER
H|SANTtricity System Manager AutoSupport JH 8.

EBEHNE
ARSI Web N MR BT BB,
- EAEHEREEEAIRR oo IR,
()  =EmmsERSsn SANricy RAEERS, EAREHE SANticty Bl 8.70 HBE AT,

XFIAES

Iég?’i'] AutoSupport H BB S1EEEERIFMEE, Lt StorageGRID R4tk IZFRE M AutoSupport SHEE AR

£ SANtricity R BB L& RE B[P EE—MIHNRIBRS [, UEERAERISEERBIREONBER T8
id StorageGRID BEIET &4 AutoSupport JHE. LUXFh7 X (E 5T AutoSupport JHE SR gE B E WIS E IS
FEEEMNERA M ANEERNIEIZERR,

NREEMREERPIEETIENAIERS:R. BENEXEEEERBIRENIRA,

"EEEEANERE"

IHIREP B (YT E &%) AutoSupport SHEECE StorageGRID XIEARSE 28, BXER
@ HllAutoSupport EEEE EHNEZIFAMEE. BSRERTISTEF .

"NetApp ERFIRF A"

g

1. EMREESP. EF TR

2. NEMM T RFIRA, ERERENFFILET S
3. #E4F * SANtricity R ETERS *

It ATE 2R SANtricity System Manager F 51
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Technical Support
Chassis serial number: 031517000693
& NetApp My Support ('

. . US/Canada 888.463.8277
Support Resources Diagnostics AutoSupport Other Contacts

AutoSupport operations AutoSupport status: Enabled @

Enable/Disable AutoSupport Features
AutoSupport proactively monitors the health of your storage array and automatically sends support data ("dispatches”) to the

support team.

Configure AutoSupport Delivery Method
Connect to the support team via HTTPS, HTTP or Mail (SMTP) server delivery methods.

Schedule AutoSupport Dispatches
AutoSupport dispatches are sent daily at 03:06 PM UTC and weekly at 07:39 AM UTC on Thursday.

Send AutoSupport Dispatch
Automatically sends the support team a dispatch to troubleshoot system issues without waiting for periodic dispatches.

View AutoSupport Log
The AutoSupport log provides information about status, dispatch history, and errors encountered during delivery of
AutoSupport dispatches.

Enable AutoSupport Maintenance Window
Enable AutoSupport Maintenance window to allow maintenance activities to be performed on the storage array without
generating support cases.

Disable AutoSupport Maintenance Window

Disable AutoSupport Maintenance window to allow the storage array to generate support cases on component failures and
other destructive actions.

5. 3%4% * BEEE AutoSupport A% * o

IEEHE B RECE AutoSupport 3314 /534 T HE,
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10.

Configure AutoSupport Delivery Method 4

Select AutoSupport dispatch delivery method...

® HTTPS
HTTP
Email

HTTPS delivery settings Show destination address

Connect to support team...
Directly @

F via Proxy server @ |

Host address 0

‘ tunnel-host l

Port number 0
‘ 10225 \

My proxy server requires authentication

via Proxy auto-configuration script (PAC) Q

Save Test Configuration Cancel

PR * HTTPS * {EAfEX A%,
() B HTTPS hiXsEBE MR,
PR B IR ER
BN ... tunnel-host AF*EMMIL"
tunnel-host RFEAEET S KIXEZRFAutoSupport ;8 B RI4F L,
BN ... 10225 iKOS%
10225 &StorageGRID {IERS 28 E MIGEFHIE R FITH281Z U AutoSupport JE BBYIHO S,
W * X ERE * LUNIE AutoSupport IR SS 28R RFNACE
WMRIEH, NWERE#EREFSER—FEHE: "EH AutoSupport BB B 0IE, "

MRMAKRY, NEEIBHBEPETR—FIERHES. HKE StorageGRID DNS g BEMMLLERE, MiREE
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1N BT S A TS NetApp SH5HES, ABE R,
M. YR~ R

B RELREE, HFER—FHIAEE: "AutoSupport delivery method has been configured o ™"

XfAutoSupport JE S H{TEEHERR

AR E1H &KX AutoSupport SHE KM, StorageGRID RZHFIRHE AutoSupport JHERIZE
BIRENARERRE, B LB #F T B AutoSupport **£558R* 3£ 2 AutoSupport JH
BHPRE.

@ MRERGTCERNRLERZEBFEAEN, WRRIERREMHARAZB AutoSupport JHR. (FEE*
FERSIRER TR AT, &F * BMELESE . )

YNR AutoSupport JHET AKX, M "failed’ " & E/RTE * AutoSupport * TIERY * R * %Ik L,
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AutoSupport

The AutoSupport feature enables your StorageGRID system to send periodic and event-driven health and status messages to technical support to
allow proactive monitoring and troubleshooting. StorageGRID AutoSupport also enables the use of Active I1Q for predictive recommendations.

/

Settings Results
{
Weekly AutoSupport

Next Scheduled Time @ 2020-12-11 23:30:00 EST
Most Recent Result @ Idle (NetApp Support)

Last Successful Time © N/A (NetApp Support)
Event-Triggered AutoSupport

Most Recent Result © N/A (NetApp Support)

Last Successful Time @ N/A (NetApp Support)

User-Triggered AutoSupport

Most Recent Result © Failed (NetApp Support)

Last Successful Time © N/A (NetApp Support)

AutoSupport On Demand

AutoSupport On Demand messages are only sent to NetApp Support.

Most Recent Result @ N/A (NetApp Support)

Last Successful Time © N/A (NetApp Support)

/& AutoSupport JHE KK
AR S AutoSupport JHET/EKIX, StorageGRID RFIGHITUATIRIE:

1. BRI result BHEUEIR,

ZIR SO HEH K% 15 X AutoSupport SHE., 48— /)\Bd,

RERM—NEfE, BRHERBEIEERA Failed .

SIRTE FRITRIBBT B EH &% AutoSupport JH S

MEEEE NMS [RESFAIAMAK, HEESELRZAIAE, WRREEM AutoSupport i1%l.
Y NMS [REBRATARN, MREEBAERIFREERARLE, NRIEI%IX AutoSupport &S,

S e
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FAF it & S E 4t & B AutoSupport JH S KK
SNRAF A E AR & B AutoSupport JHE AKX, StorageGRID RFIFHITLU THEIE:
1. (IREMEIR, WETEIRER. . MRAFPEEFESMTPIMUETRIEMERNBFEEFEERE. N

SERUTHEIR: AutoSupport messages cannot be sent using SMTP protocol due to
incorrect settings on the E-mail Server page.

2. FBERERALEHER.

3. BILFERIERET nms . Logo

WR&Z L IEBFENIISMTP. 15301 StorageGRID A4 B FHB4HARS 2825 B EFACE B ISRV B Fhp 4
RS BB EEETCRREIR(ER) BRREFH I E). AutoSupport THIFIRERETRU THIFHES !

AutoSupport messages cannot be sent using SMTP protocol due to incorrect settings
on the E-mail Server page.

T RRANEE R ECE BB ARSS 2R E iR Es ) iEHERIR R,

B 1FAutoSupport ;E B KK

MR KL EWEBFMENINI SMTP , IEIE StorageGRID R B FHIHIRSZ 222 S B EMEIE B G A FHE
HARSZ BB L IETEIETT. AutoSupport IEAEESERUTHEIREE: AutoSupport messages cannot
be sent using SMTP protocol due to incorrect settings on the E-mail Server page.

BXER
"MK BPEHEER"

BEFHET R

T RAREHETFESENRS. EEFHTRFERES M TR LNTAZEE,
ERKENMRE U RN AEFET REEEIRE,

HARERETA"

* EBE T

- EERRTTHIEE "

 NEEHEHREELRRE"

AT ARERE"

- IR A"
HARTFhETS

??ﬁ%’ﬁ o] EIBEMIFEE REUETEIE, B StorageGRID RGN ZE /D BH =M EE
RE = QD%@ Z N iuh=, M StorageGRID 2R ENIE R WHAINE =N EED 2o

FHETREETEHE EFME, B5), IENORNKREIENTHIEFRIRSM#HE. Sl N ELE
BAEXEHETRIFAEER.
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EEREITHIZE (ADC-A) ARSZMMET R RERIERHITEHIIE. —NIRHNRI=ZMEETRFNENME
fET RERITE T I RARIRALIRARSS

Itt ADA ARSSFI4EIFIRIME R, BHERSHUENATAN, SNRTRFERES — NIRRT RIEESHBES—
PRIET RBITIRER, ERBRR—MEMREIRSKEHRSMIEEBROREMETI R TN
%StorageGRID RRSERFE— N EPBRLR B TMEIAR. UWERAMET RErI LUCREFIREER. EAIUE
PR FRFN DUE (S H5 AR H0Fh) L E B FMHET AV IRER.

ATEFLHERNMBRIRE, 51 StorageGRID [REZ2EIEH, IEEUREXBRESMEHINEESRLH
BE M ADE BRE#H TR,

BE, FrEMRTRBSELDS—1 ADC IRSRFER. XFAUBRMNET RIBLHRRMES. SMET
RIEER, ENIaEZFEEMNET R IR, MMERFREBUREERENMETREIT, BMEREMREGER
ARG AR ARt FEIMET R R eEEE ARG RS IR S R L.

B E NIRRT RBVER, AL ADA IRSERIMER. MR TRiESEHE CPU A%, rIAMETE

(NREEMHE) , FFHRSUNRMET RS ID . ERSNESHRINEAEIEERSEREIMER. X
F M StorageGRID RV EIRRFEER, It ADA RSEXNE N E MBI,

H4 EDDSHRS

PHEEEE (DDS) REHMEFEMETRIEE, ©5 Cassandra #IBERIIZEO, UEXEMHEE
StorageGRID 2R TEIERITEEES.

HRITEL

DDS BRS5 AIEREREINE] StorageGRID RZFHINREE, UKBIE MRS FREDO (S35 Swift ) FHA
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ST-DC2-5G-5712-1 (Storage Node)

Overview Hardwars Metwaork Storage Objects ILM Events Tasks SANftricity System Manager
1 hour 1 day 1 week 1 month Custom
S3 Ingest and Retrieve @ Swift Ingest and Retrieve @
1.00 Bs 1.00 Bz
07585 0.758s
No data
0,50 Bs
0.508s
0.25Bs
0.258s
0 Bs
18:00 18:10 18:20 18:30 18:40 18:50 0B
== Ingest rate Retrieve rate 18:00 18:10 18:20 18:30 18:40 18:50

Object Counts

Total Objects 10,860,825
Lost Objects 0 i
53 Buckets and Swift Containers 1943

Queries
Average Latency 4.83 milliseconds
Queries - Successful 607,387 0
Queries - Failed (timed-out) 593 ]
Queries - Failed (consistency level unmet) 2218 2 |

&if

TR @I E DDS ARS M B F MBIz TEMMEN T E, MIhERNESHURRA RS S
KM EHZE

To e R BERTWE B UUSIT T IRENE Cassandra BT, XEFEMAFNBNTCEERE. 50,
MR AVERRIE, HERERMSRERRKERERS, NaiEFEREIBERERNAHEHRT
H it (Fo

EERAIUERE—BERMMAMNE TS BIFE DDS RSHUITEINN, TTATHEFESRERE, &
H—HMERHNK

ERILAER " 121 " TUERENMAR HRPRSRIEINER o 155N "E 7126
— B RIERIES]

StorageGRID fRIEFEIZHINRNE NFIE—HM. MIHTTE PUT 2REFRIEM GET R/FERIGEENSIRERE
NBVEE, MBENGNES, THIEEMNRRRERERST—E.
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4 ZLDRARSE

Tk iHEE (LDR) REZBASINEFHETRIEE, AR StorageGRID RANARZH. NAEFHRES
WZAESE, BEHIEGEE, BAEFIBERGE, LDR RS @ MESIEEH A HN SR REINEER TR
StorageGRID RENAEBHEET(F

LDR ARSATRMIBLA T ES:
- Eif
* EEEGAERE (ILM) J&5h
© RMIBR
* NIRRT
* MEM LDR BRS (FETR) FRNREUE

* BIETEMREE
s idEO (S3 # Swift )

It9h, LDR ARSZIEAIEIR S3 #1 Swift 3R % StorageGRID 2 NENHENWNR D ERIME— "content handles’
" (UUID) H9BRET,

=i

LDR &EifEETE ﬁ%%ﬂ'ﬂﬂé%ﬁf’ﬁﬁﬂlﬂ WHRRUE, ERIUBESTERFARTIINE, RINERRSEHUA
NEE R MAMNEREE

BRILEEEWER R T REFENIETRR, XSFMAKHIMANICRERE. F0, NRFIHERNE
BRIE, AEFEBRMSEEARKMEVRERS, NWhiEFfEREIBIRSHNA IR TR MR,

BEEUBEEE—HMERMMEAMNE A SH. BIRE LDR IRSHNITEIRN, TRATHIEFHESERRES
Bt RN KW

SO LAER " 121 " TUERENMAR HEPKSHEIER - 1BEN "E1T12H",
ILM J&5h

BIERERERERE (ILM) f5t5, EALUESIENRIERME ILM BRI EER, ErRUEEESREE N FE
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X RIFE
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Object Stores

1D Size Available Replicated Data EC Data Object Data (%) Health

0000 440 TB 135TB 5 43.99GBE T 0 bytes g 1.00% No Errors
0001 197 TB 157 TB B 4476 GB B 351.14GB B 20.09% Ne Emors
0002 197 TB 1.46 TB B 4329GB B9 465.20 GB B 2581% No Emors
0003 197 TB 170 TB H 4351GB g 223598 GB B 13.58% No Emors
0004 197 TB 192 TB B 4403GE S 0 bytes B 2.23% Mo Errors
0005 197 TB 146 TB B 4367GB 5 463.36 GB B 2573% Ne Emors
0006 197 TB 192TB = 4310GB B 161GB B 227% No Errors
0007 197 TB 1.357TB 5 46.05GBE g 575.24GB B 3153% No Emors
0008 197 TB 181 7B 5 46.00 GB 0 11284 GB 5 8.06% No Emors
0009 1.97 TB 157 1B B 4391GB B 35272GB B 2013% Ne Emors
000A 197 TB 1.70 TB B 4431GE g 226.81GB B 13.76% No Errors
0008 197 TB 192 7TB F 4317 GB B 780.07 MB B 223% No Emors
oooc 197 TB 158 TB B 4432GB 8 33956 GB B 19.48% No Errors
000D 197 TB 1.827TB B 4447 GB 107.34 GB B 7.70% No Emors
000E 197 TB 168 TB B 43.07TGB B 24170 GB B 14.45% No Errors
000F 203718 150 TB 5 4457 GB 5 47547 GB B 2567% No Emors

FEEFMET RPN RERM 0000 E 002F By+-7N#tFIEFHITIRR, ZMFFAE ID. EE—THERE
it (£0) PMBETEAT Cassandra HIBREFHMNRTHIE; ZE LNEARRTEATHEREE. FIEH
N REFE(NBTHREE, EPEEEHNEIRNEITLURRDH A B

NTHRREFNRIEN=EEREYS, SENRNNRBIESRIEFTRFEZREEFMEE— TN REFMER. S—
PMREIMHREFEEFRDEN, HRWKREFEEUEFENR, BFETR ESEESTE AL,

TOEIERIP

MRITHIBRIE SN RAM ROEEER BXES, HINMRIELAEHEFHEUE, StorageGRID FXRIT
HIETFHETES LDR BRS5EHERY Cassandra #iEEH.

ATHERITRHABLESR, BMERMEF=TNRTHIERR. XERIASHIDHES N ERMEEETR
Lo EEHAAIEE, HEZBEEHNIT.

"EIEN R ITHIEEAE"

BIRFAEILDT

R UERMS E RPN ERREENREEFHIEN, FEAENEENRIEIGEM
FEKEDM Y FIE. BRI UEEMNAT 2 FEFAMN CLB IRESUKEFHET = L8 LDR
ARSSEARY S3 F0 Swift ik,

BXROSERNER. BER "HE . T ImEER IP it "
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Storage Options

Overview

Configuration

FARKRIER

WRDEREBEFHRIFDR—ABE X NBNNR, UAUARENREFHENZIRER
E/ITE, S3 ZHH LERZIEEDERNR, ERSMHIEHE—THR.

RXKRHA StorageGRID £4tf5, LDR RSBZFEMEFANZ IR, HOIE—IEKRER, HPZKFR

BXRETEE BT NAR,

Storage Options Overview

Updated: 2018-02-22 12:49:16 MOT

Object Segmentation

Description Settings
Segmentation Enabled
Maximum Segment Size 1GB
Storage Watermarks

Description Settings
Storage Volume Read-Wrte Watermark 30 GB
Storage Volume Soft Read-Only Watermark 10 GB
Storage Volume Hard Read-Only Watermark 5GB
Metadata Reserved Space 3,000 GB
Ports

Description Settings
CLBE 53 Port 8052
CLB Swift Port 8053
LDR 33 Port 15062
LDR Swift Port 18083

BID

Object Segmentation Disabled Ohject

8.

Client

Object

Lolin}

—Container CBIDT—

Object Segmentation Enabled—{ | CBIDZ | CEID3

v

LDR

Y ¥

LDOR LDR

¥

LDR

MR EStorageGRID ZABE— NI R, HERRE NS B-EREMERS. MEIRIEFERA
JIAmazon Web Services (AWS). MRADEBRA/NBFNFRETF4.5 GB (4. 831, 838, 208F ), It LR

AIHERAZEIAWS PUTHYEGBIRS, B tERNAWSIERIFRK,
RS ERRLE,

LDR fRS=ME D ERPICERGN RAFIZI RREILE F i
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BRNIBA—EFHER—MEFET R L, FRMNDEBRYUFEEERFMET = .

StorageGRID AR ZRMAEE MR, T ARENRNEFENRERBIERIRE. FIW, WREFMHEE
StorageGRID RAFRIXNRIFD AR PNEIR, WEHNTHE, TENKRNEREM=1, 0T

DERAE+ DR 1+ DR 2= =1 EFMENR
ERILES R T B IR S M EAR N SRR MERE:

* BIWXAFET REA BBHNMETRERAEMENELE, FIW, £ 10 Gbps IAMZEO LECE IRy
RIS LR AN 2 2 IR LR
* BEEEBSHIMXMEET R LR EMMENELE,

* BIEFETREAR EBIHE 10 MR A EFIRNELE,

AR ESIKED

StorageGRID fERFEEKEIREEFET R LNATATEIE, IRT < LAATATEE
INFEREMKENEE. NAFHEIRES(SSTS)ER. UELHERS S EnNTEMET

/"m0

BEEFESKEINERNRE. HEFE EEFEETT R,

Storage Options Overview
Updated: 2018-10-08 13:08:30 MOT

Object Segmentation

Description Seftings
Segmentation Enabled
Maximum Segment Size 1GB

Storage Watermarks

Description Settings
Storage Volume Read-Write Watermark 30 GB
Storage Volume Soft Read-Only Watermark 10 GB
Storage Volume Hard Read-Only Watermark 5 GB
Metadata Reserved Space 3,000 GB

TEERT —TMEE=ZNENEETR. HERT =M EEEKEENIE. E8MFETR
B, StorageGRID ZEE0 LNMNRITHIETET(E]; & LNEMRRTERFATHREE. FMEEMERA
FHRREE. HPEEEHRNBIANZTUMmDE A Ko
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Volume 0 Volume 1 Volume 2

Storage Volume Hard Read-Only
Watermark (VROM])

Storage Volume Soft Read-Only
Watermark (VHWM)

Usable space

(object space) Usable space Usable space
Storage Volume Read-Write |
Watermark (VLWM)
Used object
Reserved for storage
metadata Used object
storage

FEESKENZRICERENRIANRE. ZRREFET ARSI EMFENRNAIBZEE. UFrltStorageGRID EX
TRIEBTATMAER, 15X, EStorageGRID FUITIRIEZ AT, FREEEUIUAZIKED, NRFELED
AATEEBIFRENR/NTAZEE. NIFAZMALR. AETRREITABRZRERK,

FEER RIFEKENVHWM)
FHESINR »mmem MHEFERT AN REIET AT EERRARIIKE, WKERREFEETSRTPNENE

LB Z VeI A=E. AREMLET RENRIIRREN" s MRIRENR R FET R [EStorageGRID R4HY
HRBARHR HW%\@ﬁEWE%%ﬁWEAEXO

MRS ELNATAZREIE/NTFIKENENRE. NWEERZSSSTS) ERFTENEIMA. HEFET I
BRI RIRRT

40, RIREFEEIRRBUKENZKEN 10 GB , XEZHIIME. IREFETRPE T E LRETAZEARE10
GB. NWE@MAAAEASSTSER. HEFMT R EEIRRIRE,

ZiEERE 2 1%KEI(VROM)

AmmmﬁmweWMmﬁ UEKED. AFER TR RSIETATEIEES#H. WKERREFEETR
¢m§¢%ﬂﬁﬁym Fial, AEBLETRFANTERIEER", BRIFEARTEFETRARE. FEEZ
p 4 ‘5 )\1@*0

MREFETRPENELNAAZREIE/NTIKENSE. NEERESSSTS)ERFEEER IMA. MEFlE
TR R R,
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N, fRigFEERERKENKENS GB. XZHEIRINME. NREFMET RPNE M EFHEE LNIAZEARES
GB. MEEXBRMASSTSER. HEFMET R BT ERER IR,

FhEEE RBUKENNES TN T EFHEE R RIRKENRYE,

FESIRS KEN(VLWM)

FESREKEMXA TR ELER RIEXRER TR FHET R WKENBATHREMAFEFET RENE
NIFEERS.

a0, RIREANEFET RETRERIERIFRI. MREFEESREKENMZENI0 GB (FAIAME). NEET A
FiEE LRI EILHMS GBIEINEI30 GB. AR T AA REMENEE KRS,
FESIRE KENREL A T FEES IR R BKENRE,

BXES
"EESREEFET R

BEENRITHIEEFE

StorageGRID AN RITHIBRTEA TITFAIFHEZRA LNEARTRE. N THRE
StorageGRID &4H BB BIRTEEMIR, BT R StorageGRID 7E{RI AR UM
AIfFE I RITEIE,

AR RITEIE?
HRITEHIBRIEER T RIEME S, StorageGRID FRAMRITHIRREEMEPAAEXNRINGAUE, HEESD
HREEE L,
3fF StorageGRID FHIXR, MRITHIEEBEUTRENES:

* RATTEUE, ESIMHRNE—ID (UUID) , XMREFR, S3 EFEDERD Swift BB IR, FHFKP

B ID , WREBIEA/D, BXRCIEXNREEHAMTE, WUk EXREHRTREBIAMETE,

* ERRXBNEAEEX AR THIERER

* WF SI MR, BIRSZIMRIENETAN RIFICREXT.

* WFEFINHREE, AENBIRRELFEECE,

* WFEIEREBHOMREID, AENHRENHRIFEUE,

* WFEFEOPFHOXNREID, TROME, SIEIMNFEED ERNBFRFT R —IRRRT.

* WFREMRNRMEBOXR, SEARIRFFNEIEA .
NEITEFE R R TTEE?
StorageGRID 7£ Cassandra #3EEEIFIRITEIE, ZEIBEM I FXHREBHITEME. N TRETTRHS
IEFRTHIEEK, StorageGRID 2 AF N RN AAFTIENREFE = THIERIE. WRITHEBEN=1
BA R HRES N LRNIEFEET R .
EERAFEN ISR ENEET R, SMNESIMAEHERNENTRTHIE, XETHESEZMANEFEETRZ
EIRS=baEi-N
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—_— Site 1 Site 2

HEHE NEEER

Three Storage Nodes Five Storage Nodes

Object metadata

MRITEIEFREEAL?
HEERTENMEET RBVEES,

Storage Node

Volume 0 Volume 1 Volume 2 Volume n

Object
space
Object Object
Sism space space
metadata

YNEIFR, StorageGRID AT NMFET REIFMES 0 LN RTHIENETE, EXERMETEEFENR
TCEHEFMITE R LURERF, FEE 0 MEFEMETR ¢Fﬁﬁ§1ﬂ@ﬁ%§tﬁ’]&ﬂﬂ%ﬁiIEﬂ&FH:_FRT%ly&?E (2
HIRBI AT UMRERIAER) -

NEEFET R LN RTHRIEMENTEERTZMEAZR, WA,

TCHIEME T & E

THIETETE _ R— 1M RHCEILE, RAEASINFEETSNSG 0 LHTHIETBEM=EE, WRA
. StorageGRID 11.5MIE BHERAEEFUTHE:

* B4)%% StorageGRID B E BRI AR S,
* BMEET R ER RAM £,
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FF 4% StorageGRID Z#EMMRAS ZiET = LAY RAM £ StorageGRID
M. 5EIATTEIETN R TEIR &

1.5 MRPHNENMEET S EMNESERN 8TB (8, 000GB)
128 GB E{E X

WP EREET = ENS=E/NF 3TB (3, 000GB)
128 GB

1.1 % 11.4 FA— P ihENENMEET LR 4TB (4, 000GB)
REN 128 GB HEK

ENEENEAEFEETRLENESE 3TB (3, 000GB)
NF 128 GB

11.0 ERARE FEHZE 2TB (2, 000GB)

EEF StorageGRID RGHTHIEMBTENRE, BHITUTIRE:

1. SR EE>* R E > F R,
2. ETFAEKENRA, $#HE * TEUETRE =8 *

Storage Options Overview
Updated: 2021-02-Z3 11:58:33 M3T

Object Segmentation

Description Shine
Segmentation Enabled
Maximum Segment Size 1GB

Storage Watermarks

Description Settings
Storage Volume Read-Write Watermark 30 GB
Storage Volume Soft Read-Only Watermark 10 GB
~siforaneVolume Hard Bead-Qnly Watermark AHGR.
Metadata Reserved Space 5,000 GB

TEREHEF, *cHEME=E *EN8, 000GB (8TB) ., X=ZEHStorageGRID 11.5REFEMNIINILE.
HpG M EET SBIRAMEY 128 GBEEL Lo

TCERHERYSERR TN R == 18]

S5R24CHENTHIEMETENREARRE, RASAENFET 2BEXNRITHIEN actual reserved space o 3
FEALAENEFEET R, THIRNLIRME T EERT T 59’]% 0 K/NURRGSEER * oidEME =8 * 1%
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=19

TENE 0 A/ TCEIRBI PR = iE]
/NF 500 GB (FE&E=H) £H0M 10%
500 GB Z{E X XLEERR/NNE:
&0
* THIETETENRE

BEEERERMET R LB SEIRRE=IE, HHRITATRE:

1. AR EES P, SRR TR
2. EfF * TFAE R,
3. ¥HATRISTE "Storage Used - Object Metadata " Bk £, $XF "™ LFRFE * " B

Storage Used - Object Metadata @

100.00%
75.00%
2021-02-23 11:48:30
50.00%
= Lised {%): 0.00%
i Used: 126.94 kB
25.00%
= Allowed: 1.98 TB
- | = Actual reserved: 8.00 TB
- 1110 11:20 1130 114l 11:50 12:00
== |Jzed (%)

TRBEER, *LFMEEHN8TB., WFSEHEERTHLERStorageGRID 1. 5FMAREHETI R, H
%Ebﬁﬁ%*ﬁ)ﬁﬂﬁ%%Elm;&?&i‘fﬂ%§|‘El—li§§d\:.|:% 0, FIT RBYSERRE FEF T BB =EIR

SERRFR B HE X N F tbPrometheusgtn

storagegrid storage utilization metadata reserved bytes

SERRFR B B RS 18]

RigfEL xR 2 EA11.5mMAVFTStorageGRID &8, EULRGIF, KRBT EFHET R RAM B 128 GB , #
BEM#ETS1 (SN1) 508 6TB. &EFLUTE:

A GSEER * TR TE * IRE N 8 TB . (MIRENEHET =RIRAMEET 128 GB. NIXZE
¥ﬁStorageGRID 1.5 EMEAES )
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* SN1 TEIERSEFAFE=EN 6 TB . (HTFE 0 /0T * c#dEfE=<ia  iRE, REZFREENE. )
RIFRITTE R 8]
BNFET R A TTHURESL R B2 AR B TR R T HIEN=E (RIFRTTHIETE _ ) URERIE
FettE (WNEURERAEE) URARFBAEMRGARAFNTE, AFNTHETERRATENEENREE,

Volume 0O

Object space

[ Space required for
database
operations and
future upgrades
Actual
reserved
space for
metadata
Allowed
metadata space

TRELT StorageGRID WAIHAEFET REIRIFTEIETIEE,

TCEERY S PR EE =5 8] AR TTEIETIE
4 TBERE/D TCEURSEFRTN A =18 60% , =KX 1.98 TB
824 TB (TTHIERISEPRTZE =18 -1 TB)x60%. F%%2.64 TB

YNRERIStorageGRID RFTEEMEFAET = L FME (S FNEATFE) BT iEE T 2.64 TB. MITERLE

(D BERT. AN THRETERIESEN. NRENENFEET RBIRAMIIET 128 GB. HEFHE
S0 LEAATE. FRAZHNetAppE A AR, WRAEE. NetAppiFFEZEHERFHEMED
FET REVR T TR,

BEEEFMTRAFRITRETIE, FHITUTERE:
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1. ERMREERP. B TR>EETR_
2. R * 776E 1 IRIR,
3. AT REEERTM - WRITHIEERL, HE* A B

Storage Used - Object Metadata @

100.00% A
75 0% 2021-05-05 11:03:30
— Used (%): 0.13%
50.00% USEd'. 3 34 EB
Alrnw ed: 2.54 TI:'I i
Z5.00% — Actual reserved:  8.00 TB
0% : -
10:40 10:50 1100 1110 11:20 11:30
= |Iged (%)

ERSEHESR, *RIFEN264TB, XEFMTRIEAE, ZEHETRNTHIELGRMETEET 4 TB

[e}

* ST * EXNTF I Prometheus 517

storagegrid storage utilization metadata allowed bytes

FRIFR TR BRI

fRig BRI EEM 1.5 AIStorageGRID R4t TEILRGIF, RIKENMEHETI R RAM B 128 GB, #A
FETR1 (SN1) BE 0N 6TB. BEFLTE:

* RYSCEIN * TEIETIE =8 * KB 8 TB . (HEMFET SAIRAMIEEIE 128 GBEY. XEStorageGRID
11.5893INE, )

* SN1 BB ZE N 6 TB.  (ATFE 0 /WF * HIETME =T E * 1RE, ASHFREBENE, )
* SN1 _EAFNTEIETIEIN 264 TB. (XEEFMETEMNEAE, )
AEANNEET SR RIS

Y0 LFIR, StorageGRID ZESMNERMEFHET R ZEIIDHRRITHE. Eit, MRENMERESFRAK
NEITEETT R, MiZib R E&) BT R RE RS R BT SRR 2.

BEBLUTRA:

* BE— RIS, EREE =P RKNFRENEET R
*  TTHIETIRE=E) * IRE N 4 TB,
* WMF LB THIET M A FNTEETE, EETREEUTE,
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FETR % 0 BYAR/ SKERFRERITTEESE  RIFRITTHIEEE

SN1 227TB 22TB 1.327TB
SN2 5TB 47TB 1.98 TB
SN3 6TB 47TB 1.98 TB

AT NRTHIETLRNEFET RZETI0H, BEARFFHNS MR REERE 1.32 TB tiuE. 8
F3 SN2 #1 SN3 72 1FBIERSI 0.66 TB JTERIE= 8],

— Metadata capacity for a site —

Used space for object metadata

SN1 SN2 SN3 Allowed metadata space

[EI#, BT StorageGRID 4P &EMNibsm E StorageGRID RAEMIFTE R TEEE, Eitk StorageGRID R4H
BAETHIERERR TR/ N SN RITHIESTE.

HTFNRTHIEREEFIRANREY, RS — M NRARTHRERTEN, WEKFLEER.

BXER
* BTRBOASESMEET RN R THIERE. BHRITUTRE:

"MK BPEHEER"

* BHNAANNRTRIES R, SIS
R

NEFENREEERIRE

& B] LAE FEIAR IR S f26E7E StorageGRID RATFNFMENRECEIRE, BIEFHEINR
EEMEFERNRINE, MEERNRGHR.

© B R ER"
- BN KA
- B RIAE"

REFHINRESR
ERILUER " EAEFIERIXN R " MAIETUR/ )\ StorageGRID FRTFERVITREIANN, MITE
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DIR G ARITFE.

ERBEHNE
© RS S RS R EIFA EIRE,
* BRI

KXTFULES

AIAMERT, " EEEFENR " MR TRARS. MRBALED, N StorageGRID RERFE X
KRR TR RSN HHTESE.

@ MRFAUIRE, NNAKEFTERN—0HHEE. BEENERHITEFIRS RN
FRAES o

BRILERZ A, HERUTER:

* BRFEREEFEIEIER T4, SUANEBISEESE.

* BXRRFE StorageGRID N ABIZFFIBERTERFN R ZAIMNEFITESR. MREFIHENAREFERY
L1R17Z| StorageGRID ZRIEMEHAITT X4, NEAEEFEIIXNRAZE—T B/ NREIK.

* W15R3% NetApp FabricPool 5 StorageGRID &&1ERA, BB BEHIEESS.

s MRBAT " ER/EFEHTR " MIRIED, N S3 F Swift B ik BIEFN B G ITIEE BREIMNFTHEE
ERY GET X RIE(E. XL "range read” " 1R1EXMZFIR T, A StorageGRID WMNB MAREIEXN R LAAR)E
KFT, MIEBARBNMRIBERLVEFTHIREIRIREMELEMT,; H130, M 50 GB E4axRiEEX 10
MB SEEIHRERERE T

INRMEENSRIZECEE, WEFIREKAIEERE,

@ ?%I%%EE%EW%, HEEF RN BREFOGIEREERE, 15NN AIERFYREGE Y
[BJo

TR

1. G E R RIGE LD,
2. EEFENNRETERDH, P * EEFHEINR * EFHE,

Stored Object Options

Compress Stored Objects €

Stored Object Encryption @ & MNone AES-128 AES-256

Stored Object Hashing @ ® SHA-1 SHA-256

S BECRE
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FCEFENNRMNE

NRBHREN REFER EIR MBI AL AR TR REEE, el LI F6Ea7x SE T
#o MINBERT, HERAZME,

ERBONE

* EBER SN 2R T REIAL I8,

* BRTREE RN,

ETF IS

AR RMEZ AT @D S3 8¢ Swift HARIFIEXNRYUEHITINE. BRALIRER, FrEHBENBNKRERGHR
mE, ERENRBEFENINSHTERNENR. WREAME, VWIHRMBOIXNKRERSMEBRS, EHRBNL
HRAZME

@ MRBULIRE, NMNAMKEZFBEARN—2HHE. ERENEREITEFLURS RN
=31 a

FHERIXT R BT LAE A AES - 128 B AES - 256 INZ B AT,
FHEMRINZFILE SR TR KBS FZE D BRI T REFNINZHITINZER S3 WK,

p
1. B E R RIGE MEETT,
2. EEFEHNNRIETE S, BEENNRMEER N L FHA) , *AES-128* 5 * AES-256* -

Stored Object Options

Compress Stored Objects €

Stored Object Encryption © ® Mone AES-128 AES-256
Stored Object Hashing @ ® SHA-1 SHA-256
3. BEREF
FCEFEINREH
FEMNRIGFAIATIEE A FRIEN RERB NG E R %
EBBHUNE

* BRTER IR SRR R REINAR SRR,
* BRIEBRERN RN,

KXFIAES
BAINE R T, EASHA - 1BENMREIEHITIAH. SHA-256 BIAFELIMI CPU HiR, BERENA T
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E%EI0IE,

@ MRBULIRE, NNAMKEZFBEARN—2HHE, ERENEREITEFLURS RN
=3 1a

p
1. G BB RAIG EWARIRTT,
2. EFERNRETE S, BEFEHINRIGFE BN * SHA-1* (BRIA) 5 * SHA-256* ,

Stored Object Options

Compress Stored Objects €

Stored Object Encryption @ ® Mone AES-128 AES-256

Stored Object Hashing @ ® SHA-1 SHA-256 |

3. BERE S

FHETREBIRE

BIMFET REEATZEERENITHES. EEFEEEEIMRENEEIT RSB T8

ARER (BRS)

@ PRIEXER ARG, SNEEHRERAFEFETREEREZR, NEIRASZR. ErILRE
FEEEF MR LUBRREEER.

BihnEETRNEEIRENITES, BRITUTRE:
1. G 2> T RS> WRHEIM.

2. JER IR > FEHETR o

3. BT R HHARIRS SA M
4. 7&5F * BB Y &I,

TRLETEETREEIRE,

LDR
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BIE= %z

HTTP IR& HSTE
BB HTTP HTA
LDR > $uEENE

B 14 & FR 3

EERRPINRITE RCOR

LDR > 75fi
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Description

S3, Swift FIEMKER StorageGRID &R HTTP
W PR

* Bl AARVFBITEMIRE, ERZHITAS

LDR RS589 HTTP RIENE P in AIZFER UL
FEIRES. EMRIEEE XA,

© BXAL IRERARIER

* NRGEEFRUED, NEH B RFEHRSEURT

* LDR* > * 72 * AHEAPIRTS. WNREFHBSHAT *
LDR* > * 7=fi * AR HI%E, M HTTP O A
3%, R * LDR* > * 77f% * A 9B, N
HTTP AL, TN, HTTP ZEOBRERAIA

AN
o

* NRKEF, W HTTP BOBFREHRIINS, BE

ERNERAILE.

Description

EE RSP ERINRLEER T EREE.



BIE=RFR
FHERS—FRE

BT BB

LDR > I&3F

BIERTR
EERDPINRITE

Emall
FOIER
EEHRFNRITE

(¥ E]
SSD

SHCT

(Y]
VNMI

FVOV

VPRI

VCCR

Description

AP REERNTFEAMFARIRSIRE, LDR ARSSFIR
BUEEHZRS LB RAVASE, tHEEEH
BERREAE,

flan, ERILMER IR ESRFIEF AR RiREME, BD
fEB BRI BEETEHE RNt XX FHRIEHHR
FEBEM.

B URAUTMEZ—:

* Bt SFFRRE AN, LDR RS ZME
LDR* > * 7#fi#f * Ao

* OiF: YUFAERESAHRIERN, LDR BRSSIEEFME

REBERIFPREHELLEZSHERS. 5FE, K

%‘Tﬁ“AQ SR EREFEDEET A, BRI
REXFA ALk

* Bl EIERRSHR(ERAE, RULEERB VB,
FERS—FEAFR SR RSFHRSRE
LDR ARSZBVR (BIUNE] BN RIFME=EIE) =P
SIRE. WRTEAFE, WAFKENRE,

BTN ENRO TR BERFESIAIETTR
MEIFBEERE] (LU REA) » RBEEN)
BERERULER, A EE,

Description

FERNEIRTREITREL (Oomis) . BERIERIAN
UE5ERfEfER. StorageGRID R4 & HohiRRER/ DAY
SR REIE

PERBERITHI B IIERIN RIFE,

REHITEARIENER, B2 EXEERSWIE
EBENER.

EEERAWIEHREA I EE X KR BIEHR AT
Hhato MRIA BT BN EIRFTER (OCOR
) BIREMH. BXRIFHMER, B3 StorageGRID i
AN EERERI .
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B4 B FR vt
HFRFEE I R OQRT
LDR > 1ZF&4mE3

BRI (AT
EEBEANKRWITE RSWF
BERIRMITEL RSRF
SEMFRRK T2 RSDF

%E@Mﬂ%ﬁ%@¢ﬁ RSCC

%E@Mﬁ%ﬁ%ﬁ%ﬁ RSCD
%

%E@Mﬂ%ﬂ%ﬁ&ﬁ RIE /U
%,

LDR > E4l
RIS e
EENGESAKITE  RICR

EEHEERIKRKIT R  ROCR
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Description

MIRE B RHRBFRIFHFR, EREMNRIITHE
BATE, ARBMRENEINRENSR (OQRT) &
R. 7E StorageGRID R B R RMIFNTRGE,
fEA LI,

MRMENRERER, RAZFAIERBEIHNIRES
BN R. EREFAT, RENNRNTHRERER
A SBNRE SR EER A BERE Ao

Description

RHRIFRIE N RIS NRWETRYIH 2R E B BT

TR

EEMEFET RIS T A MRS B REUER MR
THEs.

EEMNEFET RBIBRE TR REBHER KA
TR,

EEFMET R EEIURRIE I R BRI R 2
Hitnas.

%ﬁﬁ%ﬁﬁt@%%ﬂﬂ%ﬁ%ﬁ%ﬁ%%ﬁﬁ

SEEFHET R EERDARRD N KRR BREVITER
2o BRI B IIESTREfER,

Description

EENGEEHIKRKBITEREE, WIRFIBTER RIRF
(NIEEH - KD ERo

EE NIRRT R, HIR(ERTATAR
RORF (HItEH] - KK Fiko



BRI g Description

ZRANEEH DSIR GERR TR LR EUNEUR(E D R SRR BALE
fillo FEIERBREREFREREFIRS.

RRAANEESE, ATUMNE#ETRKENRUAEHE
StorageGRID ZZHEMAIE, EFRGEMEMUE
BHREFDEFHET = LDR RS AN RIERS.

BRYILEH DSOR ERR IR AT TE 4RI B R FD B SI2R A g
EF (81 HTTP RERIAFIER)  FEIEFIRIFH
IEMRFFARE IR

ZHHEESE, TN RERIILEET S, B
TEMTEET SRR RUEFIZE StorageGRID R4t
FREMAIE, LDR RS HNIEERS.

HRER
gzl e
BETREEETR

HEETRAEFEN, EXTUBIRMFEMERY E StorageGRID £4t, B =Mi%EIn]
HESFE: RINEES, RINEREYT BZEMRINEET =

ANTFES

’é’l\ﬁﬁ%*ﬁ)ﬁi’ﬂiﬁﬂe—jﬁyﬂlzﬂ’ﬂ_ #EE. EXNRABRAFEMR. IREETRESNEFEREEHRLVTRAHE
, WAILUARINELIEIMERE, 2 WA XY B StorageGRID RA4HY5HER,

AINTEAET AR

FLE StorageGRID EEFET R (U1 SG6060 ) FIAZIFELFMHEL, NRER StorageGRID &&EEEY
RINEE, BRXY REIGRAFE, WA LURNEFEZRLUIENE 2. lﬁ%J'_' BXY & StorageGRID £4tHViR A,

EERNFET R

AT OB R INTEET mURIEINERE R E. RINEMERN, SIOFAZELSFUEDNN ILM MUFABTEERK, B5S
J”ﬁ?é?ﬂﬁ StorageGRID RZiH935 R,

iBxER
iR
EEEET S

StorageGRID #3ZFHNE NS I UBE—ITHEZNEET =

M AREETE A
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* ERAZITMEETR"

HREEEETR"

* EEREERGA"

* "BRBAPRSHAT
 "EETRNARRERIANER (IBRS%)
* "ECEEAE R iRyE"

FTAREETR

EETRAARERSEE, nEMASKEREFEERS. STHBRHLOAE—TEEET
=, HFEARAEERHRENIFEEETR, UEIRTFR.

ERIMSEERNA A FERE, SEEEZISEET S, SUEZIITNEERETS, SMEETAHBE
T— AR StorageGRID RAME, B2, HAFHAEEET RRITHIPEE,

BIET R RTAT X S3 # Swift ZFF immEH 1T EH T,
EETREEUTRS:

* AMS RS
* CMN fRs
* NMS AR
* Prometheus BRS3

* AHTEBENSUAMRS (BT S3 M Swift FFIRRE)

EET ALY IFEENBEFERZED (Management Application Program Interface , mgmt-APl) & IERE
W& EIE AP FFEF EIE APl B9IEK,

fra

E AMS RS
HIZBIEARS (Audit Management System , AMS ) IREAIRERSSENNEG,

42 CMN RS
FEEEETS (CMN) RSMEEEMEIRSAENEZMNMXIIENRSEEERE, b, CMN IRSIEH

FiEiTHEIEMRES. 81 StorageGRID BFEFRE—1 CMN fksS. H£E CMN lRSHNEET RMAEEE
TR

t4Z NMS RS

MEEERS ( Network Management System , NMS ) BRZNBIMEEIESS ( StorageGRID RFAE T A
WENAE) ETREE, IREMEERETRHZ R,

42 Prometheus RS

Prometheus ARZ3 MERE T = LIRSS UN S BT ] R B 1IFE TR
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HEER
" A MWEEIEAPI"

R I
R

A A
EAZITEETR

— StorageGRID ZA A UBELZIMEET R, XiF, BIFE—EETREIISE, &t
B LUIFE IS IEAIAC & StorageGRID &4,

MREETRAATA, NWEEMIERAE:, BiRNER (BRS%) Mk, RR{HERAEBEFHA@ERM

AutoSupport JHS. B, HESMEET RAIRMEKERBRIF, E@RA AutoSupport JHE BRI 4532
y MM EETRRHNERBIANSEFZIHEMEETN <.

S &8 88

Client Client Client Client Client Client

- L)

— Primary Admin Node —Admin Node
- Jh
T Attribute data
Attribute data —Other Grid Nodes

l%-._

MREETRHIKE, sJLUBE MG ZH4EEFNEE StorageGRID R%::

* Web B i a] UEMERIEAEMTANEET .
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* MREZAREEREETEIAMEETRA, M Web B ime] LIAKEEEER HA HRVENL 1P #uibifp Mg E
EIRaiE B,

£ HA R, MREEE T RUUIKEE, R, BAYTE HA HBYEIL 1P itk
FEEBIAFNS— M EETREERER.

FLMrESREFREEET AT, NRFEETSHIKE, NSTAEREH#HITRE
StorageGRID Z2AA BEEFM TR IEFIETo

BEXES

"EIEE T AR

MEXFEEDTR

FEIETARIEE CMN RS, R diZReEfRAEEET AT,

BEENRA
* ATE R SR S 2R B R B MR B 1R AR
S BB EIARNAR.

p
1. R 2> T RS> WREIN.
2. %) site M EETNR. RAERE 4 BEFRIMIHETRIHEET S ERERRS.

FEETRIEE CMN RS,

3. NRIEETHAFIEE CVN RS, BREHMEET S,

PEREER A

INRIEH StorageGRID ﬁB%@’a‘%’vﬁ‘%‘ﬁ*ﬁ, 1, WA LUEEFEHADNEET RSB E T
RixFo. AINBRT, RAZERETEETR, EANEETN REAUUEEERIEZT.

BEENAR
* B ERZIFEN R 2B R BN E RS,
B M BB ERIEIRIN R,

KXTFULES
"BE*RSISE B AT TIHET 7 SReFERFEEREANEET R, MNBER FTERETEETR.

FEBRGREET, RABERHFAT LS TEA:

* AutoSupport JHE
* SNMP &%
© EiR BT Hp
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- BREFHE (HRS)

;E%, FRrEEMERETR (FARESHR) HBEERRXSE. ORQNFRE, FRAHFAEULREXLER
o

EUTERT, EEAHFANERLM NG gL IXE:
* IREETRWULER "islanded” ", WEELZFAMEBEAEABIEALZE, HEFTEIWEZD

BAIEZR,
* ERRMGARNEEEL T AFRRNER I LXENE, BERFARRESIENRSELIXENBIEES.
MREEZXMIFR, AJRRSAZEENEN, SFRAXFATBRINZEIEELZHANEIRN, ERFELERE
A,

@ A ERBAIF AutoSupport JHERY, FIEEET RESRENIRNEFHbH, TNHERER
B, EBAERIESMEET R UEIEERE,

p
1. SR EE>RAIRE > BRIET,
2. NEREIR S, W %D
3. NTHIFIRAEERERENERREHFNEET =,

Display Options
Updated: 2017-08-20 18:231:10 MDT

Current Sender ADMIN-DCA-ADMA

Preferred Sender I ADMIMN-DCA-ADIMA | ;|
GUI Inactivity Timeout |9[J[J

Natification Suppress All r

Apply Changes .

4 BENAEN .
EETRIRENBAINEEZ A

ERBAIRSHEAT

BEET R EANMSIRS =ABMFARSS 88 A X @M. ErILIEREOS|EIE EEE NMS iR
SHEAPRS R EBRIAT IR

BipniEAs|EmmE. HER > TAE> Wi &fE, &F*itx > EETR _*>*NMS* > * &

A5/,
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| Overview '|, Alarms Reports Configuration

Wain

Overview: NMS (170-176) - Interface Engine

Updated; 2008.0308 10:12 17 POT
NMS interfaca Engine Status Connected IR
Connected Semvices 15 :
E-mail Notification Events
E-mail Motifications Status Mo Errars L | g
E-mail Motifications Queved: 0 s
Database Connection Pool
Maamum Supponed Capacity 100 H
Remaining Capacity 895 % i &y
Active Connections: 5 3

WALET B FER @RI AT TR, HIRMA IR Z N &KX EIBB A ARSS 25, SIREIMEE (FIANMSEEZEIR
) >, ARAESHAEBNBERARSS SRR, WRIEEMERLKXZB RS SFAVIRIERFE 60 70, WNR
BAIE 60 BERREEIMBAIRS S, WBMENBRABITRES, HttE Aol &t F—NEx. mIEm
AILAMGEHI AT R RIBRTIA &%, Rlt, EAREEMOERT, ARIMALER. WNFERMEATIHRERTR
Rix, Wik o (BFERHERNRS) REER.

BEETRIMEERERIANER (IBFRS5)

E—TEEDR CMIAERE, BERIAVERTSERZHTARMEETR. BFHIAR
SEFFEMEETR, AEXNFEMNEETR, NRHEIMYEI SRR,

TEER Web P IREY, XMERFEER. RIEEERMNFR, Web FFIHFILIEBRER StorageGRID &
SRE

W7 B storageGRID Webscale Deployment W37 P StorageGRID Webscale Deployment
-l Data Center 1 -4\ Data Center 1
= ‘ DC1-ADN1 - & oci-aom
- ) ssu - ) ssu
l S Ans I o ANS
l -5 cuN l -5 cun
B -4 NMS B -4 NMS
-y DC1-51 -4y DC1-51
-4y DC1-S2 -y DC1-52
- ffly DC1-53 (- ¢fly DC1-53
-l DC1-54 -4 DC1-54
-y DC1-GW1 - DC1-GW1
-4 Data Center 2 -4 Data Center 2

BAER, BARMREFIARNEET RAERN,

214



Ao & B %% P imih e

BETRBIEZEERS (Audit Management System , AMS ) BRSBEFIBEHEIZIER
SREHFICRITBIEZHEZHRNBEEXEF, ZXHSERERNANEESINEETR
., ATEFHESEZEE, EUEERFiEX CIFS #1 NFS BB ZHEZRIA R,

StorageGRID AARERBEEWIARP EERHFEZEREABSXHZAIERXEHS, HEEZ—HERSH
HBA, EEI AMS BRSS ARl AA R4 AR SS T AR H# AT A Lk

BXFMER. BN T HEHEZH BRI,

()  WREALUEEER CIFS 3 NFS , B NFS

()  ExmBT CIFS/Samba #TEHS, FHIEERRE StorageGRID AR

NCIFSELE T Fin

BFEEHEZEPIRIIRES R BURTEMIRIESA: Windows T{EZHEL Windows
Active Directory (AD) ., FilfE, EZREEZRENBAANRIELE,

(D)  ExmiE CIFs/Samba #TEIZSHE, FRIERFS StorageGRID KRARHIE,

S
"FHRIRE"

A TRARCERZE P iR

%} StorageGRID EBEBHREMPRFILHSNEMEETRRATIIRETE

BEENAR
s IBWIEAR Passwords. txt EBroot/admintik P ZZES IS4 (A7 LR R E i E),
s EMTER Configuration. txt X (TE LERRGEHIRH).

KT IAES
EF MA@ CIFS/Samba #1TEHIZFH, FEEREKD StorageGRID hrzsH Bk,

pAL
1. BRFETEENR:

a. BMNLLTFA<: ssh admin@primary Admin Node IP
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b. M NPFIHAIZER Passwords. txt X
C. AN et root: su -
d. I NFF|HEAIZERS Passwords . txt X5

HrootAR BMERE. ITRFRMEN $ to #o
2. WIAFREIRSERSIINIEREIETHERIE: storagegrid-status
NRPIBERSIIRIGITHRIGIE, BRI, AFHEHEE,

3‘ ﬁ@ﬁ%\?ij ﬁ * o Ctr|+* o C* o
4. BEICIFSECEXRFTEF: config cifs.rb

add-audit-share set-authentication validate-config
help

exit

enable-disable-share set-netbios-name

add-user-to-share join-domain

modify-group remove-password-server

I | I
I | I
I | I
| remove-user-from-share | add-password-server |
I | I
| | add-wins-server |
I | I

remove-wins-server

3. 7 Windows T{E4HIZE B 14503 :
MNEBIEESMRIE, WEETR—REBIER, NRBERESNEIE, BEET—T,

a. N ... set-authentication

b. HARFIRRIEREWindows TELHT Active Directoryff. #IN: workgroup
c. HIMERE. MATIEEANEI: workgroup name

d. HIIRREY. BIEEEXHINetBIOSEMR: netbios name

=%
BN UERBEETRMIENEER NetBIOS B/,

LER AR EH S E) Samba ARSGFEBEHNAEN, IHEEFEERE—DHEIE, KRESMINIEE, FMNHEZ
& F o

a. IR, BN
LR 2R CIFS BRE LR,
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o

®

IR
IR REY
IR REY,
IR RS
f. HIURTREY,

e o U

o

BN ... add-audit-share

\Ezl EEJJ/?EHWJ o

ANAPSA: user

MNEZFAP®&: audit user name
WNBZBFPNERS: password
EANE—ZBLIHITHIA. password
BB

LB R CIFS BeE S ER.

() xEWAER. EFEXERERSH

7 MRASTRARARREZHEE, BRNEMAR:

a. i\ ... add-user-to-share

IR EREBAHEENRSIIR,

b. HINIZREY.
C. HINEREY.

& group

MAEIZS

HENRS share number

NP4 user

d. HIEREY. MANBEZBAPRANRIR: audit user or audit group

e. hIRRAY,

BNt

B 7 CIFS BeE S ER.

f WENGREEZHEENS M EMARRAEEXEFIE,

8. (ATi)RILEHIEE:

LRI EH BRX RS

Can't find
Can't find
Can't find
Can't find

rlimit max:

(16384)

a. HIRREY,
lig:NESR

include
include
include

include

validate-config

Il_a\ﬂ L/(k%i‘mlh\mgl’x—F\;ﬁlﬁ\ :

file /etc/samba/includes/cifs-interfaces.inc
file /etc/samba/includes/cifs-filesystem.inc
file /etc/samba/includes/cifs-custom-config.inc
file /etc/samba/includes/cifs-shares.inc

increasing rlimit max (1024) to minimum Windows limit

BN

HIZE PRI S,
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b. HIERET, & * AN *o
IHENE 2R CIFS Be&E S AIER,
9. XHACIFSECESEATEF: exit

10. ErSambafRsS: service smbd start

. 412 StorageGRID BER B MR, BRET—H.
&
HE, MR StorageGRID HEDIEE ML ANEET S, WIREEEEAXLHELT

):(1—
4

a. IMEERIhENEET S
L AL T#<: ssh admin@Rgrid node IP
ii. SNAPFIHAZER Passwords . txt XHF
iii. 3N T enSt#Elroot: su -
v. ENPFIERIZERS Passwords. txt X
b. B8 RS BAG I MNEET REEEHZLER,
C. XHIZEL £ Shel BRFZEEET R exit
12. ME<$ShelldiEH: exit
BXES
"FHRIR

JHActive Directoryft B B 1% F s
Xf StorageGRID ZEFREMFPIRRFIZLHENESNEET RHITIHRELTE .
BRENAR
* IBATEA Passwords. txt EGroot/adminti R RS HI S (AT L3RR G B R E),
* IEMEBCIFS Active Directory i P & F1Z5H,
B AR configuration. txt XH(TELRREEHIRM),

(D  E#mBY CIFs/Samba #TEZSE, HIBIERRN StorageGRID KA HHIF,

3
1. BRI ETEETS
a. MALUTF®%: ssh admin@primary Admin Node IP
b. #NFFIHEYEERD Passwords . txt X
C. WAL T an < root: su -
d. NPT HAIZR Passwords . txt X
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HlrootlBF BHERE. 1IRTFTRMER $ to #o
2. WAFRERSHVRSHYNIEEEITHERIE: storagegrid-status
WMRFAEIRSBIIRBITHRIIE, BRI, AEBE,

i&.@ﬁ%?ﬁ) B*, Ctrl+*, c*o

3.
4. BEICIFSECEXATEF: config cifs.rb

add-audit-share set-authentication validate-config
help

exit

enable-disable-share set-netbios—-name

add-user-to-share join-domain

modify-group remove-password-server

| | |
I | I
I | I
| remove-user-from-share | add-password-server |
I | I
| | add-wins-server |
| | |

remove-wins-server

5. JActive Directoryi& B ZHIIE: set-authentication

FEARZHEER, EONERNEZEFiIRZAIRES NI, NRBIGESMRIE, WEER—FENHE
/§\o QD%E-I'Q%%{%E@'HE: i%i%?:_]:_ﬁo

a. YARSIZTELRE T fE4ATH Active Directoryft: ad
b. HIRRES, HANAD MBI (FEIHR)

c. HIEREY, WNFITHIZREY IP H#i4ksy DNS EHE,
d. HIMERET, MATENEEE,

ERAAREFHE,
e. RSB winbind 21T, A ¥,
winbind FAFf#tfr AD BRSS22FRIAFMARER.

f. HIRREY, %I NetBIOS Z#F,
g HIURRE, LN,

B 7 CIFS BeE S ER.

6. N :
a. .NRFERBEN. BERECIFSECESLAIER . config cifs.rb
b. IMANE: Jjoin-domain
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C. AZZERENREET R AMEENEMAEMS MRILEET RITAIRIMALE. B8N no

d. HIMEREY, FRMERERMNAF®. administrator username

Hr: administrator username CIFS Active DirectorylFP &, A &StorageGRID AF &o
e. HIETAY. BIRMEIERTIY. administrator password

X administrator password s2CIFS Active Directory A #. MA&StorageGRID %5,
f HIMETRE, B8N,

LB B/~ CIFS BRELRRER.

7. SR T EIEMIING:
a. fiIAN: join-domain
b. HRFIRTMIHARSRHFERES AN BERRAN. BN v

MRIEUEIEE "join is OK , * " you have successfully joined the domain. Z1R KU E LM, JEEIH
R E S MIIEHEMMNIH,

C. hIFRRET, B *HN o
B R CIFS BeE S ER.

8. ANEZFE It add-audit-share
a. HRASKRTERMAFHARN. BN user
b. YUAFRTEWMNFZAF BN, BRANFZAF &,
C. HIIRREY, 3 * AN~

LR 2R CIFS BRESEAER.
0. MRAFLTRFAHAHBEZEZ. BERMEMAF . add-user-to-share
IR EREBRARENERSIIR.

a. MABEZSHEZENES.
b. YRFIREHRIMAF AR, BAN: group

AR ERNEZER T,

C. HRSIRTIEMANFEIZARZIE, WANFZAF AR,
d. HIURTES, & * BN "o

B 7R CIFS BCESSRiER.

e WHENLREZAZNS M EMBANEASE TR,
10. (A[E)IIEEMIECE . validate-config
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LRI EH B TRX LRSS, G UREMBERUTHEE !

c RARBEXH /etc/samba/includes/cifs-interfaces.inc

c ARNBEXH /etc/samba/includes/cifs-filesystem. inc

° HAEIBEXMH /etc/samba/includes/cifs-interfaces.inc

c RARNBEXH /etc/samba/includes/cifs-custom-config.inc
c ARNBEXH /etc/samba/includes/cifs-shares.inc

° flimit_max : ¥ rlimit_max (1024 ) #EANZEIF/)\ Windows FRH| (16384 )

@ IBIEIEE "security=ads" 5 "password server" SHEESEA. (BRINBRT,

ZERIMEEKRRIIER DC) -
I WIS, %A UEREZEFIREEE,
ii. HIERREY, AN
B 7R CIFS BCESLRiER.

M. XFICIFSECELRIERF: exit
12. Y1 StorageGRID HPERHE LS, BHEF—F.

4

&, 90R StorageGRID BERIFEMIE AN EET =, WRIEEESHAXLEHZEE:

a. EIEERILANEETS:
i N TF®%: ssh admin@grid node IP
ii. 3NFBYIHAIZEE Passwords . txt XfF
iil. SN AR Iroot: su -
V. SNFFIHAIZERD Passwords . txt XfF
b. B8 FRFBABMEETHAREFZHE,
C. XHITIZLLShel BFRIBET R exit
13. M#En<ShelldER: exit
HXER
"FHRERE"

R P SRIIBICIFS B S
TR LU A R SRR S AD B1RI8IESEMRY CIFS B =,

BRENAR
s ENTER Passwords. txt EBroot/admintik P ZZ 3 Y4 (RI1E LR R B E]),

Samba
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s EMTER Configuration. txt XH(TE LERIRGEHIZME).

RFUIES
UTRESPR ERTS AD SMEIEEREZER,

()  ExmiE CIFs/Samba #THXSHE, FHIEFRRE StorageGRID KRR,

T
1. BRIEEED R
a. AL TE%: ssh admin@primary Admin Node IP
b. 3 NHFIHAIEERS Passwords . txt X
C. AU T an <L root: su -
d. AT HAIZERS Passwords . txt X

HrootAP BIERE. RRFFRHMEN $ to 4o
2. BINFRE RS PPIRSIAEEEITHERIE, A ... storagegrid-status
WRFABEIRSBIIRIBITHARIIE, BRI, ARBYE,

3. RE&HLTT, #&*, Ctrl+*s c*o

4. BEICIFSECESLAEF: config cifs.rb

add-audit-share set-authentication validate-config
help

exit

enable-disable-share set-netbios-name

add-user-to-share join-domain

modify-group remove-password-server

add-wins-server

I | I
| | |
I | I
| remove-user-from-share | add-password-server |
| | |
I | I
| | remove-wins-server |

5 FFEARMABF 4. add-user-to-share
A 2 RERBENEZHEZNRES IR,

6. HIRTE. WMAEZREZ(FHiZ-SH)NHES: audit share number
AARANEEBER T AP A LR ZHEZ R RIER,

7. BIWRRE. AIMBAFEA: user 3 group
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8. HRSJRTERAIL AD REZHZMNAF AR, BHRALZT,

AP SR F RN ERIZHZR RN EI RS REVURIERSM CIFS RS RYOFEMME Samba EcE
, LUER P SHREBB RN RRE P imt =,

0. MRS, BN
LB R CIFS BRE SR ER.

10. ENAREZAZNEINAFPHAEAES LRDE,
M. (ANHE)IIEEMECE: validate-config

RN EH ETXERS. ERIUREMZERUTHES:

° 3 ARZF| include X /etc/sambalincludes/cifs-interfaces.inc
° 3 ARE| include X /etc/sambalincludesi/cifs-filesystem.inc
> A Z include 3Xf4 /etc/sambalincludes/cifs-custom-config.inc
° 3 ARE| include Xff /etc/sambalincludes/cifs-shares.inc
i HIERET, &N * LB REZE PGS,
ii. HIRRBY, BN
12. XACIFSECESEER: exit
8. MERSHERAHMBEZEE, WTFAMR:
° 901 StorageGRID HE R BN ILR, BEET—T,
° 9NR StorageGRID HEEIFHMIERHNEET R, FRESFERAXLHZHER!
L EEERISMNEET A
A BN E9: ssh admin@grid node IP
B. S NFFIHAYZEY Passwords. txt X
C. WAL TSR Eroot: su -
D. S NFFIHAIZRS Passwords . txt X
i. B8 FRFBHESNEETREEFEZHEE,
iii. XAINELLShelBZFRIEEEETR: exit

14. Men<SShelliEsH: exit
MCIFSEZSZeh b 34
EARgERRA R EZRENRE—TRA P 34,

BEENHNES
* BTNEE Passwords. txt B&rootik P ZRERI (AT 7E LRI G EHE]),

s SRR Configuration. txt X (TE LARRGEHIRME).
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*?ﬂtﬁﬂ
BEF @i CIFS/Samba #1THZSH, FHIGTERRM StorageGRID A+ filfx,

p

1. BRI FEENR

a. AL T2 ssh admin@primary Admin Node IP
b. BN FIHIEE Passwords. txt X

C. WA T <) Eroot: su -

d. AFRYIERIERD Passwords . txt X

HrootAP BMERGE. RRFTRHMEN $ to 4o

2. BEICIFSECELAEF: config cifs.rb

add-audit-share set-authentication validate-config

| | | |
| enable-disable-share | set-netbios-name | help |
| add-user-to-share | join-domain | exit |
| remove-user-from-share | add-password-server | |
| modify-group | remove-password-server | |
| | add-wins-server | |
| | remove-wins-server | |
3. Fﬁéﬂﬂ”ﬁ%ﬁﬁ)ﬁﬁﬁéﬂi remove-user—-from-share
LEEPE BR— M RSYIR, EFRIHTEEDTRNAIRSEZERZ, HZEEHREH audit-export o

4. BMNBEZHEZENHRS: audit share number

HBARASGIETMBRE P 4R user T group

LB R BB A ZR AP AR S TIR.

6. WASERFRHIAF AN NAETF . number

IR EREZER, FERBATAFSANRLEZER, fl:
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Enabled shares
1. audit-export
Select the share to change: 1
Remove user or group? [User/group]: User
Valid users for this share
1. audituser
2. newaudituser
Select the user to remove: 1

Removed user "audituser" from share "audit-export".

Press return to continue.

7. XHACIFSECESEAIER: exit
8. 1R StorageGRID FEBCFEHMILmHNEET R, BHREFEEES NLREAEZES,
0. EETEM/E. MEB T a<ShelldiEl: exit

BXER
"FHRAR

FUCIFSHAZ AP RABH
@RI LSS AN A P S B H MIBRIB AR R 8Bk E LR CIFS Bzt =R AP EB R R,

KXFUIES
BF @Y CIFS/Samba #1THZFH, FHRFFERNKAEY StorageGRID hitZ<HllfFo

p
1. BRIV E BNV R AR EZEEF,
2. MFRIBFF 84E & FFo

EESE
FHREE

"R S ARINEICIFSEZEER"
"MCIFSEZE =R AF A"
ISIFCIFSEZER

HZEZENRR. BSXATHITENNAREREE, RIERSEITAXE. 1A,
HiZBEXHEE ERE Windows HIREESEEOPERBINIE, WIEEREE, XHRA
&M
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7INFSEC & B F i
HZEZERAARIERE,
s BAIEHE Passwords . txt EBFroot/adminZ BRI 4 (AT 7E LR R EHE]),
* SRR Configuration. txt X (TE LARRGEHIRME).
© HRZE P IRSEANFSHRZS3 (NFSV3),
X FIES
%t StorageGRID FEHFEMNFRRHILEENENEETRRITIIHRELE
il
1. BRIEEED
a. BANLLFEr<: ssh admin@primary Admin Node IP
b. I NPFIH A Passwords. txt X
C. AT ap<tIiEEroot: su -
d. I NFF|HAIZRS Passwords . txt X&

HrootAR BMERE. RN EN $ to 4o
2. WINFRE RS PRSI A IEEEITHERIE, N ... storagegrid-status
WRERIARSS K5 "Running or Verifified (IETEE{THEIIE) ", BLARNRA, REEHE

3. REFERLTT. ¥ *o Ctrl+*,
4. Boh NFS BCESLA#ERF. WA ... config nfs.rb

add-audit-share add-ip-to-share validate-config

enable-disable-share remove-ip-from-share refresh-config

| |
| |
| help |
| exit |

5 FINE %EF M. add-audit-share
a. IR, MAEZEPRNEZEZIPHIAEHKIPHIASEE: client IP address
b. IR, & * BN o

6. MRAFLS N EZEFPIHIFRFEZEEZ. BERNEMAFNIPHILL: add-ip-to-share

a. MNEZHZENSRS: audit share number
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b. HIURREY, BNFIZEFIHEZEZIPHILLSKIPHIUSERE: client IP address
C. HIMRRES, & HN o
AR 27 NFS BB SKRER.
d. WENFREREZNEME I ERERIREEXLEFSRE,
7. (Ai%) WIEEMERRE.
a. WAMTHSA: validate-config

BRI EH B RX RS
b. HIMRTES, & * Ao
IR 27 NFS BCE SERER

C. XHINFSECESSATER: exit
8. HE BT W AEHMIL R B AHEZHEE,
° YN StorageGRID HERENMILR, BERET—F,
° Y1 StorageGRID HECIEEMILSANEET =, BREZESAXEHEZEE:
L REE RSN EET R
A N2 ssh admin@grid node IP
B. 3 NAFIHAIEERS Passwords . txt X
C. WA TS lroot: su -
D. ANPFIHAIZERS Passwords. txt X
i. B8 FRSBAEIHMNEERET RRREFZHEER,
iil. XIFZERE Shell ERFTREET o WA ... exit
9. Mar<ShelliEsH: exit
NFS BiZE FIHERIEHE IP Ml RS B IZHZRAENR, B NFS B P IiH 1P bR
HERREZE PR HEEIEZHHENR, EBIHIRATRZEF iKY IP HiRBIFRZE S

uffﬁo

RINFSE1ZE P ImARINE R L=

NFS BizZ P imiRIER IP ARG EZHEZRILENR, BIREH NFS HizE P i
BY IP AR INZEZH R, FEZHEZERIRERIRRE FL412% F o

BEENHNE
s BB Passwords. txt EGroot/adminti R ZZEB A (AT LR ER G B R E),
BB SE configuration. txt XHFFE LR EEHIEMH),

* BHIRE PG TUERANFSHRAS3 (NFSV3),
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T8
1. R ETEENR:
a. WALIT#<: ssh admin@primary Admin Node IP
b. HNAPFIHEEERD Passwords . txt X
C. AL R et Elroot: su -
d. NS HAIZERS Passwords . txt XM

HUrootAIF BMMERE. RAFFEMEN $ to 4o

2. BoINFSEEELATEF: config nfs.rb

add-audit-share | add-ip-to-share validate-config
enable-disable-share | remove-ip-from-share refresh-config
| help
| exit

w

. B ... add-ip-to-share

LA EREEET S EEBAN NFS ERERYIR, EZHZESIHA: /var/local/audit/export

N

- WANBERHEENERS . audit share number

- HIRREY. MAERKEFIREZEZIPHILESIPHAUSEE: client IP address

)]

RS, BRI ARINE R EH,

»

- HIURTREY, RN

BT 2R NFS BRE SRR

~

- W AMEEZAZFNES N EREFIREE LRT R,

- (AR)IRIEERECE: validate-config

[o¢]

LR E H BiX AR SS
a. II:HI)HL:TIE/-.T_\HT.I-5 E * 5@)\ * o

LB 27~ NFS BCE SERERF-

[(e]

- XFINFSECELFBIERF: exit
10. Y1 StorageGRID HERH LS, BHEF—F.
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&N, 3R StorageGRID BERFHMMLRHNEET R, NALUREFEEEEAXLEHFZHAE!

a. MIEERIANEET =
L AL T®%: ssh admin@grid node IP
ii. SNFFIHAIZERS Passwords . txt X{HF
iii. FNIA T enStI#RElroot: su -
V. SNFFIHAIZERD Passwords . txt X1
b. EE FRTBNENEETREEFZHER,
C. XFIZIELEShel BRITEEET A exit
1. ME2ShelliER: exit

IOIENFSERIZEERY
FCEBEZEZHARIN NFS EEPinE, EoEHEZERIHEZEHIIEXEXXHEE

AT MBI S .

p
1. EARE AVS IRSMNEET RNE S 1P tlbI0iFEE (HEBEFIHRAKNEE) o BN ... ping

IP address
WIEARSS SR BN, 5T ER.
2. ERERATEFARRFRAFNMSEREZUIRZR, Linux mRflR (E—ITHEAN) ¢

mount -t nfs -o hard,intr Admin Node IP address:/var/local/audit/export
myAudit

EAEE AMS IRESMNEIET R/ IP Ut IR EZRAFZNTE X HZZR, EHRAUER P mEEaEm
BRI, myAudit EE—PESH),

3. BN HBERMERZEZIHR, B ... 1s myAudit /*

Heh: myaudit REZHENEHR. NEDTIH—MEEXH

MEZEZPRIFENFSEHZE P i

NFS BiZE i iRIEHE IP MUbREN EZHZRIHRAIR, &0 LI iERILA BHix
P inkY P bR PRI P .

BEENRS
s BAIEHE Passwords . txt EHFroot/admintik P BRI {4 (AT 7E BRI S E]),
s BWNER configuration. txt j(fq:(T:EJ:ﬁE'A_'{q:@EP?IEI'ET#)o

KXTFULES
EREMEF AP EZEZENRE— IP ik,
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g
1. BRI FEENS:
a. MALAF8<. ssh admin@primary Admin Node IP
b. AT Passwords. txt X
C. BALITap <t root: su -
d. AFRTIERERD Passwords. txt X

Hroot AR BMERE. IRTRFTEMTR S to #

2. BEINFSECESLA 2R config nfs.rb

add-audit-share | add-ip-to-share validate-config
enable-disable-share | remove-ip-from-share refresh-config
| help
| exit

3. MEZHEZFHIBRIPHILL: remove-ip-from-share

LEENE B RiRS 2 LREENERHEZENRS YR, FZHEZIIHA: /var/local/audit/export

N

- MANSEZHEEXRNEVEF: audit share number

LB B R AR EREER IP #lIRRS 5K,

($)]

- NS EMIFRRY 1P #thik 3 ATERF
RS EREREZAER, FETBAVERALL IP #UtREREZE P isH TR,

(e}

- HIMRTRES, %At

LB 27~ NFS BCE SERERF

~

- XHFINFSECELFTERF: exit

- JNRIER] StorageGRID BB AZHRIFEF LIERIBE, MEMER LEEZEETR, BREFERAXLE
HiZHE!

a. mIEF RIS MEANEETS:
i N TF®<: ssh admin@grid node IP
ii. 3NFBYIHAIEERD Passwords . txt X1
iii. FANLUTESIESlroot: su -

(o]
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iv. FNPFHEBERS Passwords . txt X5
b. B8 FRALBEAE N WMEED REEHEZHER,
C. XHIIZIER2ShelBRFIZIEEE TR exit
9. MEnLShelliEsH: exit
BECANFSHRIZE P ik AIPHEE
1. @A NFS BRIZHZAI0H P ik,
2. fIBRERYA 1P it

BXER
"RINFSEIZE P in N EI izt ="

"MERIZHE Z RRIFENFSEHZE F in"

BEIIET R

& o] LUERER I T = 2ZE StorageGRID 2SN IR OIS, LUEEZEIBR
SNER)ANSTERER S5 fHIS0Tivoli Storage Manager (TSM)s

FcE SN BRRYER S, ERILIECEIETI R LALIE TSM 1468, 7 TSM BRSS 288 EROAEA ] BRI
TRE, UREEEFHNRIZE, BEJUNARTRIGEEEXER.

* AT R
* "REPAET RS IS EFMERIER"
*AEARTRIKEEEXER"

* "&Ef Tivoli Storage Manager"

FARIAET =R

ST REEM T — MR, BRILLEZRORINENIEFRER G KRE RN R UE
HB1R. AT RESEITIEZ UK StorageGRID R4t 5 BARIMNBIIEEFE RS 2 B8
R IRl
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'm - Crid Topology | Cverview \| Alarms Reports Configuration

|ﬂ] StorageGRO Webscale Deployment ik
£ ,‘. Data Center 1 .
7 @ oo aoursu e Overview: ARC (DC1-ARC1-98-165) - ARC
J ,‘D{H-G{ SRABT Updsted: 20150530 10:25:18 POT
;| & DC1-51.98.162
L] DC1-52.98-163 ,
‘ ARC State Online =]
L ‘ I ARC Status Mo Erors =
1 Twali Storage Manager State Online _ﬂ?
Tivoli Storage Manager Status Mo Emors =iy
Store Siste Online 5?
Stare Status No Errors = e
Retrieve Siate Online E:‘?
Rastriove Status Mo Ermrors =Yy
Inbound Replication Status No Emors =Y
Outbound Replication Status Mo Errors &5

)
ﬁ‘ Data Center 3
Node Information

Device Typa Archive Mode

Varsion 10.2.0

Build 20150928.2133.a27b3ab
Node 1D 19002524

Site 1D 10

ToERBRMERE R R BN RERIERT LABERS MF T mBVIRAS AR S, ABERSMHFINDIIEFME. MR
SRR IS EIEESIET O ERNART R UKREE ILM ALNKSSIRY, EXLEANF, )3T =
BEARBREGRRN " BIR "o IRTRAIERAIENRBELS; XehEd M IRELI.

() AgTsEFRE, ELRBERFETAL,

+42 ARC-Service

3445 = BYY3E (Archive Node\ ARC-) IREBIRET—EERE. B LUER LR mAD
B SIMERFIIEAE(BIE0. B TSMAR a4 EE R ) BV EE.

ER— A S/MNBIAIMEFEEAZRENNARERFIRS, BT AL EELGEXINREE, FERPIRNBERIEK
I REFHRITIOR, YR IHNAREFIERAETRES, ZET 22 M ARC-Service IR MR EIE. ARC-
Service KAIMBIIEEFEFERAZLRHIER, ZRASORIFGKRINSREIBEFHFEHLIXEI ARC-Service o ItbN A
FRES|2RIEMRBIEHBEEZAIEET S, AEEET SN RIRER)ERNE PN BIEF.

B TSM ARElH X REIR) I EIELFINER A LUHITERR, LIRSNENE, AJUIHERHITHIRE, UER

[E—IiFIE RGP FAETE T LN R RS, BRBHNSFFRREEF GRS, RIBIFEIRENRE, LU
ER M EX R EE LRI REIZTMERK,

BB R 5 IR ERER
RIS RECE N SN ERERY . AUEFEBIREEL,

StorageGRID AL IFEESHEO R MR IR EI =, S@EI Tivoli Storage Manager (TSM)H a4 X R £k
bEl R =El

(D) nosARBEIHERRLE. TAEM BT

* "&BES3 APIFSE =
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* "EI TSMA B I B
*REAETRIERIZE"
* REAETRES

1EIES3 APIAYEI=

,dk__[LX’l—r')ﬂ*é%ﬁ@E%ﬁE?%i_ﬁiu Amazon Web Services (AWS ) A& S3 API
%1% 3| StorageGRID Z2FARMERIEMARSR,

@ T S3 AP FXRMIARTI RIS shEISMBAIREFERAER ILM SEMEHFIE, ErRHE
ZIEE, HASHs * ol - EREMHERS (S3) *i&EW, (BEREEENKELEFEL.

ﬁu%"‘éﬁuIEfﬁﬁHEﬁ SHE - BRFH#ERS (S3) *®INPFINT S, BEEENRIBESEFED,
BENEXBYEEEG AR EEREEN R,

HxXER

“EH LM BIERR"

BCES3 APIRVIEIZIRE

W%Eﬁ%SBEDLEﬂHE%H,WE@MES&NN%L%&EOTEEL“&EZ
A1, BTTESINPIEFREAGHITRIES, Fik, ARC-Service BIRIFEEEHRINTS,

B S3 AP X R M TI RS shEISMB IR EFERAER ILM z:T?ﬁ%/(ﬂFﬁEYﬁ, E R HE
ZIEe. A * DB - MREMHERSS (S3) * &k, EERIEEEREHaFiEb.

®

MRELUMEEERAS * o0 fE - BREEMERS (S3) *EINAMTR, BEERNRES
NEiEt. FENAXBEIER EmAREEREENRINRA.

ERBHONE
© EATE A ST IE RN BT 28 B R EIMAS B TR,
* BATABRERIAER,
T MEE BN IEE RS L OIEFEME DR
° WEESBEMMERTF—NAINT R, EREHEMAIET AREMNBRFER,
° MIATFESD BIEFE S EREAE N X,
° NTETFMES EREL B P E R AT,
* WIBANRDE. HFESRADBERR/NMAFUNFEFTF4.5GIB (4. 831, 838. 208F i), FNRfEF S3 1
FIMBIILTEME RS, EBIULLER S3 APl IERIGEK,
g
1. &> T A>*MERIN,
2. AT 2 ARC/B 1T
S EEFEERE > £,
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Overview Alarms Reports | Configuration ‘\

Wain Alarms

Configuration: ARC (98-127) - Target

Updated: 2015-09-24 15:48:22 PDT

Target Type Cloud Tiering - Simple Storage Service (53) LI

Cloud Tiering ($3) Account

Bucket Name name
Region Virginia or Pacific Morthwest (us-east-1) LI
Endpaoint hitps:/10.10.10.123:8082 ™ Use AWS
Endpoint Authentication r

Access Key ABCD123EFG45AB

Secret Access Key ssssee

Storage Class Standard (Default) LI

Apply Changes .
4. MBEREBETHFIRFIERE * =HE - BREFHERS (S3) *.
() SemsmErsE, REREATR.

S. EE=ZE (S3) kP, AT B IZKF EESZ R S3 NEMRIMNEIREER A,
IOIE ENASHFRBEFSEREN. TEANABTHRFEESNFR.

o *HIX * i RTEIEER * (ER AWST BYRI A, AR S TR 0E 3 B RV X I IL AL,

o *ieS * ] * EF AWS* : 33F Amazon Web Services (AWS) , iH%ER * EH AWS* , 2AfE, R4
SIRIE " SBRBM A " X " BEBMA s EHRHA URL. fli:
https://bucket.region.amazonaws.com
FFIEAWS B1F, RAREFEIENARZN URL, 8iFiHOS, 5I90:

https://system.com:1080

° * IR BHWIE . BIABRTATERRS. MRMDIEFERFHINEZEAERN, el UBUHES
LB ENE, LUENBARIMNDIEEFERAERRSR SSLIEBMEMNRILIE, WR StorageGRID R4EHY
ST RAIREMAEEELE, ARRSGEE T ARERIES, NARHEREIFEE,

o *FEK L R AE BON) C EAENEME. XA TERIZENNRIERE *FBETR o * TR
D RIRRARAER AN, FRRAISEE. WIRBRAEEERSZ StorageGRID RARISZ—1SEHI, M0
REEMRKE LHANREER TR, W - 243 * BT BRAS LB ZNREEN S
B
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6. B AENR .
AERHIHEENREIREHIGENAT StorageGRID £4. EEEE, TAENBT.

HEER
A ILM BIENR"

1E24S3 APINNIEIZIRE

RIIETREENEY S3 AP EREIIMAIBEFEASRE, WRERLEZN, &AL
B EIRE,

ERENNE
© BB R B E RIS GRS,

* BUTEBRERNIAIER.

XFIAES

YNSREEEL Cloud Tiering (S3) A, MHTHHIRAF HREENFEDERERRE / GinRNR, SEkETH
T RAFEDRENBFTE TR,

T

1 &R T RS> RRIEIM,
2. EF)AIT = _* ARRB TR,

3. *ERE > E*,

4‘5&'
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Overview Alarms Reports | Configuration ‘\

Wain Alarms

Configuration: ARC (98-127) - Target

Updated: 2015-09-24 15:48:22 PDT

Target Type Cloud Tiering - Simple Storage Service (53) LI

Cloud Tiering ($3) Account

Bucket Name name

Region Virginia or Pacific Morthwest (us-east-1) LI
Endpaoint hitps:/10.10.10.123:8082 ™ Use AWS
Endpoint Authentication r

Access Key ABCD123EFG45AB

Secret Access Key ssssee

Storage Class Standard (Default) LI

Apoty Changes )
4 REBBEHIKSEE.
MBEHAEL, NFHKUIBE SHEEL R, BN, WEHREEERHERET.
()  sram, REmES, S6AWS E, TEEX,
5. ik * MAER .

f&24Cloud Tiering Service’lR 7

e LUBE B Cloud Tiering ARSZBEVIRESRIZHNIET X182 S3 API EZRIB 75MEB
'E*éﬁﬁ%%»bﬂ’] Hb o

EREHNE

© BB R RS R AN IR,

* TR ERIH AR,

* RIS

XFUAES

BIF Cloud Tiering BRSMATEN * BEMBIRS *, AUEIAHEIIRLT B

TR
1R 2> TRE> R,
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2. JEFE, A”TR _*>*s ARR,
S FE B> X",

Overview Alarms Reports | Configuration ‘-1

Main Alarms
Configuration: ARC (98-127) - ARC
Updated: 2015-08-24 17:18:29 FOT
ARC State | Online LI
Cloud Tiering Service State | Read-Write Enabled ;I

4. B8FE * mRERRSRE * o
o BE*NAEN .

EES3 APLEZMFMEMRIEITER

Apply Changes *

NRNIETI BT S3 APl EREIRFERS, WA UEEFMERIEITEL, tEHAA

F5F% ARVF (7?11%6’5([‘5) Eiko

BEENAR
A HERZFFRIN R IR E R IR EIERR,
* BRI AERERIHRIR,
p
1. & 2> T RS> WEHEIM,
2. FEFIET = _* ARRTEfE,
S EFErEE > E ",

Overview Alarms Reports | Configuration \I

Wain Alarms

5 Configuration: ARC (98-127) - Store

Updated: 2015-09-29 17:54:42 PDT

Reset Store Failure Count -

4. 38F - EEFHRIEITE
o BE*NAEN .

Apply Changes .
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FESERMEEENT,

BXRMCloud Tiering - S3EH I =TFi#EM

MREESFETEER * =0FE - GREFMEIRS (S3) * RN RHIESEER S3 FiES
B, BERBNKREBREFEL. aEEbRET M BrAEE, FFA
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Overview Alarms Reports | Configuration |"|

Kain Alarms

Configuration: ARC (DC1-ARC1-98-165) - Target

Updated: 2015-09-28 09:55:38 PDT

Target Type Tivoli Storage Manager (TSM) |
Tivali Storage Manager State Online LI
Target (TSM) Account

Server IP or Hostname 10.10.10.123

Server Port 1500

Mode Mame ARC-USER

User Name arc-user

Password seasse

Management Class sg-mgmitclass

Mumber of Sessions 2

Maximum Fetrieve Sessions 1

Maximum Store Sessions 1

Apply Changes *

M * BAREE * FHIFIRS, %% * Tivoli Storage Manager (TSM) *,
F+F * Tivoli Storage Manager State* , IFEHE * Bl * LABALEM TSM HRial4 RS 288 H1THRR,

FHABRT, Tivoli Storage Manager IKSIRE N, XEKE)IMTI REEBM TSM HiE/4IRS /IR
PUE 5 €58

HELTMER:
o * RSS2 IP HEMNE * : IEEATULL ART BRSH TSM HRialfhARSS 2317 IP ol L REHZ . FAIN
IP #i31k /9 127.0.0.1 -
° *IRS5ERImO ¢ ¢ $ERELL ARE RS RIEZEIN TSM HRialfARSS 88 LMIROS, BAIAEH 1500 6
CFWRBM L HEEIRTRIBRIR, BN TSM iEIHARS 2 LEMBIRIR (arc - user) o

o * AL ¢ IEENAREFTLIRSATFERE TSM RSBHAFZ. BARIRT SIEENBIARR
% (arc-user) KEERAF,

© * D L IEERATERE TSM RS 2BHN A2 F RS R,

o EEE . BEERNRREE StorageGRID RARYARISE BRI TSM FiElHARSS 28 ERE X
EE EEXNBERANAANEES.
* RIEEC L FERE TSM FRElfHARSS 28 L E AT AT REV IR SRE, AT REENAEMEH
REZUE—IRIE, HARIIBLERE (DFED) o

BT EE RN S M TR T S8 MAXNUMMP (R AEHSH) SBMEMER. (E
register Sn ¥, WMRKIGEEMEE, NFEAR MAXNUMMP BIAMER 1, )
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FHNNER, BREE—IFTIIEHNE.
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Overview Alarms

Reports

| Configuration |"|

Kain Alarms

Configuration: ARC (DC1-ARC1-98-165) - Target

Updated: 2015-09-28 09:55:38 PDT

Target Type Tivoli Storage Manager (TSM) |
Tivali Storage Manager State Online LI
Target (TSM) Account

Server IP or Hostname 10.10.10.123

Server Port 1500

MNode Name ARC-USER

User Name arc-user

Password [ ITTT ]

Management Class
Mumber of Sessions
Maximum Retrieve Sessions

Maximum Store Sessions

o Bl MAEN .

ECETSMEYIIRZSHN I+ £hEs

NIRRT REREE] TSM FRalfFRSS2s, NWATLORFIET R BY)IRFERSEC R B
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p
1 SR> TAE> MR,

2. EFHIETI = _* ARRTEfE,
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3.
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Apply Changes *



Overview Alarms Reports | Configuration ‘H‘

Main Alarms

5 Configuration: ARC (DC1-ARC1-98-165) - Store

Updated: 2015-08-22 17:10:12 PDT

Store State | online LI
Archive Store Disabled on Startup -
Reset Store Failure Count r

Apply Changes .

4. IRIEFEEMUATIRE:
© FHERES: BAMRRKSIREN:
* B AT RE R TAEREFMERIREFER RN REE,
* B IET R AR AT REEFMERN N REELIERIEEFE RS
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RomEiE. SEMAREERARTEEZRNAN. WINEIFEEER.
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Overview Alanms Reports l Configuration 'I,

Kain Aarms

5__ Configuration: ARC (DC1-ARC1-98-165) - Store

Uipdeied: 2015-05-07 123507 POT

Store State | Offline |
Archive Store Disabled on Startup D
Reset Store Falure Count [

4 B 1EERES ERN offlineo
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S EEREE > X",

Overview Alarms \ Reports i Configuration |

Main Alarms

B_ ] Configuration: ARC (DC1-ARC1-88-165) - Retrieve

Updaied: 20150807 122448 POT

Retreve State | Cniing
Reset Request Failure Count |:|
Resat Verification Fallure Count []
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- BB .

define library tapelibrary libtype=scsi

HA tapelibrary R AMHEERNESBZRUKRBIE 1libtype AIRERMET FEREMR.
- EX MBRSS R BB R YRR 120

define path servername tapelibrary srctype=server desttype=library device=1ib-
devicename

° servername s& T SMARSS 23V BT

° tapelibrary @I X BHLH FER TR

° lib-devicename el FERILE B IR

- NEEXRThER,

define drive tapelibrary drivename

° drivename ;& B NIREHZZIEERIB IR

° tapelibrary &7 X BT FE R R

RIBECREHECE, TURIFBELE— IS NEHE. (B, MR TSM RS[EEE—MEhEE
A, M BEERBETENR NN, NERERFENSMRAEX —TREES. )

- BEX MRS 2R EIETE X BYIKBNZRATBR 120

define path servername drivename srctype=server desttype=drive
library=tapelibrary device=drive-dname

° drive-dname ;e RENZERVIKE AT
° tapelibrary f&TE X B9 FE R R

FERPMMNN AT EEXNENRNEEE FRP B drivename M drive-dname B MYRGHZE.
- NIEEHERE X ILEE,

define devclass DeviceClassName devtype=lto library=tapelibrary
format=tapetype

° DeviceClassName &I &HI BT
° 1lto BEEEIARSS SERVIRThEE LR

° tapelibrary = EEXHEHERZIR
° tapetype =eWiHIEEL; Flg0ultrium3

- R HEE RN EN B RS,

checkin libvolume tapelibrary
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tapelibrary i&E X BT ER TR,
7. SIBREHHTFi#E .

define stgpool SGWSTapePool DeviceClassName description=description
collocate=filespace maxscratch=XX

° SGWSTapePool &AM RV FE NN R IR, BRI AR EEMEFRTEARTT (REZIZIMER
TSM BRSS28FNERAVIBZAE) o
° DeviceClassName sehits ERNISEIEZT,

° description efFEMNREER . AIUFERETSMIRSE S EE/R query stgpool &8 fflan: ™
I SR R,

° collocate=filespace 18E TSMARS BN B —XHZEIFHIXRE NE ML
° XX U TFHZ—:
* BEEPHNTEGHRE (MRS R —ERZENNAER) -
* 5Ed4h StorageGRID AAFERANEETHHE (EHEMHFENEBRT) -
8. 7£ TSM RS2 L, CIEMEFMEM, 1 TSM RSBNERITHEH, A

define stgpool SGWSDiskPool disk description=description
maxsize=maximum file size nextstgpool=SGWSTapePool highmig=percent high
lowmig=percent low

° SGWSDiskPool VAT REVHE MR M, TR UINHEFEHERERET (RBZAVMER
TSM FRERRVIEEZLVTE)

° description elFEMBRIEER . AJLAFERETSMIRSE 28 L E/R query stgpool &% a0, "
NVAT SIKE D FiE, "

° maximum file size SBHEIRIATUILAR/NNNRERSNES. MABERFEHEEBS. BIGKE

maximum file size E/10 GB,

° nextstgpool=SGWSTapePool B R FEAS | BRI T S XA IFE .

° percent high REHEMFIREERN B TR IS HMNE, BIRE percent high KB MO,
LA IZ B FHIGEIE TS

° percent low REFRIEIBEEFEHRE, BiiSE percen t 1 ow 1B NOLUBFRHEE o
9. £ TSM fR55a8 £, QIB— MRS T HEEEHIEHDECLHAR .,

define volume SGWSDiskPool volume name formatsize=size

° SGWSDiskPool EHE MBI,

° volume name BFIEMBEMNTEEREGIW. /var/local/arc/stage6.dsm). LAEE N
BRNAE. EAEREIES T ES.

° size BHEENIA/N LUMBAEL,

B0, BEIB—MEES, FHEMNABER—NET, BEETENSEN 200 GB IRX/IVER
&9 200, 000,
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B2, AREEEIESMUINANNERE, FHR TSM RS8R0 U A BHhMENES AR, 7
0, NREEH AN 250 GB , ELIE 25 MRS, 81MENA/NA 10GB (10000) .

TSM RSB =EBRFPAMBEMADECTE, HRFAIREFE—RIEZETM (T 200 GB MEE,
FE=TZNH) o
EXIARBEFEMTI R

BEBZANEIET R R FNEIEEX —MER TSM EIEELAHEREE, AREM—TTR
LAfE AR It s SR B

@ W%R Tivoli Storage Manager (TSM) R SEFIHZSEHE, AT S#HIERRER)
WAE. RIRBEE TSM IRSE8, UELARTRNEFHAR S / BiEKx AR,

ETSM IRERBLEAMTRUERFIET S (ZEFIETR) B, AIEdEIMD Rts<SHIsE
MAXNUMMP S RIEET 2] B TFENRENEH SAHE, EH SN EERF T 24 IR T S0 IR
sheskVEkE, 7 TSM BRSS28 E9 MAXNUMMP IEEMHEMNNE /DS H)ITI =AY * ARC* > * Bir * > * B
B> x> RAGFERRIE FIRENEHER, ZERENO0X 1, BAFAETAARAIFHLERESIE,

79 TSM IR 2318 E R MaxSessions EATIEHIFFE R R imN FEERAI[E TSM IRZBFZHTANRARIEN. &
TSM L35FE R MaxSessions BN NE/VDSEMEERESTNIETRIEEN *ARC* > * Bir*>*BE& *>*
*> ¢ EH - WEAER. [IETRSRNAS M EEARZE—IRIE, HBIIMIELE (<5) M=k

DEAYIE T SNTSMT S EA B ENIYERE tsm-domaine o tsm-domain IHEREEE" "tandard s "1 ERERHY
Bekhras. BB NS NEGH. FRF)IR Eﬁiﬁ%?ﬂStorageGRID REWNTFEM ( SGWSDiskPool) o

() A AERERRERE TSM RS, HEM dmade TRAMRMIKEHMER,

B H RS R

%LZ\?E@IJE—’NE‘Z%B& PARBHEEUE, MECE TSM RS2 URFMNITET R RIXRIE

ps
1. BRI ERER,

copy domain standard tsm-domain

2. MREBERANARUEEES, BRAUTREZ—:
define policyset tsm-domain standard
define mgmtclass tsm-domain standard default
default eEPENRINEES,

3. BIE— " BIARBTIENMNFE N, E—1THRA:

define copygroup tsm-domain standard default type=archive
destination=SGWSDiskPool retinit=event retmin=0 retver=0
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default B)IETRREIAEIER, BIE retinit, retmin, M retver BEEFUILEBLUR BRIFIFETI =
HAEANREBITA

@ 1E7I&E retinit to retinit=create, IEfFIRE ... retinit=create PELEYARET il
BRARE. AARBEGFRETFMTSMARS 28 PRI

4. BEEEDENEINE.
assign defmgmtclass tsm-domain standard default
S. WHTRIRERIRE NIED.
activate policyset tsm-domain standard
15BN activate s <A E/RAY ""no backup copy group’ " &,
6. EM— T RLIGERE TSM ARS8 LIRBERHRES. £ TSM RSB L, WA (E—17L)

register node arc-user arc-password passexp=0 domain=tsm-domain
MAXNUMMP=number-of-sessions

arc-user #l arc-password ST A EEXHEFIHET R A MFMERLMERE, #FH MAXNUMMP B9{&EI&
BRAN)IET AEEIETNRE I IRTIZE 2,

@ %%ti}\‘%?ﬁ"l:, AT RSB T HEFRFIEERNNEERAR ID, FAlkTREXE

¥ EET#% 2| StorageGRID

e LB K E83E T2 5] StorageGRID £&%;, [EIRIER StorageGRID 24 HITHE 12
=s

T—URESETRAMIBAEEHIETEE StorageGRID &4, ANEEARKIRTSA@EAIEE, WA
PATEBRFAL B, FEREATHIENFINE, BERTAEIE BIRENER TSRS RTEE
StorageGRID R/, FHH{R StorageGRID RFiRENS IEH M IETIEAIEIE,

* "Hf4iAStorageGRID RFGMBE"

* "HE BT B EIERILM R

* "ERIHREN "

I RIEET S

ST EET S

« TSR AN B SO

ifiiAStorageGRID 2L ABE

B KEEIETIE] StorageGRID RZZHi, 1B5MfIA StorageGRID £ B G M IEFIHAE
FrEHEE RS,
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402 StorageGRID 2B &I TR, HAEBRIBWRHBIAREFIILLEFME (FIa#EE) 5, BHERIFE
TRNFEEE BB ERS WIS EENTHS,

ARENLIREDR, BEFITUIBHNKNBIEIREX Y, HItBAMENEESE, BXiEEStorageGRID
ASGNMERENFARER. 155N E X KEEStorageGRID M3 E# I THEHIFRAYIHER,

BXER
"I SRR

"EEEFETR"

HE BB HRIERIILMERES

StorageGRID #%tHY ILM SRESAJHE QZRVRIZASEN, BIATFERIRIE UIRXLERIZSHI R
Eifal, ILM SRESE—2H ILM ANIAARL, XA TR0 TS R AR AN {AIkE & A a6y
HREENRYE.

RIBEBSIBOER AR UREBIENER, CAERENTBIORIEEXS B SRIEFERN ILM AT

[ERIME— ILM RN, FI40, 3NRBEHIEEENEZNERS TR FESHEERENERRE, WERTES
TEARLRBFME_ LT HRECIZ TR EREIZN,

NRFI A —X 3 BB HRIENET B B R EREFHONREIE, WA UEET BT e SErMN,

ﬁ%@ﬂuﬁ%ﬁﬁﬁ%#z—ﬂ%ﬂZﬁ@ﬁiﬁ,Mﬂ&ﬁ%%%#i%&ﬁ%?EE%ﬁﬁmmMﬂ
s

EFREIE T 2 A, EHRE T ## StorageGRID RERY ILM SRES R HINAIN A FEBEEE, HEEX ILM
SRB&HTT 7 BT 7M.

C) NRARIEMIEE ILM REELZERE , WAIESSEITAMERNHIEERR. HHUE ILM REEZH)
, IBFAERMZREPIMABFAE DL, MUARIZRBBIRINETT,

HXEER
“EH LM BIER"

1S IR ERI RN

StorageGRID R4S X AN RFENINRRZHSUIEE, FHEITELIBEN REKIEMITIL
EITRE SR L EREERRIP, BLESEER,

BR, BIRRAEPRBFASELRETRE, DB HERFREESHTNE, HEETRBERT, &
StorageGRID A4 A EMERMEHIREE IR E R X,

TR ASHIBSLARAT RN H, & StorageGRID RAHFTER, ERFEMCEXNRIIERMLER
ERIE, XegeaTitABRERAISRNEFENILRIER, THERI LA ERR BREMIEIER=, F,
HEETREOREN, ATHEFANMTENAERSMEAHAIUNFET RETRERR , EEERIEM
REZEER, MmEREA.

NRAHILAEE, WAL StorageGRID R THITHIZMRIEFF LA, LUIBERREBIEMTHETE
TURo
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WAFERA SO PR ENFAEIREIRET, LR StorageGRID AAE I B MR LB MMIEIT. THEUE
BY, BHEBANREFFLEREIFN. A, F4nE StorageGRID £4t, UHARTEIZHEEE.

TR EEERS

BREZCIETTREERZ R, JFHIETBREIABR L, BRULRSERRRIRIEAM
B E],

YNREIEE, BDEEIIEMEITESIETE. B2, NRTEEEEENARAAIT, RBELRYEITHEXRE
MHAHEBIHZRERREUER], A UREMBREIR(E,

EECEE
W HIRE "

mEHEEE

DIRERE i IEREETE. URREFMFRERIREILMREE R E SR,
BT T SRS RRE S AU MR A R LA AL R AL,

MREERERRRRBIFTAE D LRBEHKREIFN, WAILES TRIMANSIHE B REIENREIAER, H
RIEFE XL RS,

s o Description
E5F LM THMER R EE 1 R 2R > T RS> Mg,

2. 3%&$%*deployment* Overview* Main*,
3. £ "ILM Activity" B8, HITAUTEMHERHNRIE:
o *IEEERF- 258 (XQUZ) *: FRF ILM IFERN RS
c* FHEHFRF-FFK (XQZ) *: FHEEIEFIFRE (FIuE
A) BT ILM FEERIX R 25

4. NBRRNEPF—BHETHREEET 100, 000 1, BRFIFR
BIENESR, LUR/D StorageGRID &4 R E,

B AIRRSRNEERE IR ILM REG ETBHIBENRIAREFR BN EERSE MHNa
), BEEBRAEFERANSE, URREIBHERREBNE
£

YIRLTI = ARC/TFfE NIRRT EHR * FEHEE (ARVF) * BUHRIER, NBERIEEFER

SEIEEEAER R, REBINILEERAFHRRL TR TR
NEBERCIEBESGER]

MNRFLEBIENNEE. EreFHEStorageGRID AR R BIETHEMNAKEIRRRIX
LTIRBANEIR(EHR RS ) B,
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* BRI ABRERIHRIR,
* BUMENER(EER)BNEE B FHHRE,

p
1. AERHE TS HRIE EIENENPrometheustEtna StorageGRID BHIZEE X ERMNH2FZEEXE

(e}
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