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FEHEERIR PR,

HAR, RIEMEIERAR, MEHNKRTHEFERERETRLEANKEFEEEER, fli, MREES
BYANARE/NWREANRFNAERF THIESATIE, WEMENERBNNREHEEE, ErIeFERNFHE
T RLUEITEIES 8.

T HE A R AN
TERNNEFET R LUEIT SRS E2A), BEF LU TENRIRE):

10



* RIREEBHNREETERA, WANRTHRERME SR ATENFIE NI F4E7E StorageGRID R4t

PN REE,
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AT R RAM ELUNTIRE 0 AN BXIFAESR, S NEXEE StorageGRID BB,
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* ERMNTHIEREN, NS iR RIIEERENEFET R

AINTEAET RN B D EC T EUE

Y BRPAINFMET REY, StorageGRID FIMAXMNRTHIEEFM N LK EISNERAIF TR, MIMIEIMNMEE
BATHIETE. TEAFEF

TEZRT &Y BHARINEFAET RS StorageGRID INAEH 7 AW RTHIE. BREMNKRTY BZAI =17
TRHE 0. THESAT ST TNRAATHIEZRIENRARS, FEEMA ™ RiuEEE * " ik

ERNANER T EEGER IR NMEET R ENAERSERETHE. 8 TR ENTEERERRD,
% * TERIEEEAR F £, HAREIRTHENZEERM.
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AANRIAETI AR R GEARINTHRE

1R
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LRI
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iB1T ERZ X Linux D&Mz —RIEIMA, FHig
FRIEA T Linux B9AERZI5% BE# 1 TI21E,

7 BREATENTENTSE, RIBENTE, HRIBMBIEINAKRERWEY B StorageGRID R4k

PREBIX o

TEPAT N FETILHNRES IR RENTNL B RE,

8. MNREY & VMware R4, HIEEFHENAIX Mo

BEZMXHE

Description

— XA, AT StorageGRID FEIX 4
BEBIERE X

—HRREFANE, FREF mBERSRRN.
FR YRR MM TI R EE AT BIIRAR BY R A BA R S 1o

FRTUE AR TARIRSC (. ovE)MIBER XM (.mf)
UBMEXEET R0

E*&S‘C# (.ovE)MBREXH (.nf)ABPEBIFEEET

WO

RIRSM (. ovE)FIBRXMF (.nf)ABEBIAETI R,
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BRIZMX MR

MEMATAR

Description

RIS (. ovE)FE R (.mf)LABREM XTI R0

RIRSLF (. ovE) MBS (.mf) ABPEE T EHMIL
H9TFET o

Description

Bash shell fiids, AT B&hEBEEARET =

BFBRFIECE XY deploy-vsphere-
ovftool.sh 7,

—ih A F B EhECE StorageGRID & 4RI Python Fif
z,

—FfhF T BEhECE StorageGRID i&& /Y Python i

o

— P fl Python filA, BRERERE, ERILUE
Rz AEREIMBEE AP o

BFRRFIECEXH configure-
storagegrid.py 7S,

BFHN=EREEX S configure-
storagegrid.py i1 98

9. R EY 8 Red Hat Enterprise Linux 5 CentOS &%, B FHEMN I,
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Description

— XA, AT StorageGRID FEIX 4
BEBIERE X

—HRREFANE, FREF mBESRRNY.

RPM 46, HF7E RHEL 5 CentOS E£# %%
StorageGRID 73 5= i,

RPM #{$6, AT 7 RHEL 5 CentOS £Hl &%
StorageGRID E#HARS

Description



BRIZMX MR

Description

— AT BEEhECE StorageGRID £4:H9 Python il
Zx,

—ih A F B EhECE StorageGRID & & B Python il

o

BFRRFIECEH configure-
storagegrid.py 7%,

—Nffl Python BilZAs, BRERERE, ErILUE
Bz 5 RIS EIE API

BFHN=HEEXMH configure-
storagegrid.py B,

FBF 7 StorageGRID B25ZEACE RHEL
CentOS FEAH8Y Ansible BB RFIFIKEEFM, &a]
VIRIEEEREX A IREFM,

10. 4R EY B Ubuntu 3 Debian &4, iHERMENHIS .

BREMXMR
/debs/README

MEMATAR

Description

— XA, AT StorageGRID TE X4
BEBIFRE X

JFAE* NetApp WEIIEX 4, BTAFNHAMEESIUE
BE

FAF7E Ubuntu 5 Debian E£4/1 %% StorageGRID
TSR A Deb X6,

XHFHIMD5LEF] /debs/storagegrid-
webscale-images-version-SHA.debo

FF7E Ubuntu 5 Debian F4/1 %% StorageGRID
FHARSEHI Deb BHFE,

Description

—FfhF T BEhECE StorageGRID R4ERY Python i

o
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;ﬂlﬁﬁ?ﬁfxﬂﬁﬂ% StorageGRID 1&#&HJ Python ]

—N A5 Python filds, BRESEFRE, E0JLUE
iz 5 REINIBEIE API

BFHRFIEEEXH configure-
storagegrid.py s,

BFHNTHREEXMH configure-
storagegrid.py 7%,

FF A StorageGRID B25ZFEEE Ubuntu I}
Debian EHHY Ansible A EREIFIBEEFM, &a]
MIRIEEE B EX ABRKEFM.

M. MNREY BET StorageGRID REFN RS, ERIFMERAIS .

EREFNXHA Description
BT EI1E&E L %% StorageGRID T 285 Deb X
HE,

StorageGRID & &R EEZFFEHAN Deb ZEBHIR
M, BFEIBZREEE LEERETRHF L.

@ WFIRERE, AEAFTEEENEREN, TFEXLEXMH, RETUMNEEETRTH
PRE Mo

JOTIERE (4 R LR IZEH2

FHIRY FEStorageGRID 24t 2 Hl. EATHREREHECEFTFRAVEEM. LISZHRETAIRAR T R Ei#ih <o

BXZZFRANERS. BEREIRERER,

TR B IE 2 EARSS 88 Z BRIV ERE. HHRIATEE T RIS AFHEE StorageGRID Z4HIFTEY &
AR5 2e I TRIE,

NRBHITHY RIESIEIERINFFI, MABSRINFRIMEFR, AEBRMYT BIRETE .

BENEMIET 2 i8)3% StorageGRID b 5= 27 [B] B9 RA% 48 5 48tk 3% % ( Network Address Translation

, NAT) o WNREFFIEMLEFEREZ R IPv4 ik, NXLEMHEATE] NE NSNS NMET R BZKRE, 8
2, T LRIEEEEINIZF MR T S ZEEA NAT , fIiAMXTaiRmAs IP i, IHEERX
WY T mERERRRIEE N ATERFET, 7 ZIFER NAT iHELRE WER, XEREMBTAARAZTETHEA
B IP ik,
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@ REXZFNetApp HTEOpenStack L 2 FT&Z & H B StorageGRID 189 B EEE SCHFIRI 2,
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v
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v
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ViViware

Linux

Appliance

v

Perform the expansion

v

Configure the
expanded system

"R Ik AR AN AS TS R BN NI R

BEEERMNEIFET R

FRILUES AN A EFEERT RFEEHENET 16 THEHT RNEHEE, &1
REREREMEEMIZIZNMFET R, LUARNERREE T UM MmIIRVEIZEY ILM 2

K
(o)
ERENNE

i

)

20


https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix

TEARMFESZE. BEEMIEESENEN. URERENEEALRNEUHERILMERNER,

"EERIIEFERE"

XEWRERTFETRHNFET R, BESNSC6060izEMREMAFYA. 7RI fET
@ LR RIRMSG6060RMNEEE. TiaT REMIKEEFHET R

"SG6000 7FfifigE"

KXFUIAES

FRETRNREEED NZNFES, FHEEEETIRINEMEIRE, M StorageGRID RFERIVILFHIEH LFAE
MR BIMEETRERZSASE 16 MEEE, TMREIERPHN object stores o

() HRTHIBRATEEER RN 0 .

BMYREETESESEH ID WHNAEL, EER. IDA0000NHRIFMEE IR /var/local/rangedb/0
R

ERNFEFEE 2R, BEAMNREESREEE T FHET RN AN REEUMBNAER R SR UERIE
fEERERLLES.

p
1SR R> IEE > EET R > TR

2. @ TFRBUBES M ENNREFEN T AFES £

MFEEEET R, SMENSKERZRSTE SANtricity % (EZINISEFMEITHRNEERY) &
EEMEERENETHE2IERIMRT (WWID) Tt

AT EMEERSEEYSAXNEE RS ANLITES, BEIRERN 275 5 (Bl sdc, sdd,
sde ) FRETHBRMPE—HDSER * 18§ * 7R ERHEILE,

21


https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html

Disk Devices

:" Name - World Wide Name /O Load Read Rate Write Rate
croot{8-1.sdal) MiA 0.03% B9 | 0 bytes/s B 4 KB/s x|
cvloc(8:2 sda2) [ | Nia 0.37% B | 0 bytesis B | 29 KBfs o2
sdc{8:16,5db) MiA 0.00% B9 0 bytes/s I 0 bytes/s B
sdd(8:32.5dc) MiA 0.00% B | 0 bytesls B 183 bytes/s 5 |

sde(8:48 sdd) MiA 0.00% g 0 bytes/s g | 12 bytes/s 5
Volumes
Mount Point ' ﬂevic& . Status Size Available Write Cache Status
i | croot | | Ontine 10.50 GB 346 GB M Unknown =
fvarflocal cvloc Online 95 59 GB 94 99 GB Unknown i |
fvarflocal/rangedbi0 sdc Online 5£3.66 GB 5357 GB Y Enabled 5
fvarflocal/rangedb/ sdd Online 53.66 GB 53.57 GB F5 Enabled B
fvarflocalfrangedb/2 sde Online 5366 GB 53.57 GB | Enabled 2z |
Object Stores
D Size Available Object Data Object Data (%) Health
0000 h3.66 GB 48.21 GB B | 976.25 KB B 000% Mo Ermrors
0001 53.66 GB 53.57 GB 9 | 0 bytes | 0.00% Mo Errors
oooz2 53.66 GB 53.57 GB g | 0 bytes | 0.00% Mo Errors

3. HRERATENFEANIRBEREET RN EES,
° "WMware: BFEERNNEIFET ="
° "Linux: BEELSHSANERNFEZET "

VMware:. EEEEMIZIFET R

MRENFET REENEFEEDT 16 1, WALER VMware vSphere FRI1ERIE N
HEE,

BEENRE
s WA NFIRE X %2 StorageGRID for VMware S E#935 EH,
* BAEAE Passwords. txt X
* B ABERERIERIAR,
@ ERHEFAER, MERESE HEMY BIZMESE LT EDIREH, 75 XAEET URINEE

o
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KXTFULES

ANTFAEER, IEETRBEENATR, EN—RE— T EFET R ERITIMES R , DS mEmRE
AR ARSS o

p
1. MBEBE, BFREMNEFERGHEIEN VMware $UREFERE.
2. EEMHAII— RS MERUBEFE (HREMH) -

a. ¥TFF VMware vSphere Client o
b. {RIBREIMWIKE LURII— N3 Z NN A

BEEEEERE NEIMNIELE ( Virtual Machine Disk , VMDK ) . VMDK BERE 527, BIEEHE, M
RDM MBI LAAERAR R AN (Fla0ATF 100 MB ) MITEAEIREEGFMIERE, BXBEIMIRINGE
BHFMEE, 1520 VMware vSphere X1,

3. fEVMware vSphere ClientF iV * & B eI FRER G RMHE S EIANEIsshIERRAU TR L. BN
BEIEPH: sudo reboot

() samem - AR % - BB ERSHEML

4. ReEMFEUEEET SR
a. BREIMETIR:
L AL T®H%: ssh admin@grid node IP
i. FNPYIHBZED Passwords. txt XfF
iii. #NLATen<t#iElroot: su -
v. ENPFIEBIZERS Passwords . txt X Uroot AP BB RE. IRRFHEMER $ to 4o
b. ELEMFES:

sudo add rangedbs.rb
LA E R AR F RS RR S B TR,

a AN, *ERREI.

b. NRFFEMEAEHRITEINL, BFHRERDEEMEAMXLES,
“ RNty BT
RN nt AIBRI EFNRIUL. ERIVUEFMES,

C. HRLFIMAEY, BN o * LUFLEEFHERS.

FiEARSSF(FLE. M setup_rangedbs.sh HIAZBENaT. AEERFRFEREZE, RSFER
J=EuM

. MERRS EEEMBE:

a. BEMRS B LFABRSHPIRETIE:
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sudo storagegrid-status

RSB ER.
a. FEFMERSHYEEBITHERIL
b lgﬁ)lklb\)ﬁ%:
Ctrl+C

6. WEFF AT SR TR
a. (ERSFIINKN RTINS SRS,
b. R > TR TIEIEH
G ¥EHE * B5E > * TRHETA " > LDR > * 72
d. ¥E5E - BB ¢ T, AAEMEE * E ¢ TR,
e MR * FERE - FIE * THEISIEEN LERBM, EEE B .
g mAER .
7. BEBRRMREMN, BHTUTRE
a. PEET > U > TR > TR
b. 7F * MKRIFHE * RREBIHMEE,
]
MAE, GRS SNy BE BRRER SR,
B%EE

"3 VMware"

Linux: REESHSANSGRINEIZHET =

MRENFETREENEMEESLDT 16 4, Wel LB RNHEBREE LS, FEX
Linux EHE 0L, FEFFABRIGEMRETAINE AT 2Z#ET =AY StorageGRID BLE&E X 43E
EMESE,
BEENAR
* BABERSIRE X ALinuxF & L2 StorageGRID BYi% A,
s BWNER Passwords. txt X

* BRIMEBRER IR,

@ ?’%‘ EMRAFR, MERFEDER SE T BIRFD R AT EINSE, B2 R 0EE T RANNTFE

XFIAES

ANFEESR, KEETRRERAATR, BN —XE—MEETR ERITHRESE , UBEEmMERZER
Jﬁﬁm’ﬂ*ﬁﬂﬁﬂo
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TE

1.

&

LRV RERR
BXIFAER, BENEHHE SRR,

BIZFIR AN BIFRFE S

o IR IR HIRBEZEFTH RAID ITHISLE, HETEEZEFMEMES] LS EHE SAN LUN #F2
IF Linux FENIAEXLEE LUN

© BEASIAFET R LNEEESERKAMSE LR,

° YNER{ER StorageGRID NRIIBINEE, BEENLEET TR BEMREEM Linux EVEUERIFHSE.
BEXFMEE, BEENEXN Linux FE& %% StorageGRID HIiEEE,

LA root B EA AR sudo IRAINK A B REIZHFFMET =Y Linux £
HIAFRTZAEETE Linux A LRI,

BIREREEMIEIRE,
BT T UG R AEET R
sudo storagegrid node stop <node-name>

fEAvimEpicoF XA RiERMIBFET RN T REEX 4. ZXH T

/etc/storagegrid/nodes/<node-name>.confo

BT REEXHTENENREFERISERITHIE .

It RfflF. BLOCK DEVICE RANGEDB 00 to BLOCK DEVICE RANGEDB 03 BIIEWRTFERIGEM
5o

NODE TYPE = VM Storage Node

ADMIN TP = 10.1.0.2

BLOCK_DEVICE VAR LOCAL = /dev/mapper/sgws-snl-var-local
BLOCK_DEVICE_RANGEDB_00
BLOCK_DEVICE_ RANGEDB 01
BLOCK DEVICE RANGEDB 02 /dev/mapper/sgws-snl-rangedb-2
BLOCK _DEVICE RANGEDB 03 = /dev/mapper/sgws-snl-rangedb-3
GRID NETWORK TARGET = bond0.1001

ADMIN NETWORK TARGET = bond0.1002

CLIENT NETWORK TARGET = bond0.1003

GRID NETWORK IP = 10.1.0.3

GRID NETWORK MASK = 255.255.255.0

GRID NETWORK GATEWAY = 10.1.0.1

/dev/mapper/sgws-snl-rangedb-0
/dev/mapper/sgws-snl-rangedb-1

- N5 AR ET R ARINRYIRIF B S X R AU 3 RIFAE RIS S BRET o
HaRM T — %8 BLOCK DEVICE RANGEDB nn. BZIE F=M.

o BF ERRfl. MFFE BLOCK DEVICE RANGEDB 04
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° FEUTFRBIFR. mT AT N HAVRTFMES . BLOCK _DEVICE RANGEDB_04 to
BLOCK_DEVICE_RANGEDB 07

NODE TYPE = VM Storage Node

ADMIN IP = 10.1.0.2

BLOCK DEVICE VAR LOCAL = /dev/mapper/sgws-snl-var-local
BLOCK_DEVICE_RANGEDB_OO
BLOCK_ DEVICE RANGEDB 01
BLOCK DEVICE RANGEDB 02
BLOCK DEVICE RANGEDB 03 /dev/mapper/sgws-snl-rangedb-3
<strong>BLOCK DEVICE RANGEDB 04 = /dev/mapper/sgws-snl-rangedb-
4</strong>

<strong>BLOCK DEVICE RANGEDB 05 = /dev/mapper/sgws-snl-rangedb-
5</strong>
<strong>BLOCK_DEVICE RANGEDB_ 06
6</strong>
<strong>BLOCK DEVICE RANGEDB 07
7</strong>

GRID NETWORK TARGET = bond0.1001
ADMIN NETWORK TARGET = bond0.1002
CLIENT NETWORK TARGET = bond0.1003
GRID NETWORK IP = 10.1.0.3

GRID NETWORK MASK = 255.255.255.0
GRID NETWORK GATEWAY = 10.1.0.1

/dev/mapper/sgws—-snl-rangedb-0

/dev/mapper/sgws-snl-rangedb-1

/dev/mapper/sgws-snl-rangedb-2

/dev/mapper/sgws—-snl-rangedb-

/dev/mapper/sgws—-snl-rangedb-

BT TS LIRS ST S E S B
sudo storagegrid node validate <node-name>
BRFFEEIZRES, AEEMET—5.

INBIEE AL FRBHRIZ, NRFH AR E X EES A EHNNEE <node-

name> J&ATF <PURPOSE> 44 E <path-name> FELINUXXHRZH. EiZUEREEMMN
RIGET AXH(EIEMRIGE T RAXHIIEEE).

(:) Checking configuration file for node <node-name>..
ERROR: BLOCK DEVICE <PURPOSE> = <path-name>
<path-name> is not a valid block device

IR B IERTIR <path-name>,

BT T e U EN B ohE BRI S MSIT R
sudo storagegrid node start <node-name>

- FEAPYHHNEBRUEIERA B EFRINFMET = Passwords . txt X



12. WERSEEIERB:
a. BEERSE LFAERSZVIRESIZER: + sudo storagegrid-status
KRERFEDEH.
b. BERFMBIRSYBIEITHERIE,
c. BRHKERRE:
Ctrl+C
13. BEMFEUREET RER:
a. [EEMEES:

sudo add rangedbs.rb
AR E R AR EFEEF R AN R TR,

a. BN ¥, *BALEFMHES.

b. {RFFEMNEMEHITRIUE, FHERTEENRAUXLES,
“ RNty BT
RNt nt AIBRIENRIL. ERIVUEFMES,

C. YRLFMAEY, BN o * LUFLEEFERS,

FiEARSSIF(FLE. M setup_rangedbs.sh BIAZBENET. AEERTREEEZE, RSFER

=Fu
14. KBRS ESERBED:
a. BEMRS B LFABRSIVIRETIE:
sudo storagegrid-status
RSB ER.
a. BEFBERSHEGITHERIE,
b. IRHRSFR:
Ctrl+C

15, IIEFRET R B AL
a. ERASTFHINE IR E REIMR E RS,
b. & #F>* T B> MR,
C. MR Ihm _*>* FETR > LDR* > * FfE
d. &4 * BoE * U+, AFERE *  * ®+,
e fNR * FERE - FrfR * THIFIRIKE N RIRSBN, I5EEF * B * o
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f BE* MAENR .
16. EEFWMMREME, FHRITUTERME:
a. FEEF T RSV R_>EET R _ > FE
b. 7% * WREFfE * RPEFEHMES.
4
IE, ERIUEREMET R R ERRENRBE.

HXER
"Z % Red Hat Enterprise Linux 2 CentOS"

'Z23E Ubuntu 8% Debian"

[ B G = AN PIAS T3 R BT I =

CRILUZIRIIR D B MILA I RIS T RE A IIRTIE =, (B EERBAITX MR
BT R

@*gmmg

* EHURRF oot AR, AXFMER. EBNEXERERAFKF MBS RHRNES.

" SRR IS TSR R IUE R 3k 5 _E B EDFHET

* ERIEEET R, AR ERRIRE SRS AT,

@ MREFEHTE R, A%, MESEDERRESRE , WRGRBELLEEMYT R
B, NEL4E, EIUEEFEEEFERNRESRE LB B,

p
1. "EHTRIAR PR F "
2. "ERERAETI R

3. "BTH R
BRI TR

£ BRI T REGRTIE =BT, &R RETE 2 ST P Bk A AR P4 A0+ .

StorageGRID REIF—MRLFMFIR, AFEMERME (eth0) EHMETSZE#ITEE, XLEZEEE
StorageGRID R4 HE bR B FREMEHFM, LA @i MEMER XA NTP, DNS, LDAP ZH
ft4MER AR 55 28 PR 52 AR RO fRT F o

BFEENRNS
* B AERA RN SRR E RIS B IR
* B E B IR SR A R R.

T A B R EELAEE,

28
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* BUAABRECERFRBIMLSHE, Bl CIDR RRERT.

RFUIES
NRBHITHY RESIEIERINFFM, WA INFRIMEFR, AEBRMYT BIEETE .

p
1. R P> LR > AR RILE
Grid Network
Configure the subnets that are used on the Grid Network. These entries typically include the subnets for the Grid Network (eth() for each

site in your StorageGRID system as well a5 any subnets for NTP, DNS, LDAP, or other external servers accessed through the Gnd
Network gateway.

Subnets
Subnet 1 10.96.104.0/22 ==
Passphrase

Pravisioning
Passphrase

2. FFWFIRF, BEMSLL CIDR RERNINFHFMo
f5Ig0, HN 10.96.104.0/22

3 MANECEZIBEE, ARBEEHRE".
EIEERFMIFEENN StorageGRID RAECE.

EEMPETI =

T BHEENRPMRT RS BESERRENBRERNT BERE. SomcibEZraHHh
BRI TR, ARTEHRITT B

RN, ERMNTRABSMET REETES, ERILURIN VMware 5=, EF Linux 2T REI%
BT Ro

VMware: ZPEMET =
8 TE VMware vSphere RAZRMEN BHHED VMware T SREE— 1 E MWL

p
1. RHRMRT RER BN EIMWL. FISHEEREEI— (%1 StorageGRID MK,

METREY, ERILUERERIRF T RIFAZEI CPU IRFIRE.

"#§StorageGRID T3 R ZBE F A"
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2. BEPMEFIVMware TS /5. BREITHAURITY BIZESE,

"WITH "

Linux: ZPEMIETI =

A ATERBY Linux EANSIERY Linux EAEEBERB T R REFEBZHY Linux ENFRFHEZARINEIK
PRy StorageGRID TiREY CPU , RAM FITFMEER, IBIRRER LRIV ESEENN AN EHITES.
e, BRZEREHENETRNANESET BT~

1R
15N

* MERIFIEXNFER Linux hiiAs%% StorageGRID HiiBE, HEEFEHFMEFHEERK,
* NREHEINE N LEEBHNET S, NEMRKARBEEIVEBERH CPU, RAM MEFHEEERS

MEMTI o

* B RIRAMRERDKEEE, fIi, RERFRBEMXT REREE— MR L,

@ FEEFHER, BPE—MEEHENEN LETENMEET R, AT EETRERETH
FHARE—TIRRE RS EL,

* 90ER StorageGRID T {#H M NetApp AFF RAE D ECHITEME, BHIALLEREB R FabricPool 7 EBHREE, X

StorageGRID T = {E A% FabricPool 73 2 A Bk i fEHEBR N1 52k,

@ t)/N1ER FabricPool 5 StorageGRID #HXHV{ErI#4#E5 E[El StorageGRID K&, ¥
StorageGRID #{#E 4 /2 [E] StorageGRID &I EHBRFNIRES 2214,

p

o &>~ W Db

- SNRBAMFEN, 155AHXERE StorageGRID T R AR KR,

EEEIEN, FRBWAESEN.

E0IET RECE XM HIIE StorageGRID AL E, 151RRE XEBE MR T m AV B#H1TIRE,
NRZEHFH Linux EVURINTI S, 1EBED StorageGRID EHARS .
MREBHEMELinuxEVARIMNT 2. 5@ StorageGRID RS GHSITREREH TS sudo

storagegrid node start [<node name\>]

FTh/E
BEFFBHMBTRE. ERIURITT R

BXER

"% Red Hat Enterprise Linux 5% CentOS"

"Z2%E Ubuntu 2 Debian"

BT R
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& BEFME, MXFFETEETR

BHEIRE TR ERA StorageGRID 2+, BEAIREPIRME StorageGRID IsFRERREF. £ BT, 81
FHIRERAS—IMEET R, MEBMRFSKREVZIE—INXTRBFEEET R EMIREERA LUEREIW
ML, EEMENE P NS

i

EREHNE
* R REREENRINIES, HEEZEIEHWNEHERBD.
* [EBEFAStorageGRID 1R R EREF RIS TEMEINRETNFIE  ILEREH "T B,

3

BeE IR ZMFEHEIEACE StorageGRID F#E (EEFERRHN IP k) FREMSPE, UNBATANE, X
RAID & z0H1 & #BR ST LK im O B Ak 0 1B

* StorageGRID & & REIZFHY IP FLE TTH L5 HAIFE MR MNEF Y EEEEET = LA RS F K
FIRAE Xo

* B I&E _ERYIStorageGRID & B R ERFIRAS B HStorageGRID RGN FRRASITAD, (YNERRRZASAIT
Bio. MAAFALKStorageGRID EELERFE G, )

BRI, 52 IIREREMLE 7,

° "SG100f1AMP; SG1000AR531&
° "SG5600 TZfEIEE"
° "SG5700 TZfEISE"
> "SG6000 TZfEIEE"
s EHIRSZEICEABENEE TR Web 3 %28,
s HE D EAIREITEIESIZSH—1 IP ik, &0 LIHEMIE &R StorageGRID MISEER L IP sk,
EFIES
I8 & T = L %% StorageGRID FUZ 29 UL TFIER :
s AT LIEE SR RIA T EET 289 IP it AR & T = BB R
c BB RE, HEGFEREREHTERY.
EHITIRBREASEY, REEEE, EMERE, BERIIMKEIRSS, HEMBENETSHEM
StorageGRID Z#iJ 78,

@ NMREBEE—RHEZMEET = WA LIERBHITEETIE configure-sga.py 1%
BRERZ,

p
1 477N EE, ARBNIREITEEH R0 1P ity —,
https://Controller IP:8443
A 2R StorageGRID & REREFETIE,

2. 7 TEENR FEEROD, BERTRTERETEET R/ IP ik,
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MR ETMEBIEFORLETHtt R, N StorageGRID &R ERZF A UENAILL IP #tiik, FiiE
EXEETAHEL—NEET admin_IP FE MRS S A FE—FW L.

3. MNRAKERIL 1P L SEFEE UL 1P Hutit, EEEM L

JEIN Description
FrpiaN IP BUHIEH * BREETRAN * E%1E,

a.
b. FHpia IP ik,

C. BEHRE S

d. FRERRT, 5T IP tibEETE,

o

B A EBERNEEET R E - EREETRAI * EiFE,

b. FHFERAIA IP ntFIR,

C. NEBEUIIGEFET RMREREEET R
d B8EF*&FE"S

e. FFERIRTE, B P MUbESTE,

4 ENRET - FRYP, BAEATHREDRNEM, AERE *FRE"

TRBAMR DAL StorageGRID RAFMIIRET R. ERTEMREERNTAIE EHdED+)
£o MRFZE, ErILEMET RESERZT.

5. 71 * RE < #oH, HIAYEPRZA "Ready to start installation of node name into grid with primary Admin
Node admin_ip ", #H * FIa%E * IZHERE Ao

NRAKRBA * FHARE * 175, Wt FEEANEERENKNIRE. AXRA, BENIRENREML4ER
B,

6. 7Z StorageGRID RELEEFENF, BE * FRRE ",
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NetApp® StorageGRID" Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advanced «

Home
© The installation is ready o be started. Review the seftings below, and then click Start Instaliation.

Primary Admin Node connection

Enable Admin Node =
discovery

Primary Admin Node [P 172.16.4.210

Connection state Connection to 172.16.4.210 ready

Mode name

MNode name MetApp-SGA

Installation

Current state Ready to start installation of NetApp-3GA into grid with Admin Node
172.16.4 210

Start Instaliation

UAPRAIE A "Installation is in progress , ", KBTS R RISITSRETETHE,

MR REESZSMRET R, FNEMIEEELRTE,

CD MREFRE—REBEZSMgEFET R, WAILEER configure-sga.py IR&REMAERIH
TREIIE,

8. MRFEFHHGEERLTENE. BREXBEPREITRRES

"Monitor Installation" TNEE B R E#HE,
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Maonitor Installation

1. Configure slorags Running

Step Progress Status

Clar eisting confguaton N s

Configure volumes i" i 5 _E Creating volume StorageGRID-obi-00

Configure host settings Fending

2 Install OS Pending

3 Install StorageGRID Pending
Pending

4 Finalize installation

BERSIERERYREEHITHES. FBRSERTEMINTTRRIES.

[

@ g%f?rﬁfﬂﬁﬁﬁﬁ?ﬁﬁﬁffT%Eﬁﬁ’?ﬁ%ﬂ‘%\i%ﬁi‘;ﬁo MREEEIEBITRE, WAFE
METHERES S ERFERESEFNIRE skipped o
9. BEERIM N LEMRIHE.,
° o ECEIRE
LR R, BT TEREZ—!

* WFEERE, RERFBERFEMEEES, BREAIEEE, 5 SANtricity X EEMUEES
UREEENIRE,
* WTFARSEE, REEFFMTERGRFRERFEREANEEE, HEEEIIKE.

© o & OS*
FLLINE, RERRFEI StorageGRID MWEAIMERSIMEEHITIEE.

10. itz RtE, HEEHAEORT—FER, RTEERMREESEIET =,

@ f%@?ﬂt?f” RPAIBFAE T REEEFHETHE, ARBRIIMEEESRRMEXET

N

34



Home Con"igure Net‘-.a-‘orking - Config ure Hardware - MMonitor Installation Advanced -
Monitor Installation
1. Configure storage Complete
2_Install OS Complete

Install StorageGRID

Finalize installation

Running

Pending

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy
[2017-07-31T2Z2:09:12.3625661 INFO -- [INSG] NOTICE: seeding ~var~local with c
ontainer data

[2017-07-31T22:09:12 .3662051 INFO
[2017-07-31T22:09:12.3696331 INFO
[2017-07-31T22:09:12.5115331 INFO

[INSG] Fixing permissions
[INSG] Enabling syslog
[INSG] Stopping system logging: syslog-n

1201?—9?—31T22:09:12.5?009&] INFO

[INSG] 3tarting system logging: syslog-n

[Z2017-07-31T22:09:12 .5763601 INFO
of node configuration
[Z2017-07-31T2Z2:09:12.5813631 INFO
[2017-07-31T22:09:12.5850661 INFO
[Z2017-07-31T2Z2:09:12 .5883141 INFO
[Z2017-07-31T22Z2:09:12.5918511 INFO
-07-31T22:09:12.5948861 INFO
-07-31TZ2:09:12.5983601 INFO
-07-31T22:09:12.6013241 INFO
-07-31T22:09:12 .6047591] INFO
-07-31T22:09:12 .6078001] INFO
-07-31T22: .6109851 INFO
-B7-31T22:09:12.6145971 INFO
-07-31T22:09:12.6182821 INFO
min Mode GMI to proceed...

[INSG] Beginning negotiation for downloa

[IN3G]
[INSG]
[INSG]
[INSG]
[INSG]
[IN3G]
[INSG]
[INSG]
[INSG]
[INSG]
[IN3G]
[INSG] Please approve this node on the A

c AXER
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WITH R

WATH BEY, RV T 2R AINZEIILE StorageGRID EEH,

ERBHNE

* BTER IR SRR T REIMNAR E IR,

* B EA PSR AR R.

* BUAARERIEEIE.

* BB BRI RPARINAIFAE MR T <o

* IREBARMEFET R, WAAHRIAERESIZRHRITHPFIESIREERIFYIETM. BS RIME ML
PR ESIEEE LR E,

* NRBAFUER, WHAEBEY RIZFESE ZHEEMEHN ILM AN, LUBREYT BmRZaAa2R’
MNREBIANFERIFIE R FlW0, MREMANERRIAEFEL FIEEETR) , WATHeIZE—MXEsN
BEETREEMEN, HER LM AN UERHREFE L. BN, —Bfbx ENE - T RENEDIRES
, NEMIEREZIER. FEIEXBIEEEmAREEREENRIIRA,

KXTFULES

WITH REEUTHE:

1. @RI LB RE A I AR T3 sl B AN 0 R EZ RN B RAS 15 2R ECE Y fRo

- ey B

2
S. EY BRI ITHIE, BETH - MHNMERGEEXX .
4. ERI LU BRI B TR E SRS, ESEBRTERIFIMET R LN BB BRI IR

®

p

EARBRME LT RLEESrIiEEEREMTE), FI0. MR CassandrafiEFERX AT, N
¥ Cassandrai N EHIZIFFEE T R ge REE/ L2 #EIEYE, B2, W3R Cassandra #iE
FEEESAREWNRTHIE, NIRRT aEEEHU Y E KA E, &R LIEBE" SCassandra
RN EUE "ML B RM " streamed "B Lb. LUHAE Cassandraiin & i (EN R IZE

1R P> PS> T R’

e B/RMIAE Y B E,. "Pending Nodes" E893 5t T /R ARIIMVFAE T =
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Grid Expansion

Approve and configure grid nodes, so that they are added correctly to your StorageGRID system.

Pending Nodes

Grid nodes are listed as pending until they are assigned to a site, configured, and approved.

st REHVE
Grid Network MAC Address It  Name it Type i

€ 0050568768 1a DC2-ADM1-184 Admin Node

© 00505687414 DC2-51-185 Storage Node

© 00:50:56:87:54:1e DC2-52-186 Storage Node

3 DC2-53-187 Storage Node

{5 DC2-54-188 Storage Mode

= DC2-ARC1-189 Archive Node

2. BEHIEET R
BRI BRI RO A HE R

Site Selection

Platform

ViMware VM
Vhware VM
Vilware VM
Viware VI
VMware VIV
Viware VIV

Search

It Grid Network IPv4 Address
17217.3184/21
172.17.3.185/21
172.17.3.186/21
172.17.3.187/21
172.17.3.188/21
172.17.3.189/21

Y¥ou can add grid nodes to a new site orto existing sites, but you cannot perform both types of expansion

atthe same time.

Site % MNew " Existing

Site Mame

3. EEREMNY BB

© NRBAMNFIER, BER * R+, ARBWNERRIZT,

c MRBEMBUERAMMBT =, HEEIWE S
4 BERES

o BE*RETR IR, HBIAEETR T EEZERFEMET R

RIERE, EALURAREFEET R * MEHNE MAC il * EUEEEXZTRIVFAER.

Cancel
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% Rar

" DC2-S3-187

= Storage Node
Grid Network MA

iE-

" 00:50:56:87:68:1a  Network

- | 00-50-5687:64-1e  ©rid Netwark 172.17.2.187121
................................................ st

| 00:5(:56:87:6f.0c Client Netwaork 10.224.3.187121

" 00:50:56:87:b6-83

e Hardware

.......................................... Viware Vi SCPUs B CBRAM

Disks
10768 107vGEB 107 GB 107 GB

() WRBORRE, EEADHBELS

6. NRFEETI RFIRA, HEIY BIRET R

38

a. EFEHENFE —NMTEMET REUAYE TR,
b. B *#tE
LB R BRI T RECE R R

1F247.01

10.224.0.1

167 GB



Storage Node Configuration

General Settings

Site Site A
Mams DC2-53-187
MTFP Role Automatic

ADC Service Automatic

L

Select ™Yes" if this node will replace another
node at this site that has the ADC service.

Grid Network

Configuration  STATIC
IPvd Address (CIDR) AT27. 3187121

Gateway 172.17.0.1

Admin Network

Configuration  STATIC
IPvd Address (CIDR)
Gateway

Subnets (CIDR)

Client Network

Configuration  STATIC
IPvd Address (CIDR)

Gateway

C. IRIEFEENENIRE:

R BEMETRXEKBIERNZT. WREBRMS DTS

Ro SIRBAMFIER, MAAET RERREARINERTIE .

Lcore [ ooe

R, IEHERAEN T RIERIERETS
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40

"B BORAT RMNENE URRENE SRR 2 RHEM.

" *NTP & * . WRTSRRNENEMY (NTP) A, EmaE8ah*, *E*HM* BFFE*
o W Bt * R EABNRLAEETR, ERRREERSHNEFETR, MXTRUKAERIFH
& IP At A RN T R FRE RN T RE DB E P iRA S,

@ RENTP ABNEREASNER EELRI TR, XiF, REERIXIMNITERHET
TR,

* *ADC* fRSS * ((NREMETR) | WEFEFETRESHETERSEHEE (ADC-A) RS, Itk ADA
ARSS FIRRER AR BRSS RV EM BT A, BNEREVDA=NFRET AU B S ADC-Service » £
HEWTRE, EREERLL ADC RS AMENZT = H.

*MREBAMLET/RIUBREET R, BEE 2, iREEZMNT R85t ADA RS, H
FNRMZRER ADD RS, WEEEREET R, Eib, XFalUBERERERIBRS Z
AiFTAY ADD ARSI Fo

* B, FEE B UERSHELT R 2B F 2RI ADC-Service » TEREM4EFEAH
T RA R B PRI E R

d. RIBEB SRR, EERMENTFIHMELIILE,
= *|Pv4 it (CIDR) *: RI4RIZECIAY CIDR Mg, BI40: 172.16.10.100/24
"R RIS RBIERIAMIR, fIE0: 172.16.10.1
**FM (CIDR) *: BEMEM—PHZNFM.

e. BE *RE S

HERNRRT REBERVENT RYIR.

Approved Nodes

Grid nodes that have been approved and have been configured for installation. An approved grid node’s configuration can be edited if errors are identified.

Search Q

Grid Network MAC Address It Name It Site It Type It Platform It Grid Network IPv4 Address v
DC2-51-185 Site A Storage Node Vilware VM 172.17.3.185/21
DC2-83-187 Site A Storage Node Vhlware VM 172.17.3.187/21

Passphrase

Enter the provisioning passphrase to change the grid topology of your StorageGRID system.

Provisioning Passphrase sssesses

oo | o

* ZENEHUENME T RNEY. EERH R, AR RE

* B EHUER MR T S5E]"Pending Nodes IR, iBERHERIRE. AERREHTEES

" R ARBRERENRET R, BXEFALT R, ARG, EEFHREEE. AR WS
f HERENSMFIENETRES LRPE,



@ NRFIEE, BNAEFIBREMEERARNIT R B. MRPITSNINET R, WFE

B %Y,

7 HOEFFEMR T RE. BN EERREE. ARREYT B’

No#iE, WRERERUETY RIBESE BURS. MREFHRITEZMENTET RBIES

'{k/u\ nBﬁ’l‘Jj)ﬂJ Hﬂﬁ’l\n%ﬂ m\ElJ é HU'{k/p\o

@ FUtIiEH, WFigE, StorageGRID REREREFZETLEME 3 MBRIEES 4 k"

TERERE ", Mk 4 TalfE, 1EHEERBE.

Grid Expansion

@ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it

Expansion Progress

Lists the status of grid configuration tasks required to change the grid topology. These grid configuration tasks are run automatically by the StorageGRID system

1. Installing Grid Modes

Grid Node Status

Lists the installation and configuration status of each grid node included in the expansion.

Name It Site It  Grid Network IPvd Address « Progress It
DC2-ADM1-184 Site A 172.17.3.184/21 JL:
DC2-31-185 Site A 172.17.3.185/21 E
DC2-52-186 Site A 172.17.3.186/21 L’
DC2-33-187 Site A 172.17.3.187/21 il;_\"
DC2-34-138 Site A 172.17.3.188/21 JL~._\
DC2-ARC1-189 Site A 172.17.3.189/21 m:

2. Initial Configuration
3. Distributing the new grid node’s certificates to the StorageGRID system.
4. Starting serices on the new grid nodes

5. Cleaning up unused Cassandra keys

() Ay REE—TEMES, BT NILSEE Cassanda

8. B THIMES * #E, LR THMEEX M.

In Progress

Stage it
Waiting for NTP to synchronize

Waiting for Dynamic IP Serice peers

Waiting for NTP to synchronize

Waiting for NTP to synchronize

Waiting for Dynamic IP Service peers

Waiting for NTP to synchronize

Pending
Pending
Pending

Pending

7EXf StorageGRID %% Ll_ﬁﬂﬂ%?E?I‘EEﬂZF, TR ARRTHINE XA EREIE, BImEEXH,

EA AR EHR IR RS
a. Bl R,

55, NPT R
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b. M NEEEZIDIRIE. AREREFHETE"

C. FTHEMG. IF .zip XGHMIAEFES gpt-backup BRFMA _SAID.zip XHRG. 12
_SAID.zip Xff. BE /c1D* REV* BR. HHIAERILTH passwords. txt X

d BETFHHNMEDRHEXHE (.zip) EFFAILENBEIRME.

@ MEBXHLIZEIRF, HAEBEEFATM StorageGRID RFRENEUIERINMNZZ A
MEZ,

O. MREAM—IHENMFET R, BEERSEERETHNESEL. LUSIE EERIXCassandrafli L
& ST M ER R
4. Starting services on the new grid nodes In Progress
Grid Node Status
Lists the installation and configuration status of each grid node included in the expansion.

A\ Do not reboot any Storage Nodes during Step 4. The "Starting Cassandra and streaming data” stage might take hours, especially if existing Storage Nodes
contain a large amount of object metadata.

Search Q
Name It Site it Grid Network IPv4 Address ~ Progress It Stage it
DC1-S4  Data Center1  10.96.99.55/23 Y | Starting Cassandra and streaming data (30.0% streamed)
DC1-S5  Data Center1  10.96.99.56/23 I complete
DC1-S6  Data Center1  10.96.9957/23 I complete

LB EEARIERTARY Cassandra 2R 22 IR E S N Rl EiEE 41t Cassandra T EHERIZE,

B S AR R AT A (EH T A LR ERS ), M S M HTA, "
()  EEtlECassandrafiARIIE S " MER TAERERNI A BEshl, AEBEIAEIET RE
EABIRTHIRET
10. SRS R, BRFEESRM, 38 BB - RABRLI.

FehlfE
RIBERMBIPIET R LR, ERIHRTEMEERNEESE.

HEER
“EHH ILM BIEIR"

"REFFHIRE ()"

"ERE Y BRYStorageGRID & 4"

A EY ERYStorageGRID £ 4t
SR EBE, B ITEMERMEEL E,

42


https://docs.netapp.com/zh-cn/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/ilm/index.html
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EE LM N pERNEEN, UBRERMEE. "ER ILM BIEXR"
* MNREHRI T ih s, EALIE R E—MEME L, FEH ILM N
LUE R TEAE .
 NREBRBEETAAMIMEI S, BHRIAFT R ERENEERS
IEHa,

AR ENERT. RAZKHNEET R OEAEEHET =
FiERR . FRERMEI L R ERZERNEE LT, MRER
BT RERBEXFMERR. WARFEEDELS BENXRK
A ILM >*TZHERF)o

WIEFET R B EEHAN R, "IIEFET R BT IESIRE"
BN TERIRRIDIESIE (NETEMIBNSBENFETREN) o  "FIIEEDREERFEEILY
TN ¢
2. NRFMT WX R B TEREES.
WX RECEES T HEEXER

MRBEIATARTER WmEE. BRNXTRAMNEHAL, #®F* "SI StorageGRID"
FRE*>*MRIRE > = ] A UE B EHAB T RH R <o

S MRAMT EET A, BERMUTEREES,

EETREEES T BEXER

WNER AStorageGRID ZABA T EAER. Ny TM7EActive Directory "IEEERER"
BEBPIIEARS(AD FS) R AHEET eI KH A EE. SIZELK
HAEEZH, BLEERIET S,

MREHHEEET R LERAMETERRS. WIRFEREETR "SI StorageGRID"
ANEERAAF, EFEE>NERE > SRR UEEN
BHALFIRHA I Ro

MRBESMEETR ENBMENEZESFRT -, BAURKEET "EfEET Rz E"
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EETREERES UT#EXER

NREHEENEET A EWAEIEINFEF—, WaLUE Prometheus "EHIPrometheusiEtn"

HEEMNEEETRERET REET .

m%gﬁ§¢ B RS BAE SRS, BABNEEE EHEREE
ENTEES RS ET REED S,

?g%, WA LUEE NFS 3 CIFS XHHZFREXN RARHR LA E "&12 StorageGRID"
Ao

“¥52: *BFEA@ICIFS/Sambai#t {THIZSH. HIEERFK
BJStorageGRID hras= 1Bk,

FE, WAUERENNEELZGA. BT REETRIRENE "E1F StorageGRID"
EARIXE, BN, BENEELRGANNEEET S BHRERIZEN,

1% AutoSupport JEE, SNMP @A, ZiREBFHAEFEHREFHR G

(IB&%) S

4 MRFMTAET R, BRAUTEEES.

VAT RECEES UT#EXER
[=CEl=hE] 5‘5E#T%“B')ﬂ‘éﬁﬁ%%,mﬁﬁl_?&o TR RS, JIETiR "EE StorageGRID"
RBRFERRS, BREET *ARC/ * Bif * AR EEEEERN

ST ILM SRES ORI Frpy )3T R 3 R R, "EA ILM BENR"
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°. BB BT REREARAEEPHMERIN. NEELTRNEFIHENEERAIEERAE. 155
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1. EEEET S FRRUTHR:
a. BFRIEETA:
L AL T#<: ssh admin@Rgrid node IP
ii. SNFPFIHAZER Passwords . txt X{HF
iii. 3N T enStI#Elroot: su -
V. SNPFIEAIZERS Passwords. txt X{HF
b. iIZITLLF#<: recover-access-points
c. MAEEZETIE,
d. ZIEMIBRSS: service mi stop
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2. T REET R ESTRUTHE:
BRIV REETR:
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f BHIEENFEET REHE REETR: /usr/local/mi/bin/mi-clone-db.sh
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BEEREDEHEFEFR I REET R, TREIRERE, HHAEEHT REET R,
h. INRABREEXNHMARSS BBHITLEEDIALE, EM SSH RIBRMFFEE. BN ...ssh-add -D
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1s -1
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LB Enh EC EFFEHRFPE , FREIEIL D,

E5EL ID,
151F EC EFTFEIRES B B9RE,
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ERAT Jjob-id . IBEBMEIESE FHREHIID,

© BEEHLH EC ENMTEIRES R RS URSTASTRERTIE:
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d. INRECEMTFEIREL T BUREMA Failure. BHARAZH
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WE, STUMGRIRIERIEN T uE RBVEMET R Z B EANF A,
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Software Update

You can upgrade StorageGRID software. apply a hotfix; or upgrade the SANtricity OS software on StorageGRID storage appliances.

« To perform a major version upgrade of StorageGRID, see the instructions for upgrading StorageGRID, and then select StorageGRID Upgrade.

« To apply a hoffix to all nedes in your system, see "Hoffix procedure” in the recovery and maintenance instructions, and then select StorageGRID Hotfix.

» To upgrade SANtricity OS software on a storage controller, see "Upgrading SANtricity OS Software on the storage controllers” in the installation and maintenance
instructions for your storage appliance, and then select SANtricity OS:

SGE000 appliance installation and maintenance
SG5700 appliance installation and maintenance

SG5600 appliance installation and maintenance

StorageGRID Upgrade StorageGRID Hotfix SANfricity OS

3. 3%&#E* StorageGRID Hotfix*,

A 27 StorageGRID HUEHMER T,
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StorageGRID Hotfix
Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.

When the primary Admin Node is updated, services are stopped and restarted. Connectivity might be interrupted until the services are
back online.

Hotfix file

Hotfix file @ Browse

Passphrase

Provisioning Passphrase @

4. M NetApp ZHFiE = FEHBMEIMER XM

o

pvirs = S L

HEIFHIEEX o

o

hotfix-install-version
C.EE I IH*,
2 EEX ., EEERE, XHERERTIFAEEFED,

()  amEmxta, BERERRBIRN—39,

StorageGRID Hotfix
Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.

When the primary Admin Node is updated, services are stopped and restaried. Connectivity might be interrupted until the services are

back online.

Hoftfix file
Hotfix file @ Browsze # hotfix-install-11.5.0.1
Details @ hotfix-install-11.5.0.1

Passphrase

Provisioning Passphrase @

O FEXAHERINECERIDIRE,
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StorageGRID Hotfix
Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.

When the primary Admin Node is updated, services are stopped and restarted. Connectivity might be interrupted until the services are

back online.
Hotfix file
Hoffix file @& Browse hotfix-install-11.5.0.1
Details @ hetfix-install-11.5.0.1
Passphrase
Provisioning Passphrase & | sseess i ‘

6. WEFE IR o

IR ER—RES, BHATEETR ENRSEMBET, ERYX NS ERA s ER T,

A Warning

Connection Might be Temporarily Lost

When the hotfix is applied, your browser's connection might be lost temporarily as services on the
primary Admin Mode are stopped and restarted. Are you sure you want to start the hotfix

installation process?
ﬂ

7R HE * FHERILEHER AT EEET R
HIEEREFRRE:

a. WRHEIETEAMRFRIL,
() WREETEMER ETURR, BN CEREEREXY, AEEOEE B .

b. BN B TRAEMMEF REHER, IWRETTWERPHAETRURENT RBMEMEFRERN LA
FrEg. RPPTRLEEDAH:

- BIETR
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Hotfix Installation Progress

A Admin Nodes - 1 out of 1 completed
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Sunnyvale SVL-51-101-199 Queued
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Vancouver VTC-§1-101-193 Waiting for you to approve
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Vancouver VTC-53-101-185 Waiting for you to approve m
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* EBIIIEFR, REREFE. BRERE, S4NERIINKEER, FRESEFETREENHET R
BT R

*EETRE, REREIERTN, KREBEHBM.

p
1 4TS S FH MmN IR &P EITHIZEAY IP itz —,

https://Controller IP:8443
IEEHE B/ StorageGRID & & REEFE A TTE,
2. FEEENRERNOT, BERTTEEETEET R P ik,

BRgFEEDRHZEL—PMEE T admin_ip WEMMET R FRE—FMW L, StorageGRID K& RERZR
AL B AL 1P ik,

3. MNRKRERIL Pt sHIGFEE UL P sk, BHsE ML
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il
FEpN IP

B A IFrA BEENEEETR

TR
a. BUHES * EREETRAM * Ei%E,
b. FrhiaiN IP ik,
C BEH*REF,
d. JETHIE, LLATHT IP HIMEAERDKRE LN ready o

a. gk BREETRAN © E1EE,

b. MERINEY IP #hitFIRAp, EEREEBUIREFET AR
FEET R

o BERE" .
d. TSR, ILEH IP HALAGERRAEER ready o

4 E* HREM - FRYP, RASEMENTAERNER, AREE *RE .

S. EREEDH, HIALHAPIAZ A "Ready to start installation of node name into grid with Primary Admin
Node admin_IP* ", #EEBERFA * AR * &,

NRRBA * FHERE * 175, WA
W,

N5
Bem

6. 7f StorageGRID RBFLEEFETIHR, BE * FIRLE ",

BEENMERENIROIKE. BXRHA, HERIRENREMLR
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NetApp® StorageGRID" Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advanced «

Home

© The installation is ready o be started. Review the seftings below, and then click Start Instaliation.

Primary Admin Node connection

Enable Admin Node =
discovery

Primary Admin Node [P 172.16.4.210

Connection state Connection to 172.16.4.210 ready

Mode name

MNode name MetApp-SGA

Installation

Current state Ready to start installation of NetApp-3GA into grid with Admin Node
172.16.4 210

Start Instaliation

UAPRAIE A "Installation is in progress , ", KBTS R RISITSRETETHE,

() NRBEFHHIRRRRENE, BRERBRN  BRRRE
e
"SG100F1AMP; SG1000AR%31%&E"
"SG6000 TFfifigE"
"SG5700 TFfEIRE"

"SG5600 FFiEIRE"
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Y545 StorageGRID & &L

ERETTMLZA], StorageGRID IRERERFZRMINS. RHERETHE, KEREN
=Ep

1. BEREREHE, FREREED - BERE "

"Monitor Installation" IS B RZEE#HE,

Monitor Installation

1. Configure storage Running

Step Progress Status

Comest o strage centoer N o

Clear exsing confgration ==

Configure volumes Li E = Creating volume StorageGRID-obj-00

Configure host seftings Fending

2. Install OS Fending

3. Install StorageGRID Pending
Pending

4 Finalize installation
FERSEETEFETHITHNES. FERSEFRTERNTHRNES.

CD LERFARREANZERTRNESFIEMET. NREEZEHETEE, UFAE
EfMaTHEAESH2ETERERSFNIRZ skipped o

2. BEAIRNLEMERAHE,
°*o ECETFE "

TEULRNER , RERFRERDEFMETFIE, BREMNERE, 5 SANtricity Z{H&(E UECES UKRER
BEFMRE.

© %, %% OS*
FEILINES, REIZFRIG StorageGRID HEAIRIERIBLEEHI TR,

3. LTSN REBE, HE * R StorageGRID WIREERLE * MEEE, HEARARNZHE LET—FKER
, RREEANREERTEET R EHUERT o

79



Home Configure Networking - Configure Hardware - IMonitor Installation Advanced -

Monitor Installation

1. Configure storage Complete
2. Install O3 Complete
3. Install StorageGRID Running
4. Finalize installation Pending

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy

[2017-07-31T2Z2:09:12.3625661 INFO -- [INSG] NOTICE: seeding ~var~local with c
ontainer data

[Z2O17-07-31T2Z2:09:12.3662051 INFO [INSG] Fixing permissions
[2017-07-31T22:09:12.3696331 INFO [INSG] Enabling syslog
[ZO17-07-31T22:09:12.5115331 INFO [INSG] Stopping system logging: syslog-n

1201?—9?—31T22:09:12.5?009&] INFO [INSG] Starting system logging: syslog-n

[Z2017-07-31T22:09:12 .5763601 INFO [INSG] Beginning negotiation for downloa
of node configuration
[Z2017-07-31T2Z2:09:12.5813631 INFO [IN3G]
[2017-07-31T22:09:12.5850661 INFO [INSG]
[Z2017-07-31T2Z2:09:12 .5883141 INFO [INSG]
[Z2017-07-31T22Z2:09:12.5918511 INFO [INSG]
-07-31T22:09:12.5948861 INFO [INSG]
-07-31TZ2:09:12.5983601 INFO [IN3G]
-07-31TZZ2:09:12.6013241 INFO [INSG]
-07-31T22:09:12 .6047591] INFO [INSG]
-07-31T22:09:12 .6078001] INFO [INSG]
-A7-31TZ22:09:12.6109851 INFO [INSG]
-B7-31T22:99:12.6145971 INFO [IN3G]
-07-31T22:09:12.6182821 INFO [INSG] Please approve this node on the A
min Mode GMI to proceed...

4. HERES R UEEREFHET .

ERBMEUREREFHET R
B MENREERPREFEBIME, 7RIS FEFETREEENBET SRHNERT =

TBEENNR

* IR ST R RUN S 2R S R IR B IE SR
* IS A R IR ARG IR,

* B A B EZIDEIE,
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* BB B ME IS EFET o
B IEIEIEBRRRD SR E e B 1R B9 FF 45 B R,
S MEIAEE 15 RAKRERIILFET R
5
1. EMREIRR P, EEFEBEIPEIPESIRE,
2. 7£ Pending Nodes FlIF&RAIEREMRE BIMET Mo

TREIMHEER, EMBEREYIRS, BELTEAEETR, BN REENREHESITFHTT!

pES
di
S
il

3. W\ * BLERRIEIE
4. BE BHIRE *
Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Sea Q
Name 11 IPv4 Address IT State 1T Recoverable N
& 104-217-51 10.96.104.217 Unknown
Passphrase
Provisioning Passphrase | sssses

Start Recovery

o EMEMET REFREREHRE.,

Mg RIAZE] " Waiting for Manual steps’ " FYEERY, BHEI T —E@HAITF P BUEFFIEHMNEME
k& EZEE.

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Recovering Grid Node

Name Start Time Progress Stage

de2-s3 2016-09-12 16:12:40 PDT h WY Waiting For Manual Steps

@ TR EHRERERIZ], EHEEILEE * E8 * KEFHNME. IR ER—MSEWIEE
, EREEEREIE HTRBLATFRHRAERS.
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€ Info

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For ViMware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

oo o

MRBEEEREI R FEEME. STETHRED FIfNLFIRES sgareinstall R Lo

Do you want to reset recovery?

EMERNERRREEEE("FITE")

B MFNEITR NI, FREEMEHRENEEESH ERTRIVLERREREZRTF0E
Bo B— AH%I]ZIDI—:E%EEE%‘%IEE%E’J%, EHEME /I StorageGRID FiEE. ”":/\Hiﬂ
R EMRIVLFIE ENHNE, RIEFZEMYE Cassandra BIEEFHBEIARS
BEENAR

* BEEMREMFEE IR EAISREFEERIRMt,

11T sn-remount-volumes BIZSA] BER B F & E EttEZE S,

' CERERTRENTERTREH, RECTETRCRBESE . (EMSERED. BE AP
S EUHEE" )
© CEREN BREARIDHTT, (EMSEERT. SR EPEPES TR, )
MRS DT RBHRUMIE TS SADLE 15 KNEER, BRARAZHE. WIE

@ 17 sn-recovery-postinstall.sh A, ERMHZNMFHET R LBEERE Cassandra By
15 RNARERSHEIEER.

KFItES
BEMIRFT R , BRITUTERES:
ERIEMENFET R
* B1T sn-remount-volumes AT EMEHRNERMNFEESHMA, TITIHMEZAE, ERHATUTIRE:
© BEHMEHES M FEEUER XFS BE.
° H1T XFS XHH—HMHHEE,
* MRXHRSE—E, WHAEFEERS NRIVERR StorageGRID ZiEE.
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© NREFHEERNER, BEFEHZEFRES. &LNMERAHERFIAE.
© BRI W H AR E R,
* JB1T sn-recovery-postinstall.sh flAds, BITILHIZAES, ©IGHITLATIEE,
BITZH. BNEMRERREENBoFM#ET A sn-recovery-postinstall.sh ($4F)&
@ U BREFREEHIERERN R THE,. ZREMBMFET R sn-recovery-

postinstall.sh TFZSBZHEIARS HIE. HSEStorageGRID K& T RIBH4E
PIET

o EFERUPIERNEAEMES sn-remount-volumes BIARTEEH TR ER,

@ MREFRNUENEEES, WizE LB SIESRER. RIKRER ILM ANEE S
FEZSIUREE, WAFHITIINVRIED R DU E AL BT RN SRR,

c NRFE, TN = LEE Cassandra $iEE,
° BoiE#ET R LRSS,

3
1. BRIEMENFET =
a. AL T®%: ssh admin@grid node IP
b. M NPFIHMEER Passwords . txt X
C. WAL T an < root: su -
d. NPT HAIZR Passwords . txt X
HUrootAAF SMERG. RTFEMER $to 4o

2. BITE—MHAEREHEARNERNEFES,

@ MRFAIEEFHEESHEME, FEHTHRIVL, NEFBFMEEHLIIKE, ERILBILD
BHEBITE A, EFRINLPIEEHHENEES.

a. Iz{THIZA: sn-remount-volumes
A A] gER EHUN A BEE B 2 BIENFMES LiB1T.
b. FTEIAIzTTERE], EERMEHRTEE FRT.

TR LARIEREMEMA tail -f ATHEHABEXHATHHS
@ (/var/local/log/sn-remount-volumes.log) . BEXHEELLHEIITREEF
AMER.

root@SG:~ # sn-remount-volumes
The configured LDR noid is 12632740
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Mount and unmount device /dev/sdb and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sdb:

Mount device /dev/sdb to /tmp/sdb-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12632740, volume number 0 in the volID file
Attempting to remount /dev/sdb

Device /dev/sdb remounted successfully

====== Device /dev/sdc ======

Mount and unmount device /dev/sdc and checking file system
consistency:

Error: File system consistency check retry failed on device /dev/sdc.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh, this volume and any data on this volume will be
deleted. If you only had two copies of object data, you will
temporarily have only a single copy.

StorageGRID Webscale will attempt to restore data redundancy by
making additional replicated copies or EC fragments, according to the
rules in the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on this volume cannot be rebuilt from elsewhere in the grid
(for example, if your ILM policy uses a rule that makes only one copy
or if volumes have failed on multiple nodes). Instead, contact
support to determine how to recover your data.

====== Device /dev/sdd ======

Mount and unmount device /dev/sdd and checking file system
consistency:

Failed to mount device /dev/sdd

This device could be an uninitialized disk or has corrupted
superblock.

File system check might take a long time. Do you want to continue? (y
or n) [y/N]? y

Error: File system consistency check retry failed on device /dev/sdd.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-

postinstall.sh, this volume and any data on this volume will be



deleted. If you only had two copies of object data, you will
temporarily have only a single copy.

StorageGRID Webscale will attempt to restore data redundancy by
making additional replicated copies or EC fragments, according to the
rules in the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on this volume cannot be rebuilt from elsewhere in the grid
(for example, if your ILM policy uses a rule that makes only one copy
or if volumes have failed on multiple nodes). Instead, contact
support to determine how to recover your data.

====== Device /dev/sde ======

Mount and unmount device /dev/sde and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sde:

Mount device /dev/sde to /tmp/sde-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12000078, volume number 9 in the volID file
Error: This volume does not belong to this node. Fix the attached

volume and re-run this script.

Erfllatd, —NEEEEMNERER, — T EHEEHIER,
* /dev/sdb BBEIXFSXHRAZ—HMNEHABRMNELEN. FILEMINERER, HARE
MEHIRE ENBIERRE TR,
* /dev/sdc AT FHEEEMENERIF. XFSXHRF—EERERK,

* /dev/sdd TAEH. FANEEEBUERUSHENERIREHRIT. SMETEEHFHEEN,
ESWREREBETXHRAS—HMNE,

. E%ﬁﬁ%%Ei%%éU%ﬁﬁz‘iﬁ, BN R ERE FIRTEL. BERUNEREE ERXHR

é]bo

" MIREFHREEERINAHE, RERE IB5E . "ErUERXHRAENENSERKFATEMRT
BIRR, ERIGREFER /var/local/log/sn-remount-volumes.log HENMH,

* /dev/sde BEEEXFSXERFE—HIENE. HEEEWEN; B2, PHLDRTAIDER vollD
XHESIIEET S( configured LDR noid BREINR). WWHERTMERTF A —IMNEMET &

3. BRI H AR MR,

@ NREFEERET XFS XHERA—BMREH T AER, BFHAESEREFPNEIRERE. &
AT BIETTIE X sn-recovery-postinstall. sh EXLESE ORI,

a. WEBELRRERTEEFFMEENFE. MRRIILEMRS, BEIEITIRZ,
b. EEFMEEEHRENHEE. BRLBIETEEENETILEFMET RBHEIR.

EUMRAEIFR, /devisde FAIHE S LU FHIRAER
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Error: This volume does not belong to this node. Fix the attached

volume and re-run this script.

MRREEMHEERT B — M TR, ERRRAZ, NREETHE on-
() recovery-postinstall.sh iiAh, FREBHEMKRL. X SHLERR
MIBEX

o MBTEEHEAEELS, WETHRENEHN, RAEEERTRILLE.
() CoREEAEREREEEENEELE.

TEREMEEBFEXEID. BITHEBEMALLID repair-data AFRENREBERTNE(T—MRE
T8RS,

d. EEHEMMB T EERNIEEG. 1B1T sn-remount-volumes EMREMIALBIAFTE I EHMIER
MTFEEYI EEMIEH,

MBTEE NSRS ERTER, MESSHITT—F, VBRI Lo
() IxEsEmG, IENRKEEHIEER, URE—1 8%, SRR T— MR
(FEHSEIR) HLE,

1570I51T sn-recovery-postinstall.sh NNREINNHIEZFES L RIRBVEIETE MM
@ MPREMAESERGIW. MRENILMKREERNANXEIE— M EIEHEEZ IR L
KEWEE). WA LABERA, BHKARARZIFURE A IRE IR,

S,

4. BT sn-recovery-postinstall.sh 4. sn-recovery-postinstall.sh

LRI AR EFR T EEHER AR ERNEREES,; RIBEFEET R LER Cassandra #iERE; H
BEITFET = _ERIARSS.

BEERUTEI:

° LEHIZATTBE R EHU\ A BEIET T,

o BE, EMZAEITHIE, ERBMEY SSH i,

° SSH RIEFIEIRSHE, B * o Ctrl+C*

° NREEMLERITFHEL L SSH 21E, NHABERRIE!T, BEIUMN " HE " TEEEEHE,

° INRFMET AEA RSM RS, NIREET SRSENBE, BIATESEE 5 9%, 85 RSMRSEX
25, FiteE 5 FHIER,

(D RSMEBSIFOSILADC RSHEHET AL,

it StorageGRID & 1372(#F Reaper #I2 Cassandra 188, —BAXIRESSAERSH
()  t EaEssiTEs, kS EBEMARHTIEL " reaper " § "Cassandra repar.’
" MREEIETEEAMNEDEE, BETEHEERRERR S,
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3. fE/9 sn-recovery-postinstall.sh BIZSIETTES, MITMMREIEZHEYME T,
"RE"TUE _ERHEEMER Y AT IRENERIRE sn-recovery-postinstall.sh fii4s,

Recovery

Select the failled grid node fo recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Name 11 IPva Address 1T state 11 Recoverable I

No results found.

Recovering Grid Node

Name Start Time Progress Stage

DC1-53 2016-06-02 14.03:35 PDT . O N N Recovering Cassandra

6. i \iR [ ZStorageGRID iR & L &RZFHY" HITRR R "TIH http: //Controller IP:8080. EAITEE
HIZRAYIPHEAL,

SR " TS SHAE TR,

= sn-recovery-postinstall.sh HMABET R EEARS. BRI LU REIERREI ARSI LR
EEEFES. T —MEEP R PR,

BXER
"BEEXFHETRARKDRIMENES"

"R REIEE R ENFES"
R GEELRRENREHFES
MEREFET RNFEERE, ERURREFEMET R K ERERERAINREE.

EREHNNE
* ERTHINBIRE MR RAGE RS * BT o RIS SRR R AT

KTFUAES

AILUMEMEFET R, [IRTRISEEEERNREUE, fiREEREMBEL ILM RN, LUERLUERNR
B4,

@ 0K ILM MNEBENNEFE—IEHEIE, MBI THIAKENFEE L, WEETARE
R

INREN W R E—RIRBIAN T FEMT, N StorageGRID B Z MERpE#R ElS
@ FiEhin < LUE RN REE. ERITIHRIED R 280, BERARAFURB LR RERESTEE
LD S8 i
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MRMRE—FIRBIAMUTIIETRLE, WM IBTRERENREE. BT MINERIFETFE
AGORBIRERTEER. RIEMNAET RN REUEEREFMET /P E R E EE ME 7S
TRIERBIRER,
BRFIRIHE. 151817 repair-data [l LA ARERMREENTIE, H5 LM BiBEc SR
FRAE ILM F, &R AXHERRERNED repair-data 7S, HRIBEEIERSHIVEIET M FRFFDHY
R, QRS

EFEHIE. RECRFECER I TRERNBET R LIRES. JUEAR G <SREREHIREKIE:

repair-data start-replicated-node-repair

repair-data start-replicated-volume-repair

* BIRRIS(EC)EE: RIEEEREFEBERB I T RERNEET R LIHES. AIUERAM N RKERER
ELELERE 6/

repair-data start-ec-node-repair

repair-data start-ec-volume-repair

ERLEFMET /B, A LUFFREERRRERNSE. CERERETRYAIARTM. ERIUERUT
an L IRERZU M RIS EIERIE E 1B -

repair-data show-ec-repair-status

EC B EL RIS AR, THARMEFHLR, BLEETRARMA, NREER
() BoGEEBTFHE, ECEEFLEAN. TLlfrlARERMY, ECESFLRRES
~BEBIFETE,

BXEANFRES. 55N repair-data BN, HN repair-data --help NEEETRBIHLIT.
Bt
1. BRI ETEENR:

a. WAL F#<: ssh admin@primary Admin Node IP

b. HNFRFIHIEES Passwords . txt X

C. BN T etk Hroot: su -

d. AP FILRIER Passwords. txt X

HUrootFIF B ERGE. RAFFEMEN $ to 4o
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2. {£M /etc/nhosts file. BFEHRERREMRENFET ANENR. BEEEMIZPAAET RBFIR. 155
ANUTHZB: cat /etc/hosts

3 MRFIBEFMHEEHRERE, FREB MR, WRABAMBOEHIAKE. FERET P, )

@ ;g;%iiiéﬁ repair-data BN Z M RAITHIEE. BMEZ IR, BERAKRASE

c NREHNMRE S EFIEURE. BEH repair-data start-replicated-node-repair me
--nodes AT EBEENTEMET AL,

Lt $I§EE & SG-DC-SN3 HIfFETI = - S HIavEkiE:

repair-data start-replicated-node-repair --nodes SG-DC-SN3

TR RIIEIS, MR StorageGRID REHAITHINHRKIIE, NS * HREX
() =R TesnR I RANEEDA CREER, CUREEANE LR URRET
W, EEIA StorageGRID KFFIIEHIRE A,

o NRMIMEE S UM MISEE. 1BFER repair-data start-ec-node-repair 3% —--nodes FF{&
EEANFHET SBNE,

bR S IGIEE B /9SG-DC-SNIRITFiE T = _EBYZUIZRAD 4452 ©

repair-data start-ec-node-repair --nodes SG-DC-SN3

LR ERNR[EM— repair ID XFLWAA T X— repair data #fF. EFEMALL repair 1D RERAY
HEMLER repair data #BF. MEIRETRE, F=REERFAEMKRHR,

() ERuempsapme. TUTFSESRIMER0KE. EERERET A TRERR.

° PNREHIMIEE RSB S E BRI EUEF MR EIE. BT <L,
4. MRIEMPHEHILE, BFEERTMHE,

UA7#FRTAANE ID o FlE0: 0000 BE—NEM o00r 2F 1615, BRAILUEE—NE, — M EE
EEZ T TF— 1T FIHE,

FrESBANTR—NMEET R L. MIRFEXRSIMEETRNE, BERARARZF,.

e MNBMEREESEFHIIEIE. 15FH start-replicated-volume-repair 3% --nodes AFARIRT
SAYIEIN, AR --volumes B —-volume-range &, A TFRGIFIR.

BANE Itan LRI RERINEBIEIRREE 0002 8 9SG-DC-SN3RITFETI = L

89



90

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0002

SCE: oL RERINBIELRRESEENBIFIES 0003 to 0009 & 9SG-DC-SN3WEFET = £

repair-data start-replicated-volume-repair --nodes SG-DC-SN3 --volume
-range 0003-0009

ENERE—NFYPR: S EFNEBIELREE 0001, 0005, F 0008 ERHISG-DC-SN3
HFEET R LE:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0001,0005,0008

ERASHIER, WR SorageGRID REM TSR GIUIE, MRS * HRRK
() =5 TesnBEIRANEEDR LREER, CUREEANLERE URRE
WRE. ESNE X StorageGRID MiEFN#PEHEBRAYILER,

* NEMRE UMD EGE. BEA start-ec-volume-repair 83 —-nodes AFRIRT RAVIE

W, PRGN --volumes 3% —-volume-range M. WA TFRBIFFR.

BNE Iban LA RIRRRIDEIELEREIE 0007 FER HISG-DC-SN3RYFE T R L

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes 0007

% CE: e SRR BIEERESEEMRIFIA S 0004 to 0006 TER ASG-DC-SN3WFET = £

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume-range
0004-0006

ENERAE—NFEYPR: ST UM BBEIEIRREIZ% 000a, 000C, # 000E ERHASG-
DC-SN3m7FfET s £k

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
000A,000C, 000E

o repair-data IR{EIR[E|IME— repair ID XFMWATX—R repair data 1B1E, BERLE
repair ID IRERFUHEMLER repair data fF, MESETMGE, FRREEFRIEMKI,



@ EREFET RN, STUFREERRELNEIE. BEREMET /YA RARETMK.

° NREHIMARERY & & E BRI BURF A MRID R EIE. BT <.
o. MiITEHBIERNIEE R,

a. FEEF N R> EEBENFETR> ILM

b. A" "B FHEMEHECRERTESTH.

EE5ERa. waiting - all BHEERO N R,

c. EEFMMISITEETIE. HEE > TR> MR
d. MR > [ETEEE BITFAET = > LDR*>*SUEFE"
e £RERAUTEL, RAGHEEFNEERTETM.

()  Tee#E Cassandra F—H, 3#EFABEAMMIES.

ST EEEE (XRPA) * @ RAIEMERESIEEONE, SUEETASREEERGIR,
R RI, MBLEIAEMMERET La0EmAE (5 - SHEEIE - i - B
FT LM $HERTEAE AT ST AR BEE NSRRI R

() ERRHgRETER EANHE. XTOETRRE LM RENMR,

* * FERE - [EIHE (XSCM) * 1 EALEME R EITHAR M R AN RV A REE BN R *
BEXEEE © BEEINMERES SaiiafkiiE, NEHEERAEETR. FEE, TR
FIREREN, * AR - &t (XSCM) * BMERZSR BIWE, 8T RIEEIRIERX
Bo ERILEWMARR * FETEE - &1t * B LIER UMEE SRS ESERE,

6. IR EIRRIIE S, AREIRXATREERMAMERIER,
a. HEU MRS EIREERRE:

* FRLLS SR EEREIIRS repair-data 21F:
repair-data show-ec-repair-status --repair-id repair ID

* AL L AITIHFIAREE:

repair-data show-ec-repair-status

BERFIHER. €4 repair 100 AFEANMARIEEEITHMREREE,
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root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est Bytes
Affected/Repaired Retry Repair

949283 DC1-5-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9 Success 17359
17359 No

949292 DC1-5-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9 Failure 17359
0 Yes

949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9 Failure 17359
0 Yes

949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9 Failure 17359
0 Yes

b. INRiEH B REEIRIERW. BEMA --repair-id EHUEIREE.

It ar SR ERBEIDE XK T RIEE 83930030303133434:

repair-data start-ec-node-repair --repair-id 83930030303133434

I Er SR ERBEIDEINEMIIEEE 83930030303133434:

repair-data start-ec-volume-repair --repair-id 83930030303133434

BXER
" IEMRK; B

MEIREFFET REREFERS

mEREFETRE, BONIESEFET REFIRRSERIRENEKY, HRRES
EMBoFET RARS2HEE, HIRSERIA BN

ENRE
) "“M\Zﬁﬁﬁﬁi%ﬂ’ﬂﬂﬂ"kéﬁ’ui A% E 2R
* FHETREME, HEREETTH.

bFEJ%
1> T AR>S JR A,
2. B BMEFHET R LDREFE FHERS-PIEFI F RS- Ha i E.

TREENESIN B
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3. YN "Storage State" (FEEIRE) — "Desired " (FFE) BB HNTIE, BRMUTSE:
a. B~ figE * R+,
b. M * R - * THIFIRA, EE B
C. B * NAEN
d. B&F * R * ETRHMIA * FERE - B * 8 * TS - e - EEEHRNEN.

MRS DR T TR TFEEHIEPME

BTER—RIIES, AEMEETRHNEFEET R, NRLEFE#EDTR EN— %
EiEE R EHRE, TE'%,;L?EEjJ%%nﬁ?ﬁEho MRREEEESLELRE, WEEDS “WTT
StorageGRID &4 fEH.

KTFUAES

IS RET BRI R ERTR RMENTFET R, IRSEEFET R LNEFEESHINKIE. BERREIR
""Recovering a StorageGRID Appliance Storage Node",

Review warnings about storage volume recovery.

v

Identify and unmount failed storage volumes.

v

Recover failed storage volumes and rebuild the
Cassandra database.

v

Restore object data to a storage volume.

v

Check storage state.

HEXER
"It & StorageGRID 1§ & EZET =
-
BEERXEFHEMENES
* "HEHEHSIEEES"
* "SR EBIENTFES H EECassandrafiEE"
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© RSB R B R AR RS IR M i
- RE SRR EEERE

EEEAEHENENES

EMEFET RNREFEE 2, BRNEBEFUTES,

RS ARNEES (REE) B+ AREIMIRR, ZHRISFRA% 1D, HI, 0000 BE—1E, 000f
2% 16 M5, SMFEBALNE—IHEEE (B0) BSEA 4 TB WS ERMITHRITRIEA
Cassandra $IEEER(E; %% FOEARRTIHMAT NS, FraLtEEs AT SRR,

WMRE 0 REMPEHEFEME, N Cassandra HIBERIGESIENEMEIREL B N—oHITER, EUTIE
T, EAILLERE Cassandra :

s FETRRAEE 15 KEEMmEBE.
* RAWDBIN— 2N EREELEBEHEME,
B Cassandra [5, 2ABEREMEET AFNEE, NRBRVNEFEET RIE%, NEL Cassandra #IER

BEARAI A, 1R Cassandra RIEEE®, N Cassandra #3ERIREH KREMEPRF -, NREEFEETRIZ
BEANBSEE Cassandra , EERIL 15 RKRNERB NS NMEET R, NrlfEsRESHIEER,

@ MRSIMEFETRJUIEE () , BREARARSZR. B7ZRTUTMRERESRE . AIEX
FHIEER.

@ MRXBEFRETARERELMESTE 15 RWEZNMFRETRRERE, BRAKRAS
o £ 15 RAER TSN FHET = LER Cassandra ARt 2 SHEIEER.

@ ?2%—¢ﬁ£ﬁtﬂ’9%¢ﬁﬁ%ﬁﬁﬂﬂ%ﬁ&ﬁ%, WAIERE— MR MERES R . BHRARAX

"BRASZFFIARITIE R IRE"

@ R ILM MNECBENEFE— N EFIRIE, MZBISUTRERENEFEES L, WEETERE
POE 8

MNBEMREHAIENBEIARSS . KT - Cassandra (SVST) iR, FBNAEXEIFE Cassandra
() WERrirE 0SSR, B Cassandra /5, RUBMZR, MRAEIREIR, A5
AR,

BXER
"MK BPEHEER"

"BXRMET RIENESHIEERSI

HREHHHBEEFES

EMEREBMEEFEENFETRE, BUIMEHNHKES, EQMNIIEEREEE
T ANEFRRIVCHEFES.
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ERBEHNE
RS S F R S R R BRI B2,

RFUIES
BN RRME R ERZHTFES,

MEREMNE—F BN BFIERE, FEHHEET /0 HRNE. NRBIESNAERE, BXHRAMENR

7, WRGRIRET AN IR P ARER AR ERIE 2B FEAHIT,
BRI TEMIIRED R , ARBRITFHTERMES, FUNANNEMEZREE, FLETR

@ , BOITRHEHBE. BN, EI51TH reformat storage block devices.rb flZs. &
ARERBEINHRATHIR. SBRIAEEIRKL,

()  mEFzE. BB ERERIR reboot B2

@ BIFRIRASEEES. ERERLERIIEPEELNETRINL. ENBRIANER, LW
BERTEME.

BFMmEHREEES, ERENESEFMEENRERMKIEE D

EREN, RASNENFEHEIEIR—IXERFBERAE—MRFT (UUID) , HERPERIXHEZRS UUID
EHIEED R ERN— rangedb BR., FIIHTXHERFUUIDHrangedbBR /etc/fstab XHEMIEEIESS

PRETSERM, STE b BRUNBEHSEHK,

ELLTRAIF. Fdevice /dev/sdc BHEAR/NAA TB. HEHE /var/local/rangedb/0. FHIZERM
/dev/disk/by-uuid/822b0547-3b2b-472e-ad5e-elcf1809faba fEH /etc/fstab X{&:

f Jieuiade Fetefelab (e =i Erracssrammunt-ro, barey
var - fdevzdd fwar/lacal XL ETCOES~TaNUNT~E0  barel:
fdev/ade AWAQ AL defanlca n

7 local idevisde — proc fpros pros defanirs ]
| rangedb J i ayafla feEy= =ysls el Ti] ]

0 e debugta foysskcnel fdcbug debugta noamTo o

- fdevisdd — deupts Fdevipts devprs pode=0520, gid=s i

Adev/EdD Fredia/Eloppy <1 ] #al ROALTE, U3e Y, STHE u

i} _rd:me_ Sdev/cdron Jodoom izoPE60 zo,mosuts 0 0
‘\\ | fdev/diak y-uuid /IR 40 40ET-BE1L-47a7-0T00- Tb31bA5 5albl  fver/local/nyagl_ibda
439868 || Sdev/zapper/laguy-Lagly /L2y xLs dwapl mipts/f2g,nealign,nobarcier  ikeep 0 2

[Fdcvidiaa by uaid/ Beabi5d) - doan-4iac-ndbe-cLoELa0aEaba /var, local/rangedb /o)

Wpled Pind Do Siohm  S@e  Siece Auslsbly  Toe Envies Enives Avadible  Wite Cachs
i erect Ovine B 104GH 453GH P 65560 SE3610 MG Uninown )

u 3 WETE MMEMS B Unknown 5
vt 58900408 850903 855 ) Unavaistio 5
3dd Onbne 56 Ay £V G5 4,90 GO ) fp BSA0S 400 BS8 071N S &Y Unavailsbis |58
femfeealimngecli sde  Onbe S 6 A 5608 437006 M@ BSA MO8 B N0S 6 Unavalstle 59

p
1. SERU TS BRUIERBEFEE R HIGE R

a. FEFF SR> TR WM.
b. W IL S HETFET = LDREFMEELA T AREREAERINRFE,
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Object Stores

D Total Available Stored Data ‘Stored (%) Health
0000  966CB 5.6 GB 4 823 KB %0.001 % Error
0001 107GB 107 GB 0B 0% No Errors
0002  107GB 107 GB 0B 0% No Errors

C. R UAR HIEEFME T R SSMEBREIAE Y, HE L—TPRENES T HEFEESIEHSNER).

U
e

WNREFEUTSHBIRTIEHITRS. B, 0000 BE—14E, 000f B% 16 &, TELRBIH. ID

JI0000Y T RIFEMEXN N F /var/local/rangedb/0 &€& B sde. AV 9107 GB,

Volumes

Mount Point Device Status Size  Space Avallable Total Entries Entries Available  Wiite Cache

/ croot Online =)@ 104GB 417 GB [9& 655360 554,806 & Unknown =)
Ivarflocal cvioc Online ZJ %) 966GB 96.1GB [E &) 94369792 94369423 H& Unknown B
ivarflocalirangedb/0  sde  Online @ 107GB 107 GB 5@ 104,857,600 104,856,202 &9 &) Enabled &5
fvalocalirangedb/{  sdd  Online )@ 107GB 107 GB 0§ ®) 104,857,600 104856536 53 @) Enabled =)
jvarflocalirangedbi2  sde  Online 5@ 107GB 107 GB {5 @ 104.857.600 104.856536 5% @) Enabled &5

- BREIRESENEFET R

a. WALIT#<: ssh admin@grid node IP
b. #NFFIHIEERD Passwords . txt X

C. N T a2tk Hroot: su -

d. AP FIERIER Passwords. txt X
HUrootAAF SMERG. RTFRMEN $to 4o

BT AR LUE L HERR S H ENH K fE 7 i8S |

sn-unmount-volume object store ID

o object_store ID EHEFMEEMID, HIE0. IFEE 0 7EIDFI0000RI XS RIFAERIER

MRBIURTR, B . * FILEFET R EHNEERS.

() MREEBSSEL, WRKIRRE, {3 0 {1k Cassandra Fi,

S,



sn-unmount-volume 0
Storage services (ldr, chunk, dds, cassandra) are not down.
Storage services must be stopped before running this script.

Stop storage services [y/N]? y
Shutting down storage services.
Storage services stopped.
Unmounting /var/local/rangedb/0

NW#iE, FERSHEL, SR80, KEETHER, EREIENE MR, RE—FERETREE
izl

M8 R EMIENTEEEFH EE CassandraZiiEE

BB T — AR EFR XU EFIEHREEFEE LNEFERE, HERFREEVE
BN EFEE T i L& Cassandra $##EE,

* WA H Passwords. txt X

* RS2 LM AR AN NI o

* MAMBHESFENAERRE , BB, HACHEEIRFMEEMT,

* BMEENE XA E RiaTFiEER.

* BERNBERSRENITEMETRER, NECHETRERARELRE . (ENREIESP. EEHIPEIF T
S BUHECE". )

* BENEY BREREERTHITH. (EMBREESER. EFEIPEIPEST R, )

* BEEEEXEREMENES.

"BEBXEFHEEMENES"
a. IRIBRE, ERSLAIBHEHHBKIEFEE XKNSRIEYIER EIFiE.

EEMREE, RRENPRIENBIUBFRIEERREBIRZEFE, EFEENRETHSE. EEE
BHEHFHRINE /etc/fstab HEBHRIT.

b. BFRENREHERTFET =
i AL T#<: ssh admin@grid node IP
ii. NPT HHIZR Passwords . txt X
il. 3 NIA T apL I Eroot: su -
V. BANPHIHAIZR Passwords . txt X

Hroot R B EFE. IRTFHENT A S to #,
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C. fERANXARIER(VIEVim)MPRIFREFEE /etc/ fstab X ARREX .

@ ERERIFHIEE /etc/fstab XHFRE. BAMPMERLE fstab MESERWIEF
BIFRBTT fstab X SHEHBIXHRFILE.

d. BRI AERIENZES, HIRIEFEER Cassandra HUERE, A ...
reformat_storage block devices.rb
* NRFHEIRSERIET, RARRTEELXERS. WA *
" WIRFE, RARIRTEER Cassandra #ERE,
EELES, MREPER—IEFEH, BEE Cassandra #iBRE, WA *
" MBS EED RBRNSESE 15 RAERT S —MEET R A

ZAERHMAER Cassandra . BB REAL I,
* WFEFET R LS MrangedbIREh2s. HRAREKEHITUUTIRIER: Reformat the rangedb

drive <name> (device <major number>:<minor number>)? [y/n]?. BANUTFIENZ

*y * BRI ACHIIEIRNEENEE, XREMEANEES. HREEFMRCBEFEEESRINE
/etc/fstab X

" NREBAESEEEIR, HEERIEERKRILE, Wh*T*S

PEE * 0 RIS, EHIKEE IREANRERHE LR AR
(D) ERTED®) SMREDSE. AR, B

reformat_storage block devices.rb fi<5

F L StorageGRID ME L2 EH Reaper QbIE Cassandra 88, —BMEXIRSZIHFR

@ FIRS A, @Aﬁﬁbl_fﬂfzﬁo AR F R EIMAREHPIRE " reaper " 3
"Cassandra repair.” ", WREEE U?ETWEQ'E)”SZE’J%ER/ﬁ B, BETEIREEHE
AN

FELLTRGIEE LS. HIRENZE /dev/sdf MNEFEL. BEAREEFECassandra:



root@DC1l-Sl:~ # reformat storage block devices.rb

Storage services must be stopped before running this script.
Stop storage services [y/N]? **y**

Shutting down storage services.

Storage services stopped.

Formatting devices that are not in use...

Skipping in use device /dev/sdc

Skipping in use device /dev/sdd

Skipping in use device /dev/sde

Reformat the rangedb drive /dev/sdf (device 8:64)7? [Y/n]? **y**
Successfully formatted /dev/sdf with UUID c817f87f-f989-4a21-8f03-
b6£42180063f

Skipping in use device /dev/sdg

All devices processed

Running: /usr/local/ldr/setup rangedb.sh 12075630

Cassandra does not need rebuilding.

Starting services.

Reformatting done. Now do manual steps to
restore copies of data.

BXER
"BEERXEFHEEMENES"

R REIEE R E R i TR FES

TERSGRIRB R TN EET R EMEFEERE, BRI URREFEES R ESEN AR
X R ¥R,

ERBHNE
* EAAHAERER T T SAEERE S * BIEE « ERIE SRR S A IR L

XFIAES

AILUMEMEET R, [IRTRISEEDERNREUE, siREEREMBL ILM RN, LUERLUERNR
Bl

(D R ILM MNECENEFE— N EFIEID, MZBIASUTHIEENEFEE L, WERTERE
POE 8

MREAN TR —FIRBIB T =726, 0 StorageGRID SIS MERINMEA FI=
()  Etss TR R, EATIRESE 281, ARRRAS e E e s E
FIHEX AL,
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MRMRE—FIRBIAMUTIIETRLE, WM IBTRERENREE. BT MINERIFETFE
AGORBIRERTEER. RIEMNAET RN REUEEREFMET /P E R E EE ME 7S
TRIERBIRER,
BRFIRIHE. 151817 repair-data [l LA ARERMREENTIE, H5 LM BiBEc SR
FRAE ILM F, &R AXHERRERNED repair-data 7S, HRIBEEIERSHIVEIET M FRFFDHY
R, QRS

EFEHIE. RECRFECER I TRERNBET R LIRES. JUEAR G <SREREHIREKIE:

repair-data start-replicated-node-repair

repair-data start-replicated-volume-repair

* BIRRIS(EC)EE: RIEEEREFEBERB I T RERNEET R LIHES. AIUERAM N RKERER
ELELERE 6/

repair-data start-ec-node-repair

repair-data start-ec-volume-repair

ERLEFMET /B, A LUFFREERRRERNSE. CERERETRYAIARTM. ERIUERUT
an L IRERZU M RIS EIERIE E 1B -

repair-data show-ec-repair-status

EC B EL RIS AR, THARMEFHLR, BLEETRARMA, NREER
() BoGEEBTFHE, ECEEFLEAN. TLlfrlARERMY, ECESFLRRES
~BEBIFETE,

BXEANFRES. 55N repair-data BN, HN repair-data --help NEEETRBIHLIT.
Bt
1. BRI ETEENR:

a. WAL F#<: ssh admin@primary Admin Node IP

b. HNFRFIHIEES Passwords . txt X

C. BN T etk Hroot: su -

d. AP FILRIER Passwords. txt X

HUrootFIF B ERGE. RAFFEMEN $ to 4o
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2. {£M /etc/nhosts file. BFEHRERREMRENFET ANENR. BEEEMIZPAAET RBFIR. 155
ANUTHZB: cat /etc/hosts

3 MRFIBEFMHEEHRERE, FREB MR, WRABAMBOEHIAKE. FERET P, )

@ ;g;%iiiéﬁ repair-data BN Z M RAITHIEE. BMEZ IR, BERAKRASE

c NREHNMRE S EFIEURE. BEH repair-data start-replicated-node-repair me
--nodes AT EBEENTEMET AL,

Lt $I§EE & SG-DC-SN3 HIfFETI = - S HIavEkiE:

repair-data start-replicated-node-repair --nodes SG-DC-SN3

TR RIIEIS, MR StorageGRID REHAITHINHRKIIE, NS * HREX
() =R TesnR I RANEEDA CREER, CUREEANE LR URRET
W, EEIA StorageGRID KFFIIEHIRE A,

o NRMIMEE S UM MISEE. 1BFER repair-data start-ec-node-repair 3% —--nodes FF{&
EEANFHET SBNE,

bR S IGIEE B /9SG-DC-SNIRITFiE T = _EBYZUIZRAD 4452 ©

repair-data start-ec-node-repair --nodes SG-DC-SN3

LR ERNR[EM— repair ID XFLWAA T X— repair data #fF. EFEMALL repair 1D RERAY
HEMLER repair data #BF. MEIRETRE, F=REERFAEMKRHR,

() ERuempsapme. TUTFSESRIMER0KE. EERERET A TRERR.

° PNREHIMIEE RSB S E BRI EUEF MR EIE. BT <L,
4. MRIEMPHEHILE, BFEERTMHE,

UA7#FRTAANE ID o FlE0: 0000 BE—NEM o00r 2F 1615, BRAILUEE—NE, — M EE
EEZ T TF— 1T FIHE,

FrESBANTR—NMEET R L. MIRFEXRSIMEETRNE, BERARARZF,.

e MNBMEREESEFHIIEIE. 15FH start-replicated-volume-repair 3% --nodes AFARIRT
SAYIEIN, AR --volumes B —-volume-range &, A TFRGIFIR.

BANE Itan LRI RERINEBIEIRREE 0002 8 9SG-DC-SN3RITFETI = L
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repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0002

SCE: oL RERINBIELRRESEENBIFIES 0003 to 0009 & 9SG-DC-SN3WEFET = £

repair-data start-replicated-volume-repair --nodes SG-DC-SN3 --volume
-range 0003-0009

ENERE—NFYPR: S EFNEBIELREE 0001, 0005, F 0008 ERHISG-DC-SN3
HFEET R LE:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0001,0005,0008

ERASHIER, WR SorageGRID REM TSR GIUIE, MRS * HRRK
() =5 TesnBEIRANEEDR LREER, CUREEANLERE URRE
WRE. ESNE X StorageGRID MiEFN#PEHEBRAYILER,

* NEMRE UMD EGE. BEA start-ec-volume-repair 83 —-nodes AFRIRT RAVIE

W, PRGN --volumes 3% —-volume-range M. WA TFRBIFFR.

BNE Iban LA RIRRRIDEIELEREIE 0007 FER HISG-DC-SN3RYFE T R L

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes 0007

% CE: e SRR BIEERESEEMRIFIA S 0004 to 0006 TER ASG-DC-SN3WFET = £

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume-range
0004-0006

ENERAE—NFEYPR: ST UM BBEIEIRREIZ% 000a, 000C, # 000E ERHASG-
DC-SN3m7FfET s £k

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
000A,000C, 000E

o repair-data IR{EIR[E|IME— repair ID XFMWATX—R repair data 1B1E, BERLE
repair ID IRERFUHEMLER repair data fF, MESETMGE, FRREEFRIEMKI,



@ EREFET RN, STUFREERRELNEIE. BEREMET /YA RARETMK.

° NREHIMARERY & & E BRI BURF A MRID R EIE. BT <.
o. MiITEHBIERNIEE R,

a. FEEF N R> EEBENFETR> ILM

b. A" "B FHEMEHECRERTESTH.

EE5ERa. waiting - all BHEERO N R,

c. EEFMMISITEETIE. HEE > TR> MR
d. MR > [ETEEE BITFAET = > LDR*>*SUEFE"
e £RERAUTEL, RAGHEEFNEERTETM.

()  Tee#E Cassandra F—H, 3#EFABEAMMIES.

ST EEEE (XRPA) * @ RAIEMERESIEEONE, SUEETASREEERGIR,
R RI, MBLEIAEMMERET La0EmAE (5 - SHEEIE - i - B
FT LM $HERTEAE AT ST AR BEE NSRRI R

() ERRHgRETER EANHE. XTOETRRE LM RENMR,

* * FERE - [EIHE (XSCM) * 1 EALEME R EITHAR M R AN RV A REE BN R *
BEXEEE © BEEINMERES SaiiafkiiE, NEHEERAEETR. FEE, TR
FIREREN, * AR - &t (XSCM) * BMERZSR BIWE, 8T RIEEIRIERX
Bo ERILEWMARR * FETEE - &1t * B LIER UMEE SRS ESERE,

6. IR EIRRIIE S, AREIRXATREERMAMERIER,
a. HEU MRS EIREERRE:

* FRLLS SR EEREIIRS repair-data 21F:
repair-data show-ec-repair-status --repair-id repair ID

* AL L AITIHFIAREE:

repair-data show-ec-repair-status

BERFIHER. €4 repair 100 AFEANMARIEEEITHMREREE,
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root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est Bytes
Affected/Repaired Retry Repair

949283 DC1-5-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9 Success 17359
17359 No

949292 DC1-5-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9 Failure 17359
0 Yes

949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9 Failure 17359
0 Yes

949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9 Failure 17359
0 Yes

b. INRiEH B REEIRIERW. BEMA --repair-id EHUEIREE.

tar < B EID 83930030303133434FIHKKMHTTRIEE

repair-data start-ec-node-repair --repair-id 83930030303133434

IS EBIEEID 83930030303133434 FiX LM BEE ;

repair-data start-ec-volume-repair --repair-id 83930030303133434

HBXER
"&1E StorageGRID"

" EAIROR; BPEHEER"

MEFEEENEFERS

MEFEEE, BONIEFET REMBERSEDIRENRY, FRERSIEHEME
fETI AR5 ERET, IIRSROIATTERA L
ERBHONE
* ERFER RN M RS RIS SR,
 FEHABRE, BIEMERTM.
SR
1. RS> TR WA,
2 B BIREEHET A" LOREME FIERE-FE A E RS- L5 1
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XN B R ESIR B
3. N "Storage State" (FEEIRE) — "Desired " (FrE) BB HNRIE, BRMUTTE:
a. B~ fiEE * 1+,
b. M * R - FRER * THIFIRA, %EZF * B~
C. BF * AT *,
d. g BhR * EMEHAIA * FERES - Fif * # > FERE - S50~ WEEEH BN,

MARRRENFH IS

MRETIRHEET R LRGSR L EHRE, NILEFET SRARIAT StorageGRID
B, Bl —AREES T RMARREDEHETIRE,

XFUIES
ERIIRES B MEBETRANEFET R ENRRRCHSEHETNE. HRFPE SEEEAFMEEREE LI
FE T AENREHN NSRS R,

@ NRLET RFPE ERMR RHENERET R, BEMEREFHETR, BOEREMRED

B

"|fr & StorageGRID & & FiET ="
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Prepare for node
recovery.
Replace node.
VMware Linux
No ) Yes
Linux host?
Corrective No " See the
actions taken when F:Eiﬁ;fgel_s “What next?”
restoring node? section for details.
Yes
—force flag New or changed
or force-recovery block device
Select Start Recovery to Recovering from
storage volume
failure

L configure the Storage Node.

v

Remount and reformat
storage volumes.

v

Restore object data to
storage volumes.

v

Check storage state.

p
"BEEXEFHETRARRBMENES
* EREET R

* "EERMEUEEFE TR
* ‘MM EFRRAUEEES("FHHTE)"
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* RIERERNRIUBRREFES"

* "MEEET R RA RSO EEERE"
EEEXFREN R AR BB MENES
TEMEFHET RIVMIERARThEZ A, BUNBEFUTES,
FRETREAESXNRTEHIERN Cassandra ##EEF. ELUTERT, AJRERER Cassandra #iEE:

* FETRBRAER 15 XERMER.
* FHREEHIBEHERE.
* RGBS — T RSN EE R EREHERE,
B2 Cassandra [, 2R EAHMEET RPNER. IRBHNBNEET RIS, NIRLE Cassandra #HER]

BEARRIF. YR Cassandra siIfEE#E, N Cassandra #IERIREH REMIEHRERF—H. NREEFEET RIS
BRALBSEESE Cassandra , BREERKIL 16 RAEEM XS NMAET R, NAIBSAEHIEER.

@ MRS NEFETREIMEE (FBA) , BERERASE. B7PRTUTMERESRE . AIER
FHIEER.

@ MRXBEFETAREREHMESTRE 15 RNE-NMFETRARERE, BRAKRAL
o £ 156 RAER TSN EFHETI R LER Cassandra ARt SBEIEER.

@ ?2%—¢ﬁ£ﬁtﬂ’9%ﬂ‘ﬁﬁ%ﬁﬁtﬁfﬂmﬁﬁ, MATEEFE— TR MEREIR . BERAKRAX

AR FFIERITIE R R E"

NRUFET AT RIREFRI, UEATFEELHIMKENS —MFEETRIERNR, Bk
@ AFESHINKENEFET R LMES, ARBMELSEEFETR. BELAEXMARSRIXEE
T ERBEFEEERTIRERGA.

@ ﬂﬂi ILM MNECE N REFE—NEFIED, MZBISUTRERENEFEES L, WERETERE
Ko

WNREMEHREIBRERS . IR - Cassandra (SVST) ZiR, FENEXEIERE Cassandra
@ MEIRPRE B I i EHBS%BE, =& Cassandra [§, NERER, WMRKSHRER, 58
AR AR,

BXER
"MK BRPEHEER"

"BXRMET RIENESHIEESI

"M R GIRED AR TeIF TR FE SRR IR E"
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ETFET S
MRAFRBEAERE, O EIRIFET R0
EUFNENTEERTAERRESE . MTMELENMETSR, BRTANSEREER.

@ REET RFPE ERMR RHENERET R, EMEREFHETR, BUEREMRED

qJR o

"|ff & StorageGRID & FFET =

* Linux : * MIREFHERFE RS LIMEE, FRBUAERT R LUIBEFTERITHLEME S B,

Iae BRIETE

VMware "EHVMware T ="

Linux "EHiLinuxT &"

OpenStack ME 1 2VERE X NetApp 9 OpenStack TR REINANREEE STA-FO D

s, MNREEEMETE OpenStack FFETIZTHT A, & FEERTF
Linux IB{ERFGRIX . ARG, RIBIZESE T Linux T

ERBHMEUREFET R

EfFETRE, BONEMREESRTEREHNE, ST REEANSET RHE
(AR

ERENNE

© BB SRS RS EE,

RAE P ARIBIERR.

MAGRETEEE,

B HEH BB S

TR D SR S B (F L TR I8 B 1,

IABHIATE 15 RARERILERET =,

E\_

&

rg e
S
\\\

KFIAES
MRFETRIENBRREE Linux EN L, WRBEBRUTRAGZ—H, AOTHRITIHSE:

* BAIER --force BFSAT RIGETE L LIRS storagegrid node force-recovery
node—-name

* BUTRITRETRENRE, HEFELR /var/local o

pg
1. EWREER P, B HIFEIPESINE
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2. 7£ Pending Nodes FIZRHIEFERE FIMIET =

TREMEES, ETREREIIRFR, BELEEETR, RIEDTSEENETEHESTFHITRE.
3. HI\ * BEZBRIRIE * .
4. BE*BHIRE

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Search Q
Name LT 1Pv4 Address IT State IT Recoverable I
® 104-217-51 10.96.104.217 Unknown v
Passphrase
Provisioning Passphrase | sssses

Start Recovery

O EMEMET RERPEIEIMEHE.,

@ EME RS R T1THE, BRILEE * BE * UBHFHHNME, HIRER—MEEE
1, ErEEERFSR N R TFARHERT.

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For WVMware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

Do you want to reset recovery?

MREBREERMFIRE REAME, YRV REREIMLRERTS, WK

MR

° *VMware * : MIFREMBHEMMET R, A, HEESFERBHRENR, EMHETRo
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° *Linux *: TELinuxEN EBTIARSUEMBE TR storagegrid node force-recovery
node-name

6. LFHETI AR " Waiting for Manual steps™ " BHEREY, IEEEMEIRIES TR PIT—MES UAEFIEHA
BRI EES,

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Recovering Grid Node

Name Start Time Progress Stage
de2-s3 2016-09-12 16:12:40 PDT N Waiting For Manual Steps
Reset
BXER

THEEEMRERAILE(RTaER)"

EMERNERRCEEES("FITE")

EEMEHRENFEEHENRANUERNKREEZES, BOAFohsiTm M4, F—
THARG ERESRIVERE, EEMRIVKL) StorageGRID #EE. £ M4 ERR
BRIVUFMEBEEHRE, RIERFBEEMWE Cassandra HERIARSS-
BEENAS

* BEEMRENFEEMRNV T AKEEFEEIREN

IB1T sn-remount-volumes MR gEH BN FEHEH MK IEZE S,
s BERERESRTRITEETRERH, HEEEETRERRELE . ((EMREIESD. S HIPERT
SZ*EGHECE™ )
* BEKRTY BESREHITH, (EREESIESRP. S HIPEIPESYT R, )
 BEEEEXEET R AR RSB MENES,

"BEBXEFET R AR KB MENES"

MRZNMFED SRS NEETRELE 15 KNEER, BRARAZR. B2
@ IB1T sn-recovery-postinstall.sh filds, ERIHZNEET R LEEER
Cassandra BY 15 XN FAIRES SBEITEE K.

KFUIES
BERIRESE , BRITUTERES:
* BREIEBMENEHET <o
* IB1T sn-remount-volumes AT EFMEHRINEMNEFEENMIZA, SITIMEZAE, B©RFHRITUTERE:
© HEHMEHESMFEEUER XFS BE.
° H1T XFS XH—EMtaE,
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 MRNHZRLE—H, NHEEHESEES IEINIERB StorageGRID Zfi#5.
° MREFESIENIER, BFEWERZFES. S LOMBIEHIERFITE,
© BEMZE L H AR RERIR,
* JB1T sn-recovery-postinstall.sh BI&, BITILHZASES, ©RHUITULTIRE,
BITZHI. BNEMEHREIENBoFET R sn-recovery-postinstall.sh (BEIH
@ SR REEHZA) EMERAUBEFEEHERNRTEHIE,. ZrEMBMFET S sn-

recovery-postinstall.sh el SH=HXBIMRSELHE. HEKStorageGRID 18&
T RIR PR

o BN FRERMNERITZEMRESLE sn-remount-volumes BT EEH AR LEH.

@ MREFRAUENEES, WizE LHNFEHIETRER. RIKER ILM ANEE N
FRESIRREIE, WBTHITIIMNVRIED R UMM R E A BT R SRR,

c NREFE, ETH = LEE Cassandra HiEE,
° BEEET = LRSS,

g
1. BRIEMENFET R
a. AL F#<: ssh admin@grid node IP
b. FNFFIHEES Passwords . txt X
C. AL R es <t Elroot: su -
d. BMAPHIHAIZ Passwords . txt X5
HUrootFF S ERGE. RTFREMEN $ to 4o

2. BITE— M HAEREREARNERNEES,

@ WNRFIEFEEE RN, FEHTHRIVE, NEFMBFESHHIIKEE, MBIty
BHEBITE A, EMRIVEAIEEHHENEFES.

a. IB{THIZA: sn-remount-volumes
A A] BEB E LN A BEE B 2R FMEE LiB1T.
b. EAZITHRIE, EEHEFINTRE FEART.

TR LUARIEREER tail -f ATEEHABEXGERENG S
@ (/var/local/log/sn-remount-volumes.log) . HEXHESLHLSITHRHEF
HNES

root@SG:~ # sn-remount-volumes
The configured LDR noid is 12632740
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====== Device /dev/sdb ======

Mount and unmount device /dev/sdb and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sdb:

Mount device /dev/sdb to /tmp/sdb-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12632740, volume number 0 in the volID file
Attempting to remount /dev/sdb

Device /dev/sdb remounted successfully

====== Device /dev/sdc ======

Mount and unmount device /dev/sdc and checking file system
consistency:

Error: File system consistency check retry failed on device /dev/sdc.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh,

this volume and any data on this volume will be deleted. If you only
had two

copies of object data, you will temporarily have only a single copy.
StorageGRID Webscale will attempt to restore data redundancy by
making

additional replicated copies or EC fragments, according to the rules
in

the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on

this volume cannot be rebuilt from elsewhere in the grid (for
example, if

your ILM policy uses a rule that makes only one copy or if volumes
have

failed on multiple nodes). Instead, contact support to determine how
to

recover your data.

====== Device /dev/sdd ======

Mount and unmount device /dev/sdd and checking file system
consistency:

Failed to mount device /dev/sdd

This device could be an uninitialized disk or has corrupted
superblock.



File system check might take a long time. Do you want to continue? (y
or n) [y/N]? vy

Error: File system consistency check retry failed on device /dev/sdd.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh,

this volume and any data on this volume will be deleted. If you only
had two

copies of object data, you will temporarily have only a single copy.
StorageGRID Webscale will attempt to restore data redundancy by
making

additional replicated copies or EC fragments, according to the rules
in

the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on

this volume cannot be rebuilt from elsewhere in the grid (for
example, if

your ILM policy uses a rule that makes only one copy or if volumes
have

failed on multiple nodes). Instead, contact support to determine how
to

recover your data.

====== Device /dev/sde ======

Mount and unmount device /dev/sde and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sde:

Mount device /dev/sde to /tmp/sde-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12000078, volume number 9 in the volID file
Error: This volume does not belong to this node. Fix the attached
volume and re-run this script.

FErflatid, — M EEEEMNERER, =T EEEHIER.

* /dev/sdb BBEIXFSXHRAZ—HMNEHABENNESEN. RILEMIHERER, RS
MEHNIRE EREIERERE TR,

* /dev/sdc HFFEERHENEHIF. XFSXHRZ—HIEHNERMK.

* /dev/sdd TTAERH. RAEEBEUEVRUNHEENBIRRERIT. ML EEHEFEERN,
ESWREREBRETXHRAZ—HMNE,
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* IREFHEEEERIIFNEE, 5% N HERE BRTEL. EXEFLEREE LRXHR

4o

 MRGHSEERINEHE, PFERE BR . TR UERXGRANERLS RRHE DT
BIRR. ERIGRFER /var/local/log/sn-remount-volumes.log HENMH,

* /dev/sde BIEIXFSXHAL—BMNEHEFENNESEW; B2, volDXHHHILDRTISID
S5t EM#T S ( configured LDR noid BREINER). IHERTILER TR —NEMET =

3. BRI F AR MR,

@ MRFHEERET XFS XHERZ—HMNEN T EER, BFATEREPHERER. &
WY BRIBITHE X sn-recovery-postinstall.sh XS O,

a. MELRRERTEEFFAEENFE. MRRIILERS, BEIEITIRZ,
b. EEFMAEEEHIREINER. MRIBRETFEETE THE#TRNER.
LRGP, REH /dev/sde BEUTHIRHER:

Error: This volume does not belong to this node. Fix the attached

volume and re-run this script.

MRBREENFEERTE—IEFHETR, BRARAIR, WREEITHE sn-
@ recovery-postinstall.sh iAh, EEEREMEIT. XAUBERSHLRERRA
HIEEX.

o MBTEEHEAFEELE, HETHRENEN, REEERBRILES.
() CoREEAERENTEEEENEELE.

TRERIZEBIENSID. BITHNHEERALID repair-data ATRMKREIERREIS(T—MRE
TR BRI,

d. S HEMMB T EERNIEEG. BT sn-remount-volumes EMREMIALUBIAFTE I EMIER
HTFEEY EEMIEH,

MRTEFEHFEENFEEHRINAER, MERSEHRITI—2, NIEURItE ERE
AR WMER. MRWKREIEER N EIE, WRE—1EIE, BRI FT— MRS R
(ERMREHE) MLk

1570I51T sn-recovery-postinstall.sh MNREINNHIEZFES ERIRBOEIET E MM
@ MPREMAEERGIW. MRENILMKEERNANXEE— M RIAHEEZ I TR L
KREHPE). Mo UERRA, IFERRASZ R UME AT E R,

4. iB1T sn-recovery-postinstall.sh flZdS: sn-recovery-postinstall.sh

LRI AR EFR AT EEHER AR ERNEEEES; RIEFEE TR LER Cassandra #iEE; H
BEITFET = _ERIARSS.
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EERLUTEIU
° MR R RE R E L\ A BEIE T,
cBE, EMZAEITHE, EBNBEMRE SSH =i,
° SSH REFIETNREEY, E74& * o Ctrl+C*
° WIRREMKPUIFHLIE SSH 21E, MILHARERSIETT, BERIUM " ME " THEEHE,
° NREFETTREMR RSM BRSS, NMEETTRIRSENBE), HARIRSIERF 5 7. 82 RSM IRSERX
BEhY, FitsHE 5 DHEVIEER.,

(D)  RsMEBSuF21ADC BEMEET S L,

F L StorageGRID &3 2{#F Reaper &2 Cassandra 188, —BEHXIRSHFIFRIRSF
()  t EaEssTEs. kS TREMARHTIEL " reaper " 5 "Cassandra repair.
", BEEIHSTEEAMNEITEE, BETEEEETERNS S,

S. LMK ER sn-recovery-postinstall.sh BIAEITH. MiEMREIEEFME 1@,

"V & " T LBV E LN ERT rIR IS IR sn-recovery-postinstall.sh flZs,

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Name I IPv4 Address I state 11 Recoverable it

No results found.

Recovering Grid Node

Name Start Time Progress Stage

DC1-83 2016-08-02 14:03:35 PDT . O N N Recovering Cassandra

£2J5 sn-recovery-postinstall.sh HIABET R LEBoIARS. SR LUEH RMIBE R A&
RRFES. IMZIREL R PRk,

BXER
"BEEBXFHET R AR KB MENES"

"RIEFEERNRBELREFEE"
RIEFERNRBIELREIFES

WNR sn-recovery-postinstall.sh SEFEARAERE U — TSR EEE
. BOIRNREEBMEMEED SIS T SRRIERRCNEES. BRIFER
BT TS MEEE, SUAFERITXESE,
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ERBEHNE
* ERTHRABIRE WTE T SRR * B « RIS EIZaRN T > A AT R L

XFIAES

AILUMEMEET R, [IRTRISEEDERNREUE, siREEREMRE ILM RN, LUERLUERNR

Bl

®
®

®

R ILM MNEENEFE—NEFIRID, MZBISMUTHIEENEFEES L, WERTERE
POE 8

MREN W RE—RIRBIANA T FEMNF, N StorageGRID B0 Z MEREIEHIA Flx
FiEbin R LUE RN REE. ERITIMEIED R 280, IBEARARSFUESLR RS EEE
MAERZS,

MRMRE—FIRBIAMUTIIETRLE, WM AIBTRERENREE. BT MINERIFETFE
AGORBIRRTEER. FIEMAET RN REUEEREFE T R PR RRETE LE MEL7Z 5
TRERBIRER,

BRFENREIE. 15IE1T repair-data fiilds, AR RERNRIIENITIE, H5 ILM BiEEcE AL
FRAE ILM F, &R U EARFERED repair-data 7S, RIBESIERSHINVEIET M FRFFDHY
HHE. WA

* EHHNE RIBEEFECER M RAERMNEBET R ENFES. JUERAM TSR EREHBIHIE:

repair-data start-replicated-node-repair

repair-data start-replicated-volume-repair

* BIFRIZ(EC)EE: RIEEEREFTERERB I T RERNEET R LIFES. AIUERAM N < KERER
ELELERE 6/

repair-data start-ec-node-repair

repair-data start-ec-volume-repair

FEFLEEET BRI, ATUAREERRREIENSE. BERERETRIYEURARTM. ErIUERUT
an L IRERZU M RIS EIERIE E 1B .

repair-data show-ec-repair-status
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EC (EERLRITHARA B, TELMEEHLR, ELREEERNERR. NEER
() @wneH=ERFHE, ECEErLBAK, TRIFLARERMY, ECEBIFLTREE
SEIRIHETIR,

BXEANFHAEE. B2 repair-data B, I repair-data --help MEBETRHHL1T.

g
1. BRI FEENS:
a. MINLAFE<: ssh admin@primary Admin Node IP
b. BNATIHAIEEY Passwords . txt X
C. AL R et Elroot: su -
d. AP FIERIZERS Passwords. txt X

HUrootAP BIERE. RTFFRHMEN $ to 4o

2. {FH /etc/hosts file. BFEHECERREEENEET SNENR, EEENRFAETRNTIR. 1B
ANUTAHZA: cat /etc/hosts

3. NRFIBFHEEHRENE, FREBMMR. WRABMBHEHAKE. FEET %, )

@ BIRIBIT repair-data ARX S M TRATHEE. BEMESZITTR, BRAKAX
o

° NREHMIRE S ERIAVEIE. BFER repair-data start-replicated-node-repair me
--nodes ATFREBNEFMET RANED,

A S IEEE B9 SG-DC-SN3 HIFFETI = LS HIBV¥IE:

repair-data start-replicated-node-repair --nodes SG-DC-SN3

ERMNREHES, WIR StorageGRID AL AEIEHIFIN REIE, NMahAk * HWREKX
@ Eiko FAIRERTEBRMTARAFNFMET R LMALHR. BNBHEERRNRKERE UKEER
MUE. ESNIHE X StorageGRID YizFNHPEHREPRAYILER,

° NRMIMEE S UMRISEE. 1BFER repair-data start-ec-node-repair 3% --nodes F{&
SEANFMET SBNE,

b I IEE B /9SG-DC-SNIRITFiE T = _E BYZUZRAD $445E ©

repair-data start-ec-node-repair --nodes SG-DC-SN3

IR BN IR O] HE— repair ID XMiRA T X—m repair data 12B1E, BEAL repair ID EREREY
HEMLER repair data 1BE. MELRETRE, FT=REEAMEMKRIE,

@ ERLEFET SR, AT REERRRIENSIE. BEREMETNAYERAETM.
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° YIRERIMRE N E S EH BB MR EE. BT SBL,

4. MMRIBMHEHILE, BFEERTMNE,

118

U7 FIREMAE ID. fl30: 0000 @F—1NEM 000F BF 16705, ErILUEE—1NE, — &L
B Z NN FRET—1F5%E,

FREELAUTR— I EFETR L. MRFELERS M EETRIE, BERARARZ,.

e MNEMEREESEFIEIE. 15FH start-replicated-volume-repair 8<% --nodes AFIRIRT

RBEVED, SAEAN --volumes 8¢ —-volume-range . LU FRBIFAR.

BANE e LA RERINEIEIEREE 0002 8 SG-DC-SN3RIFFETI = L

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0002

SCE: oL RERNBIEERESEENRFIES 0003 t0 0009 R SG-DC-SN3WEET = L

repair-data start-replicated-volume-repair --nodes SG-DC-SN3 --volume
-range 0003-0009

ENERE—NFFIFR: IS RKERIBIELREIE 0001, 0005, # 0008 FEFK/ISG-DC-SN3
BEET R LE:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0001,0005,0008

TR RIIEIS, MR StorageGRID REHAEITHINHRKIIE, NAME * HREX
() 2R TRAERIRANERT S LRETR, CUREEANEERR MRS
WIS, EBIER StorageGRID KHEHIAIHAHIME.

° MNEMERESLUMRIZEIRE. 15FE start-ec-volume-repair 8% --nodes FAFHRIRTI =AYIE

W, ZARANM --volumes B --volume-range &M, LA TRGIFTT.

BNE: hen S IERRRIDEIRIRIREIE 0007 TEB NSG-DC-SN3WFE TR £
repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes 0007

EEE: e SRR EHIERRESEENRIFIEE 0004 to 0006 FER AISG-DC-SN3EFETI = L



repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume-range
0004-0006

ENERE—NFIF: ST URRLHEIELREIZE 000A, 000C, M 000E FERHSG-
DC-SN3fyFfiET m £

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
000A,000C,000E

o repair-data R{FIREIM— repair ID XFINHATX—R repair data 1&fF. 1BFERALE
repair ID IREFRVHEINLER repair data #fF. MEIRETRE, FRERFEMKIER,

@ EREFET RN, ST REERRREDNEIE. BEREMET /YA RARETMK.

° YIRERMRE RN S S EH BRI UM RIDBEE. BT B,
o. MiITEHHBIERNIEE R,

a. FEEF RS> EEBENFETR> ILM %

b. A" "I FHEMLHEECERTESTH.

EERRIE. waiting - al BIHHERO MR,
o EEAMSREEIR. EAE > TR TRIER,
d. YEE FIe> RS EMTEETS 27> LDR™>SKIBTENE"
o BABAUTEN, RTEHEEHNEERTORA.
()  wIee#E Cassandra F—H, 3#EFABEAMMES.

2REE (XRPA) . ERILBMHREEFIEENHE., SHEETRIABESXONRE,
R =B, SORIEEIERIIE MBS HaiiataERE (B * 3EAE - i« BIEREM)
MFR ILM HfEREEAT R EAMERTEEENE NN R

() ERRHgRETERe EANHE. XTOETHRE LM RENMR,

** FEERE - [EIHE (XSCM) * 1 EAEME R EITHAR M R AR R AR B R *
EXREE * BHEEMEERET HaiiafaiiE, WERIEERAEETM. FEE, HAiEiR
AT, * AR - &t (XSCM) * BHERTSR BIWE, 8T REEIRIRX
B, ERILEWMARR * FEEE - &1t * BIEHLIER UMEE SR ESERE,

6. iTAmIEIENEE. RAEEIXTEERKAERIER,
a. HEU MM EIREERRE:

* FRLH S EBRRIEIIRE repair-data BE:
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repair-data show-ec-repair-status --repair-id repair ID

* ERLLE L ATILPIEREE:

repair-data show-ec-repair-status

RERFIHER. €4 repair 100 AFEAMARIEESITHMEREE.

root@DC1-ADM1:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est Bytes Affected/Repaired
Retry Repair

949283 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9 Success 17359

17359 No

949292 DC1-S5-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9 Failure 17359
0 Yes

949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9 Failure 17359
0 Yes

949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9 Failure 17359
0 Yes

b. IR B REEIRIERW. BEMA --repair-id EHUEIREE,

ttar < EREEID 83930030303133434 B IHAKMHTTRIEE

repair-data start-ec-node-repair --repair-id 83930030303133434

LtEr < {EREEID 83930030303133434 F KM BIEE

repair-data start-ec-volume-repair --repair-id 83930030303133434

HEXER
"&18 StorageGRID"

"I SRR

METFMET R AK RN EEERS
MEFET RNRSGREE, BONRIEFET KRB RSEEIRENEN, FHHE
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BHENBMEFET RIRS RN, WIKERIAEA.

BEENAR
BB SR RN S AR B R EIMAS B IS
c EETREME, BEMEETK.

p

1 SR> TAE> MR,

2. OB BMEFHET R LDREFE EFHERS-FIE I F RS- Ha i E.
XN B MR EIRN B A

3. ¥NE "Storage State" (FZBIRZE) — "Desired " (FrZE) ®RBHNIIE, BHRMUTSE:
a. BE * iLE * AWK,

b. M * FHEIRT - PRFE * TRIFIRA, &EEF * B
C. B AER

d. g * BEA  ETRHIIA * FIERE - FAT * 7 EHERES - LA - EE BB,
WS s mE
EETRANMEIERATERIEETRAERIFEEET R

KFUIES
MEXEETARFETEETRNSRTEER, ERGTEEFRATR,
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Prepare for node recovery.

v

Preserve the audit log.

v

Replace node.

ViMware SEH.'HEES Linux
appliance

See the
"What next?”
section for details.

Comective
actions taken when
restoring node?

Recovery is
complete.

Yes

—force flag
+ or force-recovery

Select Start Recovery to
configure the Admin Node.

v

Restore the audit log.

v

Reset the preferred sender.

v

Restore the Admin Node
database.

v

Restore Prometheus metrics.

MNFEMENEETR, BRAEBEEHRNMERESIE . XEIEMNRSNEERESERN, EATEHE
FRA[Elo

BXES
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"SG100F1AMP; SG10008R5Zi&H"

PRI
*"MEEETREERRE"
* "MIEEEET RHERRE"

MEEBRTNRBERIRE

ENEEETREEFME, BN —ARENES. TEETRIAENBHNEEE
B (CMN) RS

KXFUIAES

NI BB A EHENTEET R, TEETR ENEEEETR (CMN) RBHFTAMEEL HHRIFRF
R XEARMATPIEHNANRI DLW R, FFIFEBRAATRNT, ST EHANMTR. BTMEPEFTX
A—PARRIRN, FELE CMN RRIAR, MRENFILS:, BR, EREFNIMRATARG, TERNER
AR

@ 1&3'\\?51&?(\2’\]—4\5 Iﬂ@??ﬁ@?ﬁ&ﬁ%ﬁﬂﬁ?’\]ﬁi%‘ﬁ*ﬁﬁ, EWUI}W;‘%EJ'@E‘ EBNITHR. W]
RIBTEIEREUR TR RBAE: MIREGEEEERMITERRNNESEE, BHRAKRAZR.
T
 "MEEHENETEET AEFEZEE"
U ERFEETS
CREEEREEERETR"
EEMENFEET R EREHEZAE"
CHEEMENFEETA LEEEIRAXS"
*IRE FEETANEREET R ERE
* "E EBIET R R RPrometheustgfz"

MEREHENTERETREHHZAS

NBEALS M IR E BT R B IR A, N REKLERS P FRPR
GOERAIERIBRIER, GAMERENEEIES ARHHET RS RBNEKA SR
B R

e

IREP R SR EZASXHENIEEET REFIZ SIRMET R ERIRRIE, ARG, FTLUISXERERE
ZESEFEHEREETR. FZASTEHEFZFNEET R,

RIERERE, AR EAMAERENEETRAENEZAS, IRBERE—IEEDT R, WRENEED
REFRERNEXATREFCREFZATF, ARAMCRIVEERER. IRBELSSIEETR,
WAIUMS— M EET RRERZBAE.

@ MRPELZELISENEET R LBREZAE, ERLUERRRXERTE, FImEENR
gZE.

1. NREJEE, FERIHMHENEETN <. BN, FERITEETIHEMBEETR WRE) -
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a. BMALLTE<: ssh admin@grid node IP

b. W NFFIHEYZER Passwords . txt X4

C. AT eSS root: su -

d. ANPFIHEIZRS Passwords . txt X
BlrootFF &1 ERE. IRAFHEMER sto #.

FIEAMSERS ARG LIEH QI BEX S service ams stop
HipH auditlog X, FHESFZEMENEETRNABESZIMEXH.

% auditlog EfRAM—RSHIXHRZ, B30 yyyy-mm-dd.txt.1 o Fla0. &= L auditlogX i E
7$92015-10-25.txtcd /var/local/audit/export/

EHBEIAMSHERSS: service ams start

SIEZERURMESREZEEXGEHZ REME TR EMNIGEIE: ssh admin@grid node IP mkdir
-p /var/local/tmp/saved-audit-logs

HINRREY, A admin BYZES,

SHIFFEEZEEXH: scp -p * admin@grid node IP:/var/local/tmp/saved-audit-logs
HIEREY, A admin BYZE3,

rootFAF S 5. exit

ERFEETR
BEMEXEETR, DINSE RIS IR

ERILUFG S ENEEET RBERAER—F & LETHEEET R, WAILUEE VMware 3¢ Linux 4L
BEITHNEEENTRERNRSRE LRENTEET .

ERASEANTREFNEATELENREPE . THTREREREPE EBRTHRETRER) &, ZIF
TR BEIREENTEETRMENT—F,

FRTER IRIES T

VMware "EiEVMware T 5"

Linux "EHALinuxT "

SG100 # SG1000 AR%31& "EIRRE IS

OpenStack ERIERE 1% NetApp J OpenStack $R A REHIMIREEE ST FIRD
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A, WMNREEEMETE OpenStack BEFZITHT R, B FHERT
Linux 21ERANX . A, REBRESE TR Linux TR,



RESRKEEETS
HIEENT SBCE N StorageGRID R4 EEET =,

BRENAE
* WFEIM ERENETEETR, BAEE, BohMRLEIL.
* WFRSEELAENTEETR, BEERILEEHLER TR, HELERTENRENREIER,.

"SG100f1AMP; SG1000fRZZ1&&E"
s BAMEBME BXHFRME (sgws-recovery-package-id-revision.zip) o
* B ABRERISEE,

TE
1. $THWeb | 528 H SMNE https://primary admin node ipo

NetApp® StorageGRID® Help ~

Install

Welcome

Use this page to install a new StorageGRID system, or recover a failed primary Admin Nede for an existing system.

€ Note: You must have access to a StorageGRID license, network configuration and grid topology information, and NTP settings
to complete the installation. You must have the latest version of the Recovery Package file to complete a primary Admin Node
recovery.

» Ve

Install a StorageGRID system Recover a failed primary Admin
Node

2. pE - MEREHNENTEETS
3. LEMEEMRHEH:
a. BE R,
b. % StorageGRID RAMRMITERGEXMY, ARET *FIH *.
4. W EZEEIRIE,
S. B BERE * o

mEdEHIE. EFMFRRSHNER, MKREERSRARITE/LDHARTR. METRE, BERERR
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Mo

6. MR AStorageGRID ZLBA T RRER(SSO). FHEMENEET RS EEERENERIINE
MRS EIER. 157EActive DirectoryBX & S{2IRIEARSS (AD FS)HFEH(SMIBFHE /LI )IZ T =AY K
HiEE. FREEETNRMEIERERBMAIARSFIES.

BRERHSEE, BENBEXEIE StorageGRID BYi%EE, EiHRIFRKIARSZSIER, BEF
@ HEETNRNMS Shell o ¥ E /var/local/mgmt-api BR. SAGIEE server.crt X

(53
7. BEREBFENAEHER.
a. ERASTFHIN E IR E REIMR E RS,
b. EFETHE*
c. MEMFIERS, EEFEET R,
d. EEIRET R L, 18T * B * FERPERATARES,
e EFEMEMMRT R0
f FEBEREI R £, 2T * MRS * FERHETREARZS,
* YOR ¢ BfhhRE * FERPERIMRAER, WEFXBEAMER.
'%%*H#W¢*?&¢Eﬁ%%¢$ﬁ,M%ﬁ@%%%ﬁﬁﬁﬁgmiﬁﬁﬁﬁﬁﬁﬁﬁﬁm

BEXES
"&EI2 StorageGRID"

"StorageGRID PUEHMZFIRIEL "
HFEMENTFEETR LIREEZASE
MREBREREETEEDT RPNEZAE, N BEEH R ERENEEIET S,
* MMREHETEMENEET .
* FRBEETAUIISERS, B4 EZEEERREMUE,
MREETAHIBE, REIZEETRNEZEETESER. EJL)LiEflMtHfﬂﬁﬂl[‘ﬁﬂ’\]"’éﬁ%ﬁﬁ%ﬂ?ﬁﬁEI
&, AEBXEEZAEFRRIEMENEET KM EEIEERX *E?EE&[&IE/R, AIRETTEM AR £ PRV B IR

TREHEZBE. T‘JZ*EFTEJ/R"F, MRFZEEZNEET R, WALUMF—TEETRMEFZAS, BN
HiZEBEREREFEEET R,

MRIE—NEETNR, FELEIMNEETREFHEZAS, IRENEETNRZARRKEHFEREHEFZES
» PR REZHEI—F,

J’ \ﬁﬁRl\;&l‘ /_MEE £, 7.'- \E lu\lailjjﬁbo
1. ERIEMENEET R
a. MALLTFE<: ssh admin@recovery Admin Node IP

b. HNFFIHAIERS Passwords. txt X
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C. AU T an < root: su -
d. B ANFF|HAIZERS Passwords . txt X5
BlrootFF 1 ERE. IRAFEMER sto #.

2. RECREMLREZUM: cd /var/local/audit/export

3. BRBHNHFEZAEXHEFFEMEMNEETR. scp adming
grid node IP:/var/local/tmp/saved-audit-logs/YYYY* .

HIRREY, N admin BYZERD,

4. PNTRSEN, FEREFZASEEERYEFZEMENEETSGE, MHITEFEAIMAET RHRERX
LEZAS.
FHMEmMEEET R LEZAEXXHNARMAIZE: chown ams—-user:bycast *

6. LlrootFAF 8177 exit

o

TR AEFEREREZNEAEEREFHIAR,. BXIFMAES, FENEXERE StorageGRID HIi5 A,
BEXES

"&I2 StorageGRID"

FEMENTEETR LEEEIRLKIXSE

MREBMENTEETRIATNILKENEREN, EREFNHN AutoSupport JHEREIER
;éjj_, )I_I\J/L/,\ Jﬁ%%ﬁ@ﬂ%lﬂﬂz%o

ERBHNE

© EAMEREN SRS R SRS,

* ERRBE R RIR.
RAREFETEMENEET 2,

el

1. R RES RARES RRET

2. I EBRHA * FROIRTEZERENEET S,

3 gk MAEH .

BEXER
"&18 StorageGRID"

MEXTEET RNEREET R EEE

MRBALMSENEEETR LREEGXENE, ERMERNHEER, WAILERE
BT RERF, 2B StorageGRID 24 B a5 —1MEET R, A ed/RIILEIERE.

* BAREHIBTEMENEET R,
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* StorageGRID AWM NE/DEERNEIET =o
* BB HR Passwords. txt X5

* BRAARERIEEIE.
MREEDRBMSE, WEEEHEETRSEETHNALERREER. HHIEEESUTER:

* BikFAEIER
* BikFHEIER
* FEEEHSE. BT BT EMREINTE ERERM XA RS

MEEETRE, RMHEREIERSAERENTR LZ—IENEETRYERE. B2, MMEEXESYAE
F RGO EERIMNBIARSS BHARSHIE S,

NREERT EEET R, B StorageGRID RFABF—TEET R, NWAILIBIFEERET R BEEMIEE
BIETR (_source BEETIR ) EFFIEMENTEETRERAEER. NRENRAREEEETR
, MEEEREET R #iERE,

@ IETU%EE%#&?EEEI%E%EWJ\EB“E’\JEﬂ‘l‘Eﬂo EREET R HFIERSE, FL Grid Manager
AR R Ao
1. BRIFREEN S
a. WALIT#<: ssh admin@grid node IP
b. #NFFIHEERS Passwords . txt X
C. AL T a2tk Elroot: su -
d. BNFRFIHAIZER Passwords . txt X
2. NEEBT AR, FIEMIBRSS: service mi stop

3. NREBET RH. FIEBIEN AREFERZEO(Management Application Program Interface. mgmt-API)AR

% service mgmt-api stop

4. TEMENEBET R ESTRUTHE:
a. ERIEMEMNEET R
L AL T#<: ssh admin@Rgrid node IP
ii. 3NPFIHAIZEE Passwords . txt X
iii. 3N T enStI#Elroot: su -
V. SNPFIEAIZERS Passwords. txt XHF
b. {ZIEMIFRSS: service mi stop
C. {Z1Emgmt-APIfRSS . service mgmt-api stop
d. ¥ SSH AZEHFMEI SSH K, AN ...ssh-add
e. AR FIHAISSHIARIZES Passwords . txt X5

f. BHIEENREETSEHEEMEMNEET S /usr/local/mi/bin/mi-clone-db.sh
Source Admin Node IP
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g LR, WAEBREMENEET R LN M #iEE,
BEEREDEHEFEFZIEMENEET R, THEIRFRE, LHAEEHEMRENEET R
h. MNRABREXNHMARSS SBHITEEIDIAEE, BN SSH RIBRMFEFATH. BN ...ssh-add -D

SO HREBET R LEMBHIARS . service servermanager start

e F BB =R EPrometheusistn

XA, /.ﬂt‘li’,__[LlT_HﬂLWﬁEE’JIAfE = RS Prometheus iFHHEIER. REZE
#Y StorageGRID 2AEE5— BHRBY, ABEIRIR Prometheus 517,

* BAREHEITEMENEET R

* StorageGRID ZAAMNEDEER N EET Mo

s SRS Passwords. txt X

* B A B REREIEIE,
QD% ETNRHIKeE, WEEBET = LA Prometheus &?EJEEF'QE?FE’J? *T’l—r%é’io MEEETRGE, RHFR

L IREOE— I Prometheus #iEE. EEMEMENEETRE, ESRBBIFERAEERIT
StorageGRID RRIFHEE,

MREERRET EEIET =, HH StorageGRID 2AEEEF—1MEET R, MALLEEIE Prometheus #IEEM
EFEET S (_source BIETE ) EFIFIEM EE’JI”"‘E RORIREREAFIEIR. MRENRAREEEIER
Te, MIERR Prometheus 2iREE,

@ ) PrometArleus SEFETRFE— NN EKNE, EREET R EELERSE, FLE Grid
Manager THEERE AR AT o
1. BRIFEENS:
a. AL F#<: ssh admin@grid node IP
b. 3NAFIHAIEERS Passwords . txt M
C. AL R es <t Elroot: su -
d. MAPHIHAIZ Passwords . txt X
2. NREEBT RA, FlEPrometheusfR%3: service prometheus stop
3. ZEMEMEBEEN R LFERUTHE:
a. FRIEMEMNEETR:
i AL F#<: ssh admin@Rgrid node IP
ii. NAFIEBZEN Passwords . txt XM
iii. NI TSI Eroot: su -
iv. NAPHIHAIZE Passwords . txt X

b. {Z1EPrometheusfg53: service prometheus stop
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C. ¥ SSH T RZARMEI SSH K2, A ...ssh-add
d. B NFF|HAISSHIA RS Passwords . txt X4

e. ¥PrometheusHiEEMNREET REFIZIEMENEET K-
/usr/local/prometheus/bin/prometheus-clone-db.sh Source Admin Node IP

f HIURTE, & * WA * BIAEHEREMEEET = LAY Prometheus #3EE,

JR48 Prometheus #iEEREAEHIEREFRZEMENEET R, TREHIRFES, HARBEE
MEMNEET R, HEREERUTRES:

BRfERERE, EXRMRS
a. IRFBFEWNHMARS [HTEEGHR, BEM SSH REFRERFAR. ¥ ...ssh-add -D

4. EREET S LEHBsIPrometheusfRs3.service prometheus start

MIEEEET REERIRE

BMIEFEETAREFRRE, BHAZHUTES. —NEETAREEREEEDTS (
CMN) BRS, MMAETEET . RETUEZIEET R, {BE1 StorageGRID £4i1X
BE— T TEETS, TEEMEET YN EFEEET =,

HXER
"SG100F1AMP; SG1000fRZiGEH"

T
MBI ENIEEEETAEHIEZAE"
CERIEEEETR"
c"EERMMEUREFEFEETR"
 "EEMENIFFERT R LXREZAE"
EEMENIFFEET R LEEERLES"
s "REIEEEET TR EET SRR
* "E IEEBIET R R RPrometheusigin"

MEMESPERNIEEEET S EFIFEZAE

NREEBMNEIHENEETRERFEZAE, NNFREXEREUEFNEPR RS
AMMERBRIER. BRI UEMENFEEEET REHETEBRENFEZAEER
FHET Ro

RED R SR EZASXHENIEEET REFIZ SIRMET R ERIRRIE, A, TLUSXERERHE
ZESEFEHEREETR. FZASTEHEFZFNEET <.

RIERERE, AR EAMAERENEETAENEZAS, IRBERE—IEEDT R, WRENEED

REFRERNEXATREFCREFZATT, ARAMCRIVEERER. IRBELSSIEETR,
WAIUMS— T EET RRERZAE.
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@ MRPAELZFELIHEENEET R LBREZAE, ErLAEERRXERTE, FImEENR
g2E.

1. MNRATRE, BERILIMHENEET R, B, FERITEETAFHMEETS WRA) .
a. AL T®H%: ssh admin@grid node IP
b. MAFFIHME Passwords . txt X
C. AL R et Elroot: su -
d. MAPRTIERIERD Passwords . txt X
HUrootA R BRERRE. IRTAFFRBMER $ to 4o

2. Z1IEAMSERS LUBA IEH BB FBIBEX 4 service ams stop
3. B auditlog X, FEEESFEIEMENEED ARNAREEME XM,

¥ audit.log BB AM—RSHXHER, B0 yyyy-mm-dd.txt.1 . FIE0. &e]LUFauditlogXEFEf R
792015-10-25.txtcd /var/local/audit/export/

4. EFSEIAMSARSS: service ams start

S. QIEZBRUBFIEHEZAEXHEHZIRMMETT = EANIRIYUE: ssh admin@grid node IP mkdir
-p /var/local/tmp/saved-audit-logs

HIVRTREY, %\ admin BYZD,

6. EHIFTEEZBEEXH: scp -p * admin@grid node IP:/var/local/tmp/saved-audit-logs
HIMEREY, BN admin BYZED,

7. LlrootFAAF 177 SH: exit

ERIEFEEN R

EMEFTEETR, UHETERYIEEINEH

TR LRI FENEEEERET R B ANER—F 5 EETHEEEET R, WAILUE VMware Liz1TRIIEE
EETRE Linux ENBEMARSIRE LEENEETEET R

ERASEATREFNEATELENREPE . THTRERREPE EBRTHETRER) &, &IEF
TR BESEHRTIFEEETRMENT—F,

By s BRIES R
VMware "BV Mware 5 5"
Linux "EHiLinuxT "

SG100 #1 SG1000 ARS51% "EiRARS IR E"
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BT BRIEPR

OpenStack B 1RVERESZHF NetApp 79 OpenStack He Ry REHARE R S 14 F0RH
7, WMREFZEMETE OpenStack HBEREZITHITR, B FHERT
Linux BERFRIX M. A, EIREESR FEif Linux TR

EEREHMEUEEFEEET

EREFEETRGE, BOTNEMREESFIRERIME, URKHTNREENHRETR
BT =
ERENRE
© R AE A RN SRR E RIS B IR,
© BRI A B EIF AR AR PR,
* B A B EEERIE,
* BHERBHEEERT R
B
1. EMREIREE P, EEFEHEIPEIPESIRE,
2. 1 Pending Nodes 5| &RHIEZEEME IS T =

TRERKER, EMNEEREIIRD, BELEERETR, RIFNREERLEHESEFHITME

3. A * BREBIATIE *
4. B BEIhE

Recovery

Select the failed grid nede to recover, enter your provisioning passphrase, and then click Start Recovery te begin the recovery procedure.

Pending Nodes

& Q
Name 11 IPv4 Address IT State 1T Recoverable i
® 10421751 10.96.104.217 Unknown
Passphrase
Provisioning Passphrase | sessss

Start Recovery

5. FEMRERE TS AR,
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@ TSRS R TiTHAE, ERILURE * EE * USEHME, ERER—NMSBXIE
1, BT EEERFSRE N TFAHERS.

O Info

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For VMware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
# For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

=1 3

MRBAZERMFEIR FERAME, ¥R TREREITALRERTS, WTHFR:

Do you want to reset recovery?

° *VMware * : BIFRESZHNEMNMNETIR. A, SEEEFENRBHMEN, EMEFETR.

° *Linux *: 7ELinuxEN EB1TIARSUEMBETI R storagegrid node force-recovery
node-name

° %% MREBETEEERESE BERAME. SNBETRIZETRERIINLEIRS sgareinstall 7
-Ij/n\ o

6. iR AStorageGRID ZFBA T RRER(SSO). HHEMENEET MK EECRENERIRINE
BIEORSEIER. 157EActive DirectoryBX & B3 IRIEARSS(AD FS)HREH(SUMIBRH E/MEIR )% =AY
AiEE. ERETEEETRMEIIEFERMRIFEIAIRS SES,

EREXRESEE, B2 WNEXER StorageGRID MY, BiAREIARSZIFER, 1BER
@ BT A Shello ¥ZE /var/local/mgmt-api BR. REXEFE server.crt X
%

HXER

"&12 StorageGRID"
EEEEMTENIGE(X RS ER)"
HFEMENETEET A LERREHEIZAE

W%@%%QWHE#EﬁE%M¢M$V5U,u@ﬁmri$ﬁaunu,wjuh
HefZEMmENEFEET =

MR RFEHIZITEMENEET R
* TRIBEET RHIKERSE, EUMERFEZASERFEMUE.,
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NREETRHMKE, FREIZEETANEZASHEREER, _JL,Ll_aiMHjI)bEJZBEE’J%iE%;-EEFEUEh?ﬁEI
T, AERBXEHEZETERIEMENEET SR LESIEERR, *E?Eﬁﬂzﬁﬂlazﬁ, PIRETTIE MR E IR E IR
BEEHERES. EXMERT, NRNEASSEERS, WANAE— M EETAREERES, EX
Eﬁ*;Elu\EEﬁ?u Uﬁﬁﬁ’;é:ii%uﬁno

NRR BETR, FEALEMBETRENFEZASTE, URENEETREFEREFCRIEZAEH
, TM%?% ¥EE’J o

TR ARRMEEET R, AEERBATIERIEE.
ERIEBMENEETR:
a. BMALLTFE<: + ssh admin@recovery Admin Node IP
b. BNFFIHAIZERS Passwords. txt X
C. AL T an <tk Hroot: su -
d. MAPF|HEIER Passwords. txt X
KlrootFFRF BHERE. IBRFTREMER $to 4o

2. EBRBWL BRSS!
cd /var/local/audit/export

3. RREMEZEEXHEFZEMENEETA:
scp admin@grid node IP:/var/local/tmp/saved-audit-logs/YYYY*
HINEREY, A admin B9ZH3,

4 ATRDHEN, FERIIEFZASTSEEERNEFZEMENEETRE, MHIMHERRET R PRERX
LEZAS.

S EEMEEET R LHREZASXHHAFAMAIRE:
chown ams-user:bycast *
6. LlrootFAF 81775 exit
TEGTERHERZHEEZNERMEEEF iR, BXIFAES, HENEXERE StorageGRID AYEA,

BXER
"&12 StorageGRID"

AEMENEEET R LEEERAXS

NREEMENIFFEET R HANKENERER, ZRBEEIF AutoSupport JHEBIE L
Ki%7, NWATIE StorageGRID R EFHEE IS E,

EREHNE
BRSNS R B R B IR,
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* BRI EBRERIRRER,
* BMREHETITEMENEET R
p
1. &R RE>"RAIRE > BTET,
2. N EERHA * THITIRPEFEMENEET R
3. BE*NAEN .

BEXES
"&I2 StorageGRID"

MEFEXEET RNEREET R #ERE

MREFHMHENFEFFEETR ELERBEXEN, ERNMERNHEES, MWK E
EETREREET REBIERE,

* MIEREHEITEMENEET =,

* StorageGRID A NE D EERNEIETI =

* IBNINER Passwords. txt X4

* B AARERIEEIE.
MREETR[HBINEE, WEEEHEETRBEETNHEEERER. HEFEESUTER:

© BRFHEER
F BRFHEIER
- FERMMIE. BT S TR RSN TE L WERNAE S,

MEEETRE, RHERRIRSRAERENT R LIZ—I=NEETREERE. B2, MREEXESHE
F ARG BEERINBIARS BHARSHIE S,

MRFRETIEEEED S, WALBEIEEET SHIEEMNTEET S ( source Admin Node ) E#IE|1IER
TERERAEEE

@ EHEETNRBUEERRE//NHEE, RN R EFIEARSE, FL Grid Manager H&E
RARRT A,
1. BRIFREET S
a. WAL T#<: ssh admin@grid node IP
b. FNAFIHIEERD Passwords. txt X
C. AU T an < root: su -
d. BNARFIHAIZERS Passwords . txt XM
2. NREETRETTUTH S, AR, BIERTANREZEIEE, recover-access-points

3. MEEEBTAH. FIEMIBRS: service mi stop
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4. WEEEBT AR, FIEEBNBEEFIEFEO(Management Application Program Interface. mgmt-AP1)AR

5. service mgmt-api stop

5. ZEMEMEBEETN R LFEMUTHE:
a. BFRIEMEMNEET=:
i N TF®<: ssh admin@grid node IP
ii. SNAPFIHAZERS Passwords . txt X
iil. 3N T anStHElroot: su -
V. ENPFIEBIZER Passwords . txt X
b. ZFIEMIARSS: service mi stop
C. {ZlEmgmt-APIARSS: service mgmt-api stop
d. ¥ SSH TAZARMEI SSH K, HA ...ssh-add
e. NS HAISSHIAIAERS Passwords . txt X

f. BIEENREETAEHEEMENEET S /usr/local/mi/bin/mi-clone-db.sh
Source Admin Node IP

g BIETE, HINBEBEZEMENEET R LM M #HEE,
BIEEREMEHEZEFHEMENEET . TRETIRES, LHHXREHEMENEET =,
h. (IR FBEENHMRSHITEZEIAR, EM SSH RIEFMIFRFAH. WA ...ssh-add -D
6. TREET R LEMBaIARS: service servermanager start
mEEE EET S EPrometheusisiz
T U H I FERIEEBIE T S _ERE Prometheus 43RV 351

* MAMREHEBETEMENEED R
* StorageGRID AW ME D EERNEIETI Ao
s IBNIER Passwords. txt X&

* B AR E RIS,
MREETRHIKE, NWESET S LR Prometheus #IBEFREIFIIBINEER. MEBETRE, THR
FHRIE LR Prometheus #iRE. ERHMEMENEETRE, ESBEINERAEERIT
StorageGRID R&ZHIFTRLEE,

MRAERTIETEES =, NeILUETE Prometheus 3IBEMEEIRET S ( source Admin Node ) EHIZE1x
EMNEET ST EH e

@ £ Prometheus #IEERIGERE— VN HE K E, HREETR LEIERSEY, FL Grid
Manager IHEERE AR AT o

1. EREFEETR:
a.

BMALLTE<: ssh admin@grid node IP
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b. #NFFIHEERD Passwords . txt X

C. AL R et Elroot: su -

d. BNFRFIHAIZER Passwords . txt XM
2. NREET KA. F1EPrometheusfR%S: service prometheus stop
3. GEMENEBEET R LERIUTSE:

a. HFRIEMEMNEET A:
L BN T2 ssh admin@grid node IP
i. NPT EEIFZR Passwords. txt X
iil. 3 NLAFan<StlikElroot: su -
V. S NFFHAIZERD Passwords . txt XM
b. {=1EPrometheusfRs5: service prometheus stop
C. ¥ SSH TAZARMEI SSH T2, A ...ssh-add
d. NPT HAISSHIAIAER Passwords . txt X
e. PrometheusBIBENREET R EFIZIEMENEET R

/usr/local/prometheus/bin/prometheus-clone-db.sh Source Admin Node IP

f. HIUEREY, & * WA * HIAEHREME EET = L83 Prometheus B,

JRYE Prometheus #IEERHEGEHIEREFZIEMENEET R, TRETIREE, HHZBEE
MEMNEET R EEERUTRE:

EREHEE, EERIIRS

a. NRFBEENEHMARS [BHTLEDE, BEM SSH REBEFMEFMHA. A ...ssh-add -D

4. EREET A EEHBIIPrometheusfRsS.service prometheus start

MRXTI R EERIRE
EMNKXTRBEERRE, ESuiizwtliFTR—RI1ES
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Prepare for node recovery.

v

Replace node.

VMware SEF.-.I'ICES Linux
appliance

Cormrective
actions taken when
restoring node?

Recovery is EEE the N
complete. What next?
section for details.

Yes

—force flag
l force-recovery
y Select Start Recovery to
configure the Gateway Node
HXER

"SG100Ff1AMP; SG1000R%31&%&E

TE
e CES

B e Pl P
FEIMK TR

&fﬂi’l—n‘:ﬂi)ﬁiﬂ([‘aﬂ’]lﬂ%% BRI TER YIRS IR ERIW X T S, R LU
IBZ1T7E VMware 3§ Linux M EBIMNXT R B A EERSZIEE LARXT 2o

BRIUEREIT R ERES B VAT ERT RBERNTE. TR TRERRESRE (ERTHRETRER
) &, ZRETE BESERTHXTRRENT—D.

BT BRIETE
VMware "E iV Mware s ="
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BT BRIEPR

Linux "BEHELinuxTI "
SG100 #1 SG1000 ARS31% "BIRAR S IKE"
OpenStack MERERE 25 NetApp 79 OpenStack TR{EAIEEHINANBERE ST FNRT

7, WMREFZEMETE OpenStack HEREZITHIT R, FFHERT
Linux BERFRIXM. AlE, EIREESR FEif Linux TR

TR ERE UEEM XTI R

BT, CATEMEEREARRMITE, LG RN R0
AT =o
TBRENANR
* B AERAZ RN SRR E RIS B IR,
* A E R AR AR R,
* BRI ABREBEAEE,
* BB EEHIEEE AT R
P
1. EMREIRR P, EFEHEIPEIPESIRE,
2. 7£ Pending Nodes FlI&RAIEREMRE BIMET Mo

TRERKER, EMNFERESIRD, BELIERETR, BRIFNREERREHESTFEITIRE.
3. I\ * ECEZRINEIE * o
4. BE* BERE * .

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

& Q
Name 11 IPv4 Address IT State 1T Recoverable N
® 10421751 10.96.104.217 Unknown
Passphrase
Provisioning Passphrase | sessss

Start Recovery
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O EMEMET RERPEIEIEHE,

@ EMEIRELE TiTHAE, ERILURE * EE * LUBEIHIINE, ERER—MSERMIE
1, ErEEERFSR N R TFARHERT.

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For WVMware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

MRBEEEREIR BEEME, 4TETRERITALERTS, WTHAR:

Do you want to reset recovery?

° *VMware * : BIFRESRENENNETR. A, HEEEFENRRHMEN, EMEHETR.

° *Linux *: TELinuxEN EEITIHaSUERBEIT M. storagegrid node force-recovery
node-name

© 8% IRBEEERMFSRE RERME. HNETHLETREREIFILEIRS sgareinstall 7
TRt

BXER
EEEEMRENIRE((NRTEER)

MIFHSTS st eI
ENTETRBERIRE, EBITHRETIRF TR —FRTIES,
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Prepare for node recovery.

v

Replace node.
Viviware Linux
Mo Yes
Linux host?

Corrective
actions taken when
restoring node?

I

—force flag
force-recovery

Select Start Recovery to
configure the Archive Node.

v

Reset connection to the
cloud.

KXFIAES

AT RIRE R LU R) &R0 -

* YIR ILM RESECE N ERIR RIS,

See the
Recovery is “What next?”
complete. section for details.

FEENEE— N REIZAEY StorageGRID £4H, AT REERIRESFEILAMERNHIEERR, R
REHE, FRBLERNREFER; B2, BNOIMITIREIRE "B " StorageGRID RAHBIFEE
FERERNITRIER.

* WIREFET RIS R & LI T R,
NREFET SRS IR NIBH SO ZRETYIR T = H IR,

B NEE RS R DMK RE

ENRIAMEREMET R, UHERNIET RILREIBFE MR EEREREIFET <o

p
* ERAET R
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* "ERRIRE RIS R
CEEEERAET RS RRER"

BT R
%ll\jﬁgua*é,qﬁ/n\’ I/Z\g)ﬁxglﬁgj:ﬁiz%/n\o
BRARNENTFRERTRBNRESRE . WTAEXRENNETR, BT RIS EEERE.

b2y BRIET T

VMware "EHEVMware T "

Linux "EHELinuxT A"

OpenStack MEREARE X+ NetApp 79 OpenStack 1R{EHI RN ML SCAEFN R

7, RIEFRIMETE OpenStack BFEFIBITHTR, 18 FHERT
Linux 2 ERFNX Mo A, RERIBEDE Eif Linux TR

EEFREIE LB T R

BRI S, ERTEE SRR R, SIS R s Sa
(AEEP=I
@%EWW@
WABUE A SZ RN S B T REIM R E R,
W E B PSR A R A PR
WA BREEZEEIE,
T MERBHEEERNT =
g
1. EMIE BRSSP, PP EIPES S,
2. 7£ Pending Nodes FlIZ&RAIEREREFIMME T o

TRERKER, EMNEERETIRD, BELEERETR, RIFNREERLEHESEFHITME,

3. W\ * ECEZRINEIE * o
4. BE - BHIRE "
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Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Search Q
Name 11 IPv4 Address I1 State It Recoverable I
® 104-217-51 10.96.104. 217 Unknown v
Passphrase
Provisioning Passphrase | sssss

Start Recovery

o EMEMBET REPREREHRE,

C) TEMERES R TiTHAE, GrRIUEE * E8 * UBHHIHHME, RETR—NMEEME
1, ErEEERFIR BT RRBATRHERTS,

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recaovery after resetting the procedure, you must restore the node to a pre-installed state:

* For WViware nodes, delete the deployed WM and then redeploy it.
# For StorageGRID appliance nodes, run "sgareinstall” on the node.
# For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

MRBAEERFIR REAME, YRV REREIMLRERTS, WK
° *VMware * : BIRERENENNETN R, AE, YEEEFERBHMEN, EMHBETR.

° *Linux *: TELinuxEN BTG SUEFHBIT R storagegrid node force-recovery
node-name

Do you want to reset recovery?

ERSEEAMT RS CRER

B S3API MELUZNBEMRNIEIET RE, EFEENEEREUEEER. MR
NRIEFRENGREE, NWaAHEEHRES (ORSU) £k
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() mRERsAET TSM REESEETINIERE, WEH SRaHEER, CERERRE,

BREENAR
B FE A FFHIN R IR E R EIMR EE S,

-

1. SR> T A>*MEHRIN,

2. AT 2 ARC/B 1T

3. WAREMBEURIE * HIAEHA * FE, ARRE *NAEN .
4. WNEFRRVELUREE * 1hRZA * F8&, REEE * NAEN .

FRrEMMET m2E8: \EitVMware T =
EE VMware LIEEMEFE StorageGRID T abY, ATMIBRESIET SHIEBMET

BEBENRNA
BB HRE BT ERR, HENEE,
XFIESE

;&'fﬁluﬁﬁﬁ VMware vSphere Web Client & 7olliBf 5 #PEME T m KB EIW. ARG, SR LAEREFREVEM
Ilo

RS R QA2 R MERERN— ISR, FiE VMware TR T SRS BRELS R 1918R), G1F
EETR, FHETR, MXTRMFETR.

p
1. &R % VMware vSphere Web Client o
2. SHNE IR RIS T3 R BRI
3. iIE FEEME T AFIRNFIEE R,
a. ARBEEIMNL, EF  HFEILE ETF, FiICTEEERNILE.
b. %R * vApp ET * ET R UE BT RMET SMEILE,

4 MRREHENME T REFET R, BREATHEEENIAENERESTIFLHR, HREXLEEM
PR A FTE R B 2 I E BRI =0

. KR o
6. WEFRIEFIEvCentertRE MR MIPR* LURBREIM
7. BHESWSBENERAT R, HREERE—1HZ ) StorageGRID M4,

METREY, ERILUEREHRN T RIEOZEIN CPU BIRFIRE.

@ MEMTRE, EALURIEFEERRNIIHBIEINEE, EMEZMTIMFRBVEERNAE T
RPREMNEAEMER, HERRIDXRE,

BXUEA:
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"ZZ 2 VMware" $StorageGRID T3 52 Z8E A I

8. RIEBRMENT RABTMTRIMEIRESE .

TIRRE BE

FEETNS "TEERAETEETLR"
FEEETR "EREMEUEREEETEETR"
I3 = "EEFERIIE UEERNXT R
FETR "EERRE UEEFET R
YT R "EERE UEE IS R

FREMRET SR EfilinuxT s

NRKREHERFEHZ DS NAWEESEPA TN ENE TN LEHH L Linux
, MRS EREMEEEREN, AT EMENET R, MFFRE *iﬂ’]ﬂd%*ﬁ, 2, Ut
BT R EMRTRMEIEN—TTE,

"Linux " 218 Red Hat ® Enterprise Linux ® , Ubuntu ® , CentOS 5{ Debian ® #f%&, f/H NetApp Hig{E
HRT AR ZIFRATIR,

LR R NEMERETRHNFRETR, TEETRNIFEEETR, MXTRI)IET REVIREFRIT—
T TEEMERIMET LRI, XESREBZHERE.

ill]%%ﬁ‘ifﬁw Linux EH ERET ZPMMETIR, WAILEESIRFMEMNET R, B2, MREFEEXEED
=, NEAMEETEETRRELEEMNET RESHREKATEET RETERAETRERFLERE.

1. "EREFAILiInuxEH"
2. BT IR REI A"
3. "F—FRE: MRFE. HITHMIRESE"

HEXES
"NetApp BigfFiExRT A"

EEFHILinuxEH
b7 —EFIIMER, ERUGEVRREIREP—HFESHEN.

EEEMANEFN LIRS EIM Linux EA, BREBERAT Linux IRIERSH StorageGRID R4 EAARY
2L B EEEN.

RS R B2 ATFRRUTESHTE:
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1. % Linux o

Fo & EHMILE,

FoE M7 E,

Z&EDocker,

L4 StorageGRID EHARS

a &~ W DN

@ TR EIRBARR " L% StorageGRID MRS " (E5/E1F1E. B70EEH " DEREMETIR "
5.

RITXES R, HEEUATEREN:

* BRRERSFREEN EEANENZEORBENENZROZ,

* NREEAHZEMERZRF StorageGRID TR, HEBRE D XL EHEIRTNZRT SSD MRFETIREER
ANR, WpNEFMEILRREN ENERFMEMRSY, Fle. NREFEHERTWWIDHZIRE
/etc/multipath.conf HRLEHAPNEIN. BSHEPEBERBIE/WWIDRT
/etc/multipath.conf FEEMEN Lo

* YR StorageGRID T {#HH M NetApp AFF RAE D ECEME, BHIALLERBR FabricPool 7 BHREE, Xt
StorageGRID T R FHKIEZA FabricPool 73 &R &L i fEHIFR A Z (B2 1E,

@ t)/01EF FabricPool 5 StorageGRID #HxB{E{A%k#E S BBl StorageGRID &5, &
StorageGRID #{#E4 /2[5l StorageGRID & IEINIHFEHBRFNIRES 2214,

HXER
"Z % Red Hat Enterprise Linux 2 CentOS"

"Z23E Ubuntu 8% Debian"

BRI TS SERE A
2R I FZRI PR T3 R R ZIFRY Linux A, EERAMBENAYE SRR T B E X o

RITEMREN, EREANBREEIN LS TN T REIZ— T REEX. FRETRIERZIEREN
i, BFBEFEREREALIHEINET RV T RECE X

RN E—FENRE T EIREFES, WAIRFERTEMMRETR, ATPNaSAEMERHERTERTHA
A2,

TE
* "ERFIEIEMAE T ="
* "JA%} StorageGRID EHARS"
* "METEIEBEBIII T R"

T ERFAEIEMAE T =

B ITUE R H IR R T3 ARV ECE X, PATRIRIEMASECE XX IFH AR TR
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O

I8 1Xo

XFIES

B USANEN ENEFENEARET R REZTREEET /var/local HXREL—FHBFEMEX. 5
. /var/local WIRIEIIStorageGRID RALIELEFERHZEME. NEDIENEE. WERAFLinuxiRER
£:89StorageGRID &R BAFFIR, SATRESEETREREXFEREIEN.

MR ESANR DI T =, WAREFHEIEEMEERE X,

AE, BRIEIEPMECES (T, HRRRIRERERERIMSENFERR, ARBHRLENZE) StorageGRID
o EMRIET RREREXHN, BANBMENT RFIERANERT RERBERITR.

BXRNUENFAEE. BERRERRA /var/local TRHE,

g
1. TEMEFHNHHSTH. FIH YT EEERFEStorageGRID M5 : sudo storagegrid node
list

NRKEEME TR, WASERE L, MREETREMET R, WiHEIIN:

Name Metadata-Volume

dcl-adml /dev/mapper/sgws-adml-var—-local
dcl-gwl /dev/mapper/sgws—-gwl-var-local
dcl-snl /dev/mapper/sgws-snl-var-local
dcl-arcl /dev/mapper/sgws-arcl-var—-local

WRRFNHNEFN LEEENIBOHEHMET R, WEERRHRDBIMET R
2. BEANEENMET S /var/local &:

a. WEEANWEINTRBTUTHS: sudo storagegrid node import node-var-local-
volume-path

o storagegrid node import REEBIT R LEXETHEN LEREXAN. A =H. &
n, EEEIRMUATRENEIR:

This node (node-name) appears to be owned by another host (UUID host-uuid).

Use the --force flag if you are sure import is safe.

a. IREBIEXTRIIFZ—ENFAAENHEIR. BEAEMIZTHNS —-force AT TMFANIRE

. sudo storagegrid --force node import node-var-local-volume-path

ERSANEATR --force EMSHEERITIIMNIREDS TR, A REEFMARIE.
MIIRFE. RITHMMES BT SRR,

3. WFEBEMMMETIR /var/local HH. EMCIETRRREXGLUSHEREEIEN,
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BIRIRREG A" BT RECE XM " REENH1 TR,

EMIET RIVEEX G, BIABRMENT RFIERNERT RERERNZM. MTF

@ Linux 2%, BWHREEXGRZTE ST KRBT, MRETEERERNMESEDO, RIZERG
M IP stoiit, XMECERI IS AIREMEDMERHEDFEEF T RISIEE, NMAIUES
MREEERE (EREERT, RF/LOHMAZ/LE) -

fEFIFETEYHIZ S (StorageGRID T5sRSEAIRAERIRIRE ) IEN FFA R E AR E TR A0(E
(D) siock_pevice_ EATAEHOREEXAN, BEAEE" EERONRISEER P
PR,

4. TEMENEN LBITTUAT L UFILHFAE StorageGRID 5=,
sudo storagegrid node list

o. FIERMERFE StorageGRID TR 7 REIHFEIE MR T RN REEXH:
sudo storagegrid node validate node-name

£/25h StorageGRID EHARS Z A1, GBI RMEMEIRNE S, U TFESTIFANE T EREHAE &
BRHREXEHEIR.

HXER
"Z % Red Hat Enterprise Linux 2 CentOS"
"&Z% Ubuntu 3¢ Debian"
"EE R DRIMKIEOEIR"
EE R DIVRIGFEEEIR"
—F1RE: RFE. RITHEHMRESR"

EE R DRMKIZEOHEIR

MR ENIWMEERE RS EFRS BT EEIR. N7EStorageGRID I ERISENMS It &4
fH1% /etc/storagegrid/nodes/node-name.conf X{f

ErlR= BT S IER LIRS E S
Checking configuration file ‘/etc/storagegrid/nodes/node-name.conf XfFnode node-

name..." ERROR: node-name: GRID NETWORK TARGET = host-interface-name’ ' node-name. &
A"host-interface-name"NFIE

AJRESIREMIENLE, EENERE P IHMNEHNEIR HEEIRRR /ete/storagegrid/nodes/node-
name.conf XH=EIEERStorageGRID MLEIRETE| B A FENIZO host-interface-name. BHBIEA
LEBEAERIBFRNEO,

‘DUSEILEEIR. IFHRIAEE TR ESBEFMBILInuxEN"FHIT R, "XNFFE VRO RS REEVHERRIR TR,
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MRETERENZOGBULRTREEEXYS, WAILRET REEXH, HELX grid_network_target ,
admin_network_target 5% client_network_target F{ELAILER I A EHE,

R ENEORMNBNMYIEMNS O VLAN 8910, HEIZIZOAERS | BPEXMTTRE. SOMEE
ML EIRE LECE VLAN (REMEMED) , EERMFHEMUKMN (veth) 3o

HXEE
"EREFRILinuxEA"

BERDIRISEIRIR

AANEFINEMENT RETMIEI GRS E T AXHIIRIGETHAXHNEX
pEE, WNEStorageGRID TR AIMIERIMRET /etc/storagegrid/nodes/node-
name.conf file. FERFIDRIGEEIR.

NRERIS MR ERYFEIR

Checking configuration file /etc/storagegrid/nodes/node-name.conf for node node-
name.. ERROR: node-name: BLOCK DEVICE PURPOSE = path-name’  node-name. path-name A

FEZ e

XEMKE /etc/storagegrid/nodes/node-name.conf ¥ _node-name F3F HAIRRIGEMET ZILinux3
HREPHATREZER. BZAUBELZEEVIIRIGE T AXHHIEARIGE T XA,

‘DEBE TR EBEFMBILInuxEN"FRIT R, WAIERISEEASRIBENEERXAERERT.

MR T ERERERCNER DRBGE TR, oo i— " EEEH AN EELFIFINRIEE, HiRiE
T EEE B LIER block_device purpose BIE LIS MFFAIRIS SR E XX E,

MIERTER Linux BERFEN LR sTEMEBER —THRIRPHEE LB/ NIFESET. THRETR
Rigg&Z e, FEE "EREINEE " PR

N MR E B E X T BRI AR Z (512 BLOCK_DEVICE HFHIMBERNENE

@ KT R|RIgE. BIIFHRERMIRSEREIE. ARBRHAITH—IHMETIE, WRERE
BHRAZEEEHELIENE, WHRKEREUERIUL MRTHE, BT AMEIREER
ERHRXMEITTU TGS,

@ OSFTREEIREEITU TS, REINNREENESERENT RINEREIE, B7E1T
e, FERgE ERNEREBIEERER,

sudo dd if=/dev/zero of=/dev/mapper/my-block-device-name bs=1G count=1

HXEE
"EREFAILinuxEA"

"Z % Red Hat Enterprise Linux 2 CentOS"

"Z23E Ubuntu 8% Debian"
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[ETh StorageGRID EH1ARS

E 25 StorageGRID T RHARERENETVENBHEEMBE, EUAEBHEEN
StorageGRID 1R

1. ZEE P ENLEBITUTH !

sudo systemctl enable storagegrid
sudo systemctl start storagegrid

2. T T an < AR E ETT#HIT:
sudo storagegrid node status node-name

<.

=

WNFRERETHEFEILRSHERT R, 1FIE1T
sudo storagegrid node start node-name

3. MNREEFIBBAHBE StorageGRID EHRS (HEFHENBRSESSEREMBE) , BRHEITIUL

T

sudo systemctl reload-or-restart storagegrid

MEXEERBHNTR

9N StorageGRID T =RAKRIEEEMMANGE, HELTEETAAME, NeEgEEHF, &
B] LRSI R N E R,

BREIT RENRERT, BRITUTERE:

sudo storagegrid node force-recovery node-name

Atbes L 280, BHIATREMSEEIERTIR; TR A EM T RLEE COIRGS A IE RSN
£8 |P #thht S X A IE T A E ERIN M.

@ &ZHE storagegrid node force-recovery node-name 8%, &M node-name
THMMEDE,

EESES)
TR IRFE. HITHMERESE"

T—FF. NRFE. ITHMRES R

RIEEAEE StorageGRID T REBNEN LIETTIRENVEERE, ERIRFENSIT
SRPITHMRE DB,
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INREER Linux ENBFHEEME T RIRREIFHFENSAFTEZRBEMAEERE, UTRMEETTHK.

BIFRENESRT B
AEEMT ~HAE, EREFERITUTEEREZ—!

* BRIER --force BT RAT RIS,

* EATE <purRPOSE>. MY{EH BLOCK DEVICE <PURPOSE> FRBEXHLERIEMIEE. HESHNIMIES
FNREHEZ BIREIEARE,

* 8B & storagegrid node force-recovery node-name o

* AT — NETRRIZ &
NREFEY EIR * (2] * BIERME, MBTHRITEMIRESE.

VEES T

FEEA RESRTERHR
FEEIHS SRR MR E A EE T A
EESS AR AR B XS
AR " A AR LS
TESE EFRE) AR AR R B

* NREAINER --force BFSATRIGRED
R &R HAIPRE storagegrid node force-
recovery node-name

* MREBAARITRETREMRE, AEFELRR
/var/local

FETR (BFRH) - "MBRGIREhER ST IR FESHRIERINE

© AINFTRIZER.

* R, MFRRER <PURPOSE>. BIE
BLOCK DEVICE <PURPOSE> ELBXHLTEEIE
HRig%. HESMNEIRS VL EHMIES FinEiE
KB

REPET R N AR5 1R E

,deLM%% SG100 8 SG1000 ARSFigEME HIMBFERIM KT =, HIHKFERIIFEEIE
TR VMware EHRENEEET R, Linux EVHRFIZEREWRZ, WRIESE EW
BT RIMERELR I —1TEK
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ERENRE
* BRI BEHEUTERZ —EER:
° TERFEFE LT SR E I
° PR AR RN Linux ENHINEEE, KB,
° MIMEIRFEERET mAIRS &%,
* BATRRIRS 1% _EHY StorageGRID 1§ & LEERFIRES StorageGRID RFARIERHFRRAILAS, WNATFE
HUEMF4K StorageGRID 1& & REIZFhRZASHIRE (4 2 FNLE P PR,

"SG100F1AMP; SG10008RS51%%"

() AEERA—LAFNEE SG100 7 SG1000 FREEE. S SEMARTTI,

XFIAES
FEUTERT, ErRILMER SG100 8¢ SG1000 ARSS 1% & M E IR MAE T = :

* WET SEEE VMware 5 Linux £ (FAEX)
c WETBRREERSEE L (FAFER)
B
* "RERSEE(RFEEEN)"
c EREEMTENLE (R EER)"
* "FHATERRSIRE ERERH"

&
* "BEARSFSIRERE"

RERSKE((NRTEER)

MNREME VMware 5§ Linux EN EHREENHFENMNE TS, FEHEFH SG100 ¢
1Sl:FG1OOO REFZIEHRENBERT R, WAL ERSHET SBENT R 3T EISEIE

BRHNEBEXREETRNUTER:

*CTARBW D BAERSHET RERNT KRR ERS LS.

* *IP il 0 R UNBRSIRE D ECSHIET R ABERY IP ik, XEEWED, WAILES M LikEN
HUSRTERRY IP Hidik,

REEME VMware 5§ Linux LHEENKET R BEERNRSIRE LRENTRE, ZHITIHRESE .

1. IRBBIR BRI SG100 5 SG1000 ARSBZ1&E -
2. YRR RIENT SRR, EEESEYS ST 527

BXER
"SG100F1AMP; SG10008R551%%"
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EEEENRENRE(NRTEER)

E’W’Eﬂﬁ%&%ﬂ%’%ﬁ’m%% 1B, BHITERIZISE U EMREE StorageGRID 3

AEFEERIRSKE LEENSKET R, THRITIHRESE . NREET REVEER VMware 5 Linux
ML, BPHRITUATEE,

1. ERE I PERIPIETI R
a. AL F®H%: ssh admin@grid node IP
b. MAFFIHME Passwords . txt X
C. AL R et Elroot: su -
d. MAARYIERIERD Passwords . txt XM
HUrootAFR BHERRE. IRTAFFRBMER $ to 4o

2. R AT %%k StorageGRID JFRYIZE. M ... sgareinstall
3. HRFKIRTERE. N v

iﬁ%ié}i%ﬁré‘.ﬁb, SSH 2ERLER, StorageGRID IRELREEFBEREBFTEARL 5 DHAERNER, BE
HLERT, EraeEEEFKA 30 9.

BRSIREREE, HEAMET R LRNBIERLERNE. ERTEIEFEER IP ItV RHAZ; B8
B, BNERERESR TlE#HTHIA

H1T/5 sgareinstall 8%, PiEStorageGRIDECERIMKF . ZIZFSSHE AEIG MR, FHERMFIE
MZHH,
FaTEIRS 18 E L RER Y

F1£ SG100 8¢ SG1000 ArF g LRENKXTRNEET R, BERLLgE LB
StorageGRID & &% &2

%t

tvtb

BRENAR
* HIRBHAMLEENEF, FERIEHNNEHER,
WIER StorageGRID K& REIZF NI IREECE MR HERA 1P #thik,
* MRBLEMXTANIFEEETR, WEHE StorageGRID Mg EEETI AV IP Hidt,
* BAEEEET R ERRERNEZFRMFIRPEX StorageGRID &R EEZFN IP BB HE LFIHAFRERN
B RILEF P
BRTEHX LR FMHES AR, ESI SG100 8¢ SG1000 ARSS1& &I LR 4P AT,

* BATE R ZFFIIWebi 53
© BB DAL IR S IP ity —, SR LUEREIEMNLS, MEMSHEFImMLEE 1P ik,
c MREBEREFTEIET S, NeJLIERILARZS StorageGRID BY Ubuntu 2 Debian &4,
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@ EHIESIES, RSB RESTNERIRAAY StorageGRID ., MNRFMNEBAIRERES
StorageGRID pEH{ERBIMRALEE, NARELRREX M.

XFIAES
E7£ SG100 5( SG1000 AR5 1% & %% StorageGRID 4, BEHITIAT(E:

* WFEEETR, BIUEET RO, AR LEENNRAEE WRFB) o

* WFEEEETRIMXTR, EAILUEENHIAEEET R IP KT RBIR .

* BHRRE, HAERERETEAHRERMS.

. Té%’l\iﬂ%qﬂ, ZERFHE. EMELTE, BunZRINBEEBHRBTEN REENKET RBEAT

/TN 0

*EETRE, REREIER TN, KREFEHB.

SIE
1. FTFENISS 2848\ SG100 B SG1000 fRSZIGEH IP #ilt 2 —,

https://Controller IP:8443

IEEHE B StorageGRID & & REEFE A TTE,
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NetApp~ StorageGRID" Appliance Installer

Home Configure Networking - Configure Hardware - Maonitor Installation Advanced -
Home
This Node
MNode type Gateway j
Mode name MetApp-SGA

Primary Admin Node connection

Enable Admin

Mode discovery Uncheck to manually enter

the Primary Admin Node [P

Connection state Admin Mode discovery (s in
progress

Installation

Current state Unable to start installation.
The Admin Node connection

is not ready.

2. RETEETR!

a. f£ "This Node" Bf3F, XF "™ TTREH", @EE" FTEE*",
b. £ * TRBM * FERH, MASEMENT BRNEM, AERE *FRE "
C. EREHDHR, WEIFIRS THIER RS

IR EBLENRFARAER, BRE =D
d. MNRFE LEHMARANRY, BT * BR ¥ XRTIREFE * LfZ StorageGRID 1 *

ItAHE 2R £ StorageGRID {4 TiHE,
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3.
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NetApp® StorageGRID® Appliance Installer Help ~

Home Configure Networking ~ Canfigure Hardware « Monitor Installation Advanced «

Upload StorageGRID Software

If this node is the primary Admin Mode of a new deployment, you must use this page to upload the StorageGRID software installation package, unless the
version of the software you want to install has already been uploaded. If you are adding this node to an existing deployment, you can avoid network traffic by
uploading the installation package that matches the software version running on the existing grid. If you do not upload the correct package, the node obtains
the software from the grid's primary Admin Node during installation.

Current StorageGRID Installation Software
Version None

Package Name None

Upload StorageGRID Installation Software

Package

a. B~ 3 * _E1EERTF StorageGRID HFRY * 2R * A * KISFISTHEF * o
RN MG, XEXHRKE L%,
b. g * FT7 * 1R[EF| StorageGRID & &L EEFLF F T1TH.
REMX T RHIEEFEET A

a. 7£ "This Node" Z3Hh, HF "™ HREH ", RIEEFENTAREEFE "~ M * "™~ EFEE*"

o

b. 7£ * R B * FBHP, WASEMENT RHERNER, ARREERE"S
C AXEENRERNDT, HMERSHFERETEET SRR IP Hitk,
RISEEETRHEL—NCE T admin_ip WEMWNET RUFFE—FM L, StorageGRID &L E
ERFAILAB &I 1P #iit,
d. NRKERIL IP ot sHEREE XU P Sutik, J5HEE ML
1IN Description
FrhiaA IP a. BUHES * BREETRRI * EEiE,
b. FrpiaA IP ik,
C BEHE*RE",
d. ETHR, LEEHH IP sltAEREIRSREZE N ready o



1IN Description
BMAMFAEEEZENEEET S a &P BREETRAN * Ei%1E,

b. NEXRILAY IP iR, HEREHZENRSZIGENMENTE
BT,

C. BERE ",
d. iETHIE, LLETHT IP HAERERSRE LR ready o

4. 7£ "Installation_section_steP]] 7, HIAZHBTIRZS /I Ready to start installation of node name B * Start
Installation* ¥z E B .

NRAKBA * FHIARE * 125, Wt FEEANERENRNIRE. AXRA, BERNIRENREML4ER
5B,

O. 1f StorageGRID REREZFENH, BE * FRLE ",

YATRSIEERCA " Installation is in progress , "~ ", BTGB RISIESRLETIE,

() NREEFHHIRRREENE, BRERBRN  RRRRE

BXES
"SG100F1AMP; SG10008RS51%%"

BERSKERE

TEREFTEMLZA], StorageGRID IRERERF MRS, RHERETHE, KERKEN
=Ep

1. BREREHE, FREREED - BERE

"Monitor Installation" NS B RZEE#HE,
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Monitor Installation

1. Configure storage Complete
2. Install OS Running
Step Progress Status

Obtain installer binaries

Configure installer

st 05 I tater VM running

3. Install StorageGRID Pending

4. Finalize installation Pending

BERSIEEREREEH#HTHES. FBRSERTENNTHREIES

CD LEREFAHRELNREPTRNESASERNET. MREBSEMETRE, WAE
EBETHEMESHSEREFBINSHFIIAT skipped o

2. BEANFHRENBIRE,
‘. BB
U, RERFB NSRBI ANERE, FREINEE.
o+, B OS*

FUEMER, REEFZR StorageGRID NESZERAFMEMNETEET R EHZILE, HENEEED
RN RARERERIRERT.

3. psRisirREHE, HEIHIMUATERZ—:

o WFIREMAT AT IREEET R, T StorageGRID MEREEE, RAREHE L2ER—
FHE, RAEERANMEEERTEEED ﬁJ:?H:/EJH: REp=
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Home Configure Networking «

Monitor Installation

1. Configure storage

Install 0OS

o

[

Install StorageGRID

4. Finalize installation

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy
.3625661

[Z2017-07-31TZ22:

ontainer data
-07-31TZZ:
-A7-31T22:
-A7-31TZZ:

Q9:

12
12
H
12

12

12.

.3662051]
.3696331
.5115331

.0700961]

5763601

of node configuration

[Z2017-07-31T22
[2017-07-31T22
-07-31T2Z
-07-31T22
-07-31T22
-07-31T2Z2
-07-31T2Z
-07-31T22
-07-31T22
-07-31T2Z2
-07-31T2Z
-07-31T22

@9
109:
Q9:
@9
@9
109:
Q9:
@9
@9
109:
Q9:
@9

12
12
12
12
12
12
12
12
12
12
12
12

.5813631
.0850661
.5883141
.5918511
.5948861
.9983601
.6013241
.bE47591]
.bO7E00]
.6109851
.6145971
.b1BZ2821

min Node GHI to proceed...

c WTFREFTEETR,

RETRE

7, IBFEIRIFTIE,.

Configure Hardware «

INFO

INFO
INFO
INFO

INFO

INFO

INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO

[IN3G]

[IN3G]
[INSG]
[INSG]

[IN3G]

[IN3G]

[IN3G]
[INSG]
[INSG]
[INSG]
[IN3G]
[INSG]
[INSG]
[INSG]
[IN3G]
[INSG]
[INSG]
[INSG]

Monitor Installation Advanced -

Complete
Complete
Running
Pending

NOTICE: seeding ~svar~local with c

Fixing permissions
Enabling syslog
Stopping system logging: =syslog-n

Starting system logging: syslog-n

Beginning negotiation for downloa

Please approve this node on the A

AEE (Load StorageGRID &E#12RF) o MR E RAMERRHERED 10
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NetApp® StorageGRID® Appliance Installer Help ~

Home Configure Networking Configure Hardware Monitor Installation Advanced -

Monitor Installation

1. Configure storage Complete
2. Install OS Complete
3. Install StorageGRID Complete
4. Finalize installation Complate
5. Load StorageGRID Installer Running
Step Progress Status

Starting StorageGRID Installer M Do not refresh. You will be redirected when the installer is ready

4. WFEMEMREMET AR, BRENTHEIENT P,

Uv-Fsid B
EESHS "SR B E RS
ST "SR T R R S
TEEES RESNEEENS

RASZFFINARITIE R IRE
gNRE> StorageGRID i R BIEEN Z NMFET R WIEEE, BOTEXRRAZ . &%

AZFHRFHEERER, fIEMEY, ARRBRASELSEFNANMERET R
iR, RATIREREIH RS ERNEBIEER,
(D smsmEReEmEAREHRT,
StorageGRID RAI LM FRIEHTRIENE, ERIUETMIMITIFSMENAEF IR, B2, tE—1
RSB AR SRS B REMR, EAEESBIATENAEER, FIg:
* IS BT * RS EK StorageGRID WS, ERAMEMALIREAREIENLS BT, FII,
REERMUERERNIER? BEEEMMEEMRERD StorageGRID IiR? S1MEFHNEREAR, &
B TR BRI S F AR T

* BEERRTIER ¢ - EFRERREZE, BELRERFELR ENEATREETHLER, HEE[E
FETNRESESAMENNR. IRERESHEVMIENT RNERES, JRIREFVENHIEERR.

©SER ILM BB * . USRI REIARME, KA EEED ILM EEEE, LM EREOARNE TS
AT MR B RS PR RS A
(D  aRs usesE I RnK—BE, MRESER, NEIREER.

* o (AR B NBATOER @EER) KRGS0 StorageGRID THEE F inx RE
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ANBNZ RIS RN R HET2EFREIFE T RAMER, MREN—BMERINATRARE R, Wik
REERRERBERTLENRITHE. XAIRIFMAIMENIIEEUNRERESE FFAER.

* EHREAEIER ¢ - MERESRE NIFAE R ARESRIMELEN R EERITEALIFIENES
ERITX ILM SRB&HT T ERERIR I, EFRERIMEZR], RASFOITEMEBIRHHEIERME
SR

R iRERR

ASASERIEN B T AR T I E RIS = AT AR,

(D sasirE ReEmRRTFRIT.

Contact technical support (TS)
= T5 reviewsyour business objectives

* TS collectsdetails about the extent
of the failure

= T5 develops a recovery plan

v

TS recovers failed primary
Admin Node

[if present)

v

TS recovers failed Storage Nodes

recovery procedures designed
* Replace failed Storage Mode hardware for asingle failed Storage Node.
* Restore object metadata =

* Restore object data Data loss will occur.

v

TS recovers other failed nodes

Caution: Do not uss the

1. BB AR AL,

RASZFRWHFEHITIFAITE, HASE—EFZENLSErR. RIBXEER, IAZFSRELEHAREK
BRHE—MRE TR,

2 NRETEETRUIMKE, RAZFHEMEZT R,
3. RAZFHIRBUTHRAMEFBEFHET R

a. RIEFEEFTHR Storage Node FEHZEEIMHLo
b. X RITEIRIR R IS, 5,
C. B REIELREIEMEMTZEMET =

(D  mEue gEEEsRRETRELR, NaRERESL.
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() s iusnmEs, REEREEHSRENERNSHNRTHIE,

4. FBAZFFO RS HAMPET =,

MENRITHIENEIRS, PTUERAMESENE BIHRFENRNXTR, IFFEETRIIET R
HXER
"l S A
ERIRIETE
BRI LUBRITIERIRES B , LUEM StorageGRID RZEH KA MIBRMAE T R s BN IE 5,
EMFRMAET mEkiE R, BERITUTEREEZ—:

s IT* TEER  LBFE—1HZ40NTE, XETEAUUTF—PEE N iha . EBRETT ST LA
%E$#%% StorageGRID &4;, &TLXE%M#LEFJE?%
* W17 * BB * UMBRFTE T 29 E1EEE! StorageGRID BYIh 5,
* 1T * B FFEENERER * LURIBRFIE T RI9E M StorageGRID i FFAYiIL =,
ERITEMFEZENERERZE, BXNMBEREZRN NetApp BEFRRK. TEUERELRES

() HERFESEZE, Netipp HEBEHNER. MBLNTLUIREESRMIERTER
MR, MARRZE AT ENTFEE LS RS,

NRIEREEREAH Connected () MBEIFFEENTR (| @) , BUIERERNT REMBEA.

BXER
"W R E "

"IhRIFA
T =_IE A

ERILUERT = Fﬁi?ﬁ%f’ﬁ*ﬁ%ﬂ% BEF—PHZ DR EN—TRZNFEET R, FXTRE
FEEETN R, EFEFRAEEETRHIET <o

BE. REIMET RE&EEZEStorageGRID £4tEFFE T RIYAFIEEBI TN (T R TEANERAT
RHELEEEEEN). TNERAXETR, B2, NRFE, EAILFEABHMERNMETIR. ERERER
FEZNTRZA, BHREFRETFLSER S XARE.

MRBEUTE—FM, BEATRERBRESE !

* BEMRFFFIBANFET R, AHEERF—ITHSIMRINEET R, EERENR.
* BFrRERESEFERD,

* BARBREMXT R0

* BABREIFETEET RO
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* BRNRE S - ITTERNTR, &

RREEE R T EAMETRNSETE,

Pre pare for

decommissioning
* Review considerations
* Gather required materials
* Ensure no other maintenance
proceduresare in progressor
planned
& Ensure no EC repair jobs are

running
v

Navigate to the
Decommission page

v

Select
Decommission Node

Is
decommissioning
possible for the
node?

Resolve the issue

Yes

Is the node
connected?

Can you recover
the node?

ARERT REER RE B

OKto
decommission while
disconnected?

No

Contact technical support

Recover the node

Decommission the
disconnected node

Decommission the node

p
* EREFAMNETR"
* "WRERFRERME
* "B BCHECE T R UE"

* "FREMAEZRNMETR"

v

Monitor data repair jobs
(Storage Nodes only)

Ensure drives are
wiped clean

Yes (data loss might occur)
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* FREBERNMETR"
* "HIENMEFET RRERATRE
XTI R (F R TR

EEFEAMETR

EUFEENRRR TS SNEEER, ARARRRDORESE R TERSNEE
b,
3

* MERFETRIERE"

* "EENESIEEEFL"

FRAMET RIEEEM

ERMILREDE UER—THZ I T RZAE, BT BRFREMEENTRINE X
RNERTRE, ERSHEHRER, AETREBEHRA,

NRFAT R=fEStorageGRID LTRSS MEEFRLETI R RFoEHSLHE L TAN

* BRREFEREEET R

* BARBEFEREET R

* IREETNTRIMXTRNETNESZEOBTEIAE (HA) 4, WEEERLETR.
* INRBIBFFET R MEIRHG RS, W EFEREEET RO

* WNRTEDD ILM REEFBREFET R, WEEERE,

*ENERATR RS R PERANEMET RANEST 10

* MENRESEMEMAEZNTR (BTRRARNFEERERXANTR) , WEEEFRAEBEETR. &
WIS(Z A E BRI E R T <o

) ﬁ%f@ﬁ’ﬂlﬂ%@’é%’l\%ﬁﬁi@%m%ﬁ\ MEARHZEREREAXET R, ATHEMEIEINERBIATEE

* MRTEMFFEMAERNT R (FIE0, ARIMELEERSBMHFATNEETR) , WAERRMETEMLE
BT AR AT o

* IREBRAKEERATILE. BEERERARETNR/AREEESE . MARERIBTRART BHRNHT

@ EIEAEEPETRRERMET REVEIW S E M RIRZ 8T, B8R

EREETARNXTRERER
FREETRIMXTRZE, BEEUTNEIEE,
RS R ERNELERARREGRSFANR, EILESFHIARETEMRtLgErITE,
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* BRREFEREEET R

 MREETSEMETRNEINEZOBTEAAYE (HA) A, WEEEALLT R, Emfim HA A
PRFRMLEIEO. 1HSRBEXEIE StorageGRID BIItEA,

A LRIEEEECEANXA T AN EET AT ER ILM 5KE&,
* NRFRAEETRHHR StorageGRID ZRABATERER (SSO) , M {EM Active Directory BX &
BRKIIEARS (ADFS) bRz KA ST,

BXES
"&I2 StorageGRID"

FRFMET RIEEEM

?EISI%,&:TI'%'H* SHEFEMET S, NHMRT R StorageGRID WA EIEZT = M REIEF TR

FREFETRE, MERFEUTESEIMMRE:
* RGN B E B BEITFAET R LUB R IRIFER, @?ﬁéiﬂ*ﬁﬂﬁ@ﬁ*ﬂéﬁb ILM ERB&, ZiFE LRS!,
BRI RERY RIZERANNFNEET R, ARTREANEEFHETR

* IREFEAEET REERA T 2EFETREER, WRAGTEREERFET RPNSEERNE, XA
RERSEHEER.

MBR7EMET mBY, MBI MEERAENREE. REXEEFMANEMIERRAIZE, BT
Mg StorageGRID 24% &5 FARIMLE T 5 B Bo

* SERRGRFEXIESAEL, SEETREREXNESHNARER. XEREFRAFTITIU
StorageGRID RFRIIERIETT, &Tﬁ-a%lﬂzu_?néﬁ?‘ BB FIREEIRS. AT EREERGHITH
, EIRMEMGIT TR ER RS KEE, B%F, ERGATHIRTSH—RXMEF—EFET R, =8
REZRER,

* FREMHET ﬁE%E*&%‘E?&HEﬂE—JO i)V i’@i‘)dz']ﬁl:?sﬁf’ﬁb':%o REFRAIEFIEMALIET, EE
BE%‘Jﬁf@f_ﬁzo BE, ERRFEMETRZE, ENHRITEMIRNREFARET B,

* REFET REERIRENUEREMREE, UEEFREMETEMYENIE, HESTMERENT.
* SERESERESTH, EREEEAMNET R LETHRIEEERF.

* MFREFAET BT, %)ﬁiﬂ’ﬂyﬁ&imﬂ%xﬂﬁﬂﬁlﬂ%ﬂ,.5“; B2, HWHEEFZMEEFERBIMNET RFTEH
BRo BARAREMMIEREE, HAEFERIFFEIR THlERFEFERMET RBVIKENEE.

* FREETRE, ARSIAHUTER, EREIREIEXEBEFERH SNMP &EA:

c * EEST R BiRi@E. EAES1Lt ADC-Service HEMET RS L L ER, ERIRERRE, Lt
LIRS RIRR,

° VSTU (MRIIPAT) EiRko WBNLFINERTTEFET REERIRPRHENEPR
° CASA (BEEFEIRTS) TR, WFBELRFIMERFT Cassandra BIEEEEXHA, ENRSEFLL.

BXER
"RIEEER N RBIELREFEE"

'Y R R R AR R
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"BEILMREEMFEACE"
(S E M E R AT
"EETFET R
"ERZNMFET R

T RIS IR ER R

MRETFEAEEETITHIZE (ADA) RBNETE, ErETAEAMIER LR ERE
EEET R WARSUTFREFEN R L, BTHEPNEHRIMEEH IMRIREEER
%o, StorageGRID RAHAERE ML RIGRIRH—ERNRFHEIRARS PEL.
NRMBFERENEET SR TEERERLERRA s, WEAERLEFET R, EEFEREREHRERRERMT
HEXR, 8MUBEROERELE =NFET RO EERRIERRS ., NREUEROERERF=MALAESIL
LADARRSHIFET R, WEFERE. XETRPHNARZSHT RERAREFAIA((0.5 * Storage Nodes with
ADC)+ 1)o

an, Rig— M EHEROERLRIE SN IAEERRERRSHNEFET R, MEREERA=ZITFHETR. BT
FEEA ADC P, ERASTRmNMERETE, WTFFAR:

* EE—MERRESE B, EUTHRESE ADA RS NMEETRMARTA ( ( (05%6) +1) o X
ERERVREFAM I FET R

*EENERRESRE B, ERLRBRE= T EFETR, BANE, BTMHPRIFE=1A ADC k5
((05*4) +1),

MRERFEFEAEINEFET R, EHRHTEREANZ ADA ffEMIEEFA, WATET BARNI—NIHEME
TR, HEERFEENTRNEE—1 ADARRS. ARG, BRI UERIEFHET <.

EESE
RS

BEILMRBENTFEEE

%%@ﬁﬂ%ﬁﬁ%%ﬁ,Mmﬁﬁ%ﬁﬁﬁﬁzmﬁésmmamm§%mmM%

EIFFRHE, FMENREIEESSMNERNEET REBEIEMEET <o

@ FRHAEIEADN ILM RS2 (FRRERNRE. A GERZMNERTRE, BOMHRLL
SR B TRYEIEE K.

BNEEER ILM REEHRIFEN, LIFTR StorageGRID A4S EB EHREBMNUENEBRE, LUEHF
& =BYF Ao

BEENUTILA:

* ILM TR B E AT UEFIN KREIELURE ILM FEN?
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* MIREFEAIEFENERERATA, IREFAFER? EEUUTERMNECIZRMEIZ?

* FRIEFNARIATNERLDR? I BEFETR. "R, ENEFERIBEFET R 2R IHNE
fET R MREFRNNEET REMIBRANENEFET R, WBEETRAURZERE, fFEETR
AL FREERAAR. ARG, INKEENAZSHENREREEEIFFET R, NMFHERFIEENE
L3V E

* AGRERRR B EBIEMET RKH AR ILM 5REE?

() Frmes LV EBESHERDTHEE, HTELEE StorageGRID RAIIET

I HERFPTIHNER, WIHERIREENENRINESHE ILM R,

BRI X AR
Available capacity EEEEBHTFMES BREWEFMETE StorageGRID RAEHFRIFTE N REL

1B? CUEL AR EE SRS LR REUBIRARIE?
ARG, B5A BN RESENNEERNLERBNEEN R
BlEK?

EEAIE WNREE StorageGRID RFAFNEERBHNEE, WBREREMUTEIEN
I B LU E StorageGRID RZR9L SN2

Storage type FRZERE, B56EBHNMENERZFME? Fia0, ILM MU ATsEERE
EABEUFR BRI N —FEEEB 0 S —MEERE, NRE, &
?[Z%\Zﬁﬁﬁﬁ?f StorageGRID R2ANRARELEFHE EBHENEENTE
8o

HEER
"EBAEET A"
“$A ILM BIENR"
iR

FREBHFERNEETR

BT BEFET RETTEE (BTRRARMNEERXH) HEREET RAER
RERARBR.

FRSMRETARFMET REY, StorageGRID ZfEREMEFET R RRVHIEER B ERAT R LRI REL
EMTTEHE. Alt, EREERIRERNBMEHIEEEFL,

FREBHFERNEFETRZE, HESUTED
* BRFEHE ERTAF SR T R TEBNERE, SUTERLET <o

@ MREIANFILUMTI RIRENREIE, BIRITIIREDE . BRARAGUBERSH
LT RIS,
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* FHEBHTEENEFET R, ERIRMESE TmEREENRR, B8, BEEEFLAIEEEHRRII
BZ 8117, HEFRERRELE pikis. EONFonEXEEIVHIRERTEEREEN. FERE
X EEERIRA,
"EEREBIEREE R

* MR—XERZSITEMAERNEFET R, WARIAEHIERR. WRNREE, THERARREHER
BEIARD, NARRARET EAERIHIRE.

C) MREZITEMFERNEFETRTERE, BERARAZIURERERIFL R

BEEFMHETR
BRI UBEEFET R LUR DRSS ERNFET R, RENEFERE.

BEFMETREY, ERILY R StorageGRID 2LUANBEEANHEFMET R, ARFEABTER/WIAEFMHET
Ro EFRIRMESE #E, WREMBEET REBEFHEFET R

Blgn, ERILUARIMAN B EEANIEFET SRER=IAFEET R, ENELFERYT BIZESRE AMAINE
AEHEET R, ARERERERESE HF=12E28)\WIBEHET .

BIERRINEEFET RZARIHAE, S LBIRTE StorageGRID RFEFHETE D MERIE, LL5, BA
LUR D IRE T = PTBERHEIX B F 7K ENZR 5 LASMNY RT BE S o

GEESET
IR

FRZIMEHETR
MRFBERFRZS I EFET R, TLIRIRFSHHATEREN,

* MRERINFEREETR, WSMERE-—NMEFETRTRER, ARBHBEAT —IEET .

* MREHTEREETR, WEETRENAERERANMEFET RNERES. XARSSEXHN
PRBEXABIZMEITIEN read - only , TEREATULINRERIRMERESEEAMER.

[EENEHIREEFL

EREMETRZE, BRTBIALSERL T ENIRESHEIBEEFL, MREAMEEXRK,
B NEFHBMEEHILEST, ARBRITERIREIE

MREFEFAEMMERNEFETR, WEFERERREIE TRETAXESE, UREREEEEFL
BERIhTER. EIHERERINEREMIRT R LB EAET IR A Ko

XESRNERTAELUNRIENRIRL.

1. BRI EFEENS:
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a. BMALLTE<: ssh admin@grid node IP
Hroot AR B ERE. IRTFTEMTR S to #

b. B NPFHAIZZEY Passwords. txt XH&F

C. AT eSS root: su -

d. AT HEAZE Passwords . txt X

2. KEEHTEITIEE: repair-data show-ec-repair-status

* NREMREITIHIEEEFIL. MiEHEA No job found.s ELEFEMBNEMEEIELL,

* IRBUREEF L AR BEBITHHRERRT, WabRK7IHBRENER. 8 MEEHE—

BE D, #EHITTF—F,

root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est/Affected
Retry Repair

Bytes Repaired

PNE—RY

949283 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9
17359 No

949292 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9
Yes

949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9
Yes

949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9
Yes

3. FREEERVIREN success. BEBEHBMEAEBEIEL,
4. HMEEMRE N Failure. BRMEFBNLES,
a. M FIRERRIMIEERIEE ID o

b. J51T repair-data start-ec-node-repair BB

Success

Failure

Failure

Failure

17359

17359 0

17359 0

17359 0

M --repair-id ATIEEMREIDINET, Fi0. MREEIHEEIDN4929209EE. IFEITUU T

%! repair-data start-ec-node-repair --repair-id 949292

C. REIRERECHURBERNIRE. BEEIFfEBEMIKEN Successo

W SRR AR
AT T RIERAZA, EBOIEREUATER.
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mE AR

MEMRHE . zip X4 BN THRMOMERHE . zip X (sgws-recovery-package-
Zg revision.zip) . WREEMIE, BEILIFERAMEEXHERR
ZJLo

Passwords.txt X WX HEEEFLIT LIERNE T RFARNERE, HEEEMESH.

FCE RIS BERZE StorageGRID £4tHY, RARCIZHICRENDEE, IEED

FEARTERF Passwords. txt X4

1%)33%71 StorageGRID RZ#R$MTIR] WIRE, EREUEIR RS HAIHRFNIERSHE,

HBXER
"Web X 5 28 E K"

"EETHRER"
SHIRERHEE 5 A
IR ERGETR " ERATR " TTEN, SaU—BTAMEBERMLET [RLUSA.

BEENAR
* AR SR 2R B R B E1EES,
* s BB EIPEAR A R AR,

HI
1. AR P> P E S > BUHECE %

thBHIE 27~ Decommission T1Ho,

Decommission

Select Decommission Nodes to remove one or more nodes fram a single site. Select Decommission Site to remove an entire data center site.

Learn important details about removing grid nodes and sites in the "Decommission procedure” section of the recovery and maintenance instructions

Decommission Nodes Decommission Site

2. B EUHRET =%,
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I EF4% R 7~ Decommission Nodes Bif. 7EULTIEA, &aILL:

° HATE ZR1A] LUS BRI Ro
© EEFBMET RENETTIR
c ¥R, ruhmt, *REF* AR ADC BAFHEFNTITRETHIF.

c MANEBRIATTREEHFE TR Hll. HIERERENMEBIEFORIFFEMETI =, Decommission
possibley HERERIUFEREEXEET R, MXTRURENTEFET RFHR DT R

Decommission Nodes

Before decommissioning a grid node. review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to leam
how to proceed.

Grid Nodes
Q
Name W Site 1T Type 1T Has ADC!1 Health Decommission Possible
DC1-ADMT | Data Center 1 Admin Node ‘:’3 Mo, primary Admin Node decemmissioning is not supported
[ DC1-ADM2 Data Center 1 Admin Node = &)
™ DC1G1  DataCenter1 APIGateway Node : %y
Dec1-81 Data Center 1 Storage Mode Yes Gﬂ‘ Mo, site Data Center 1 reguires a minimum of 3 Storage Modes with ADC senices
Dc1-s2 Data Center 1 Storage Mode Yes ) | Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC senices
DC1-53 Data Center 1 | Storage Mode Yes @ Mo, site Data Center 1 requires a minimum of 3 Storage Medes with ADC serices.
© | DC1-S4 Data Center 1 Storage Mode Mo @
I~ DC1-8s Data Center 1 Storage Mode Mo l?g‘
Passphrase
Provisioning
Passphrase

- BEEFEANS I TR FRER *

RALUEAMET R, NEFNISER—MREEERIME, REMPFZET—MERE, MRTEEAE
PR, WIRNAERERER . MREEFHEFAENTNRBRERFLE—, N&ER&EXEHRR.

=AERERRE Description fRIRA B

AxHF, Fxfs EBRREREEETRIIET X
TREEEH, o
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PSR
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BEMFIE HA
£8P fifl B

RETLL, BHE x
EVEEARE
BALEIRAR S B9
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Description

RPN T R B U ERE, W
TR B ERAIMET <o

T B ERNMNETR, i
TR * FIEE U TERZ—:

(k&) . BEEGXHA
‘@ (Ee) | XA

MR HSTFAF TR EEFF
EE, WETAEREMFERD
PRI (40, F9SEEl ADC fh
BFIRETEHETIR) o

MRFENTTREOBTSAIAM (
HA) 4, NFEEEREET R
IR T3 Ro

* (NREFET R MRS E
RERIT RN LA R IRIR L
HPHENR, WEAERF
T o

R
BE JHERIRETE ETNT B,

a. EEFTAEBMAERNT R " BUBECE " AJ&E
5%’/%\0

b. HEMLT REAFEMILEEH.
* MRFAFT RBBITRAEREERRXH,
TBEELL T R EFTERA L

° MRFAIFTRBVBITRARA, BRITTR
MEIRIED R UMEFRET <o

4miE HA A LARIBRT RBEvER O SMIBREE S HA 4, 15
S8 XE12 StorageGRID BJitEH,

BITH Bo MERAMIFNEET R, AlEEENA
B MEREIRARSS . B2 LA RIR I IRE AT
(E1S8



=AEAERRE Description R

AEE, —El - XREETR. *BRIEMNE HNFEIZEMBRMRREEEXY, RIFECEXHT
ZMRERYREIEC BIFmISEEXAREEBH HNEALIRITUTIREZ—!
BEXHELRE TR, BT EEREET

nFETNR. WM o ** BATFEDD ILM RBS ¢ L BT R, RIS
ST ILM AL AT =, LUESSHITAUNRE, 550

REAIEEX @gﬁ%g;ﬁ%ﬁﬁﬁﬁﬁﬁm B XY B StorageGRID HYi5 87,
) ,{&_5 L\ ?ﬁ a5 5 b )JLIZ\Z\E’/\ [==] ——
E%OEXH 6 NEAETT S, . * AT ILM RN, EFRATFIER ILM ERBE * 1 4y
EEMIFRAN, ARERERREIDEEX .

**RTEEMA ILM BN ER * ¢ (SRIEERRISE
BEXf,

o E: T MREZEERREREIEEEN,
BNRBIENSZEEXFXREK, WSER
—FIERHER. EARFEFFH/LEAEE
REBFERIIE,

EXELEEENEHSEEENRINRAE, BTH
SNA{ZRRRRIDECE XX o

4. [REFHEEFEE] MRTREUUER, BREFEIITHIRESE ©

PR T EE ... BE ..

EAI B ERAIMET R "= A BT E IR T R

(PR T = "FRBERNMETR"
BXER

"EEREHIEEEFL"

"7 RRAS R B A

"EHA ILM EIEXR"

"R MR
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* RERENFR BRI R4,
s REREEE T EohRESHEIREEEIL,

"EERERIEEE R

. ,.ﬂkE',Eﬁl}\ﬂﬂ%EPE’JT?EﬂLL%i’JiEL TEETRME, RE, NHNEFEMELSERRITHEM
Cassandra EE5%H. ARG, EATUMKRSEH,

* BFEMRETRERREIR BT ABTHMERIRE, RETRERREIR BEEF.
* EEANEHAEET RN * AHEAR ¢ e s — M EREeE RN,
* B MABRERIEEIE

ERILUBETE * BTN * 7RERRA (Be) HEERXE (ki) BRI EMAERNT R FIHR
f5ldr, 279 DC1-s4 NEFET REMFERE; FrEEMT RYBEER.

Decommission Nodes

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

A A grid node is disconnected (has a blue or gray health icon). Try ta bring it back online or recover it. Data loss might occur if you decommission a node
that is disconnected.

See the Recovery and Maintenance Guide for details. Contact Support if you cannot recover a node and do not want to decommission it.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to
learn how to proceed.

Grid Nodes
Search Q
Name ¥ Site IT Type IT Has ADCIT Health Decommission Possible
DC1-ADM1 | Data Center 1 Admin Node - Mo, primary Admin Node decommissioning is not supported.
DC1-ADM2 | Data Center 1 Admin Mode - Mo, at least one grid node is disconnected.
DC1-G1 Data Center 1 APl Gateway Node - Mo, at least one grid node is disconnected.
DC1-31 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
DC1-52 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
DC1-33 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
[~ DCA1-54 Data Center 1 | Storage Mode No ‘
Passphrase
Provisioning
Passphrase

FREMBSFEENT RZA, FERUTEI

* MRS R TERATRF— T IFEENT R, IRENMBES S MFERNTR. WRAESIERER
FHMEAXLET R, MMEMEIEIN %E’J_I“""I“_JEo
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B,

* IRTEMFREAERZNT = (B0, AEIRBALRBIRFAFNEFETR) , WAERREAEME
BT FFIZERRAYTI Mo

(FRBETFERRN * TR * 281, HEREMUTER
* BRNFREBMAERNFMETR, FIFEHECTARINERE.,

C) MREINAMAIMTRIMEXREGE, BIRITIRIFD R o IBRRRAIFURER S

L IThRmE,

* IREAZS I EFERNEFET R, WARSIREHIEERER. NRLERBHINREIE, LRGSR
MRITBIERG A, WARAET AEZHIE,

C) MREZITEMFERNEETRIERE, BERARAR S URERERIFL R

* (FREBEAEENFET R, StorageGRID REFATRELERIBHEIEEEFL. XEFIZZRE
BEEMAERNT R L FER X RKEM TR,

* FHBFEENEET R, ERIRESE BTmEREENRR, B2, BIEEEFLAIEEEHRRII
B7Agez17, HERZERRESR NaE, SUNFinEXErIHREFTESHNEMEN. B2LE
KR ERIE B A9,
"EERESIREEE FL

* MREFANFET REHTER, MAFETRESEINRHOE—EIE, NENRFER. JEHEE
ENERETR LEELEE - EFRIAEB LSRR A R, SBEEEFILARERNMENR.

FRBETFERM * EETR 3 MXTR * ZAl, HERUTEI

* FHEBHAEZENEETN RN, ZNRENEZEERER; B2, XEATENFETEEENR L.
* BRAILENXT R ERN R 2ERTE,

ps
1. 2R E R ERAERRIMAR T RIRE BN SHTTIRE.

BXR, BERIMETE,
2. MRFEFMECHAEENNET R, HFEAERFREEZTREAERERERFR, HERIZT RHEIRIE,

C) MRENNBE S SN ERNT R WARGIBEREREAXLET R, KM
BOMERBETREM

MRER—RERSMIFERIMBE TR, BSURIMNG. TEHEBEERS MIFER
C) NEETRE. IREZSITEMMERNEFETRITERE, BERARAFURERER
FE

3. W NECEZRIFEIE,
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BEA * FREUERE * &,

4. BE * FHREUHECE * o

gﬁiﬂg’rﬂﬁ'\—%ﬁ—é%, EREEERITAERNT R, MRLETREEHE—NKREIE, NIHENRBEFE

(6)]
i3

6.

176

A Warning

The selected nodes are disconnected (health is Unknown or Administratively Down). If you
continue and the node has the only copy of an object, the object will be lost when the node is
removed.

The following grid nodes have been selected for decommissioning and will be permanently removed
from the StorageGRID YWebscale system.

DC1-54

Do you want to continue?

oo o

BTRIIER, ARRE*HE

FRIFMEIRE BB, ARTEIMTRNER. ERFPR #E, $ER—THNMERMHE, EFEs
PIMSBECE B,

Decommission Nodes
@ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.
Search Q

Name ¥ Type T Progress 11 stage 1i|
DC1-54 Storage Node * Prepare Task

WHMERHE—BEr A, EREHENSF I RAMERGE LUAR"RERGE TIHE, AT, T
.zip X4

BENAEX THRERA 8RR,

()  ERRTRMES, NEREERIEESE BE I T TR,



@ %&E@K#%é RERIP, ARNEBATATM StorageGRID RFIREVEIRIIINZZ A

7. EHRNSEE " 2R " UE, UBERFIEREE TR ERNER.

FED AT R ERRE AN, TRFIEESE, RARENETTRIERETIR, HERKINE
Bo MIREATEMAERNEFRETR, WRET—RERHER, BHEEMRLER,

Decommission Nodes

The previous decommission procedure completed successfully.

@ Repair jobs for replicated and erasure-coded data have been started. These jobs restore object data that might have been on any disconnected Storage
Nodes. To monitor the progress of these jobs and restart them as needed, see the Decommissioning section of the Recovery and Maintenance Guide

Before decommissioning a gnd nede, review the health of all nodes. if possible, resolve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to leamn
how to proceed.

Grid Nodes
Q
Name V¥ Site 1 Type 11 Has ADCH Health Decommission Possible
DC1-ADM1  Data Center 1 Admin Node - @ No, primary Admin Node decommissioning is not supported.
“] | DC1-ADM2 | Data Center 1 | Admin Node = &y

DC1-G1 Data Center 1 AF| Gateway Node - @
DE1-51 Data Center 1 | Storage Node Yes @ Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
DC1-52 Data Center 1 | Storage Node Yes @ Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
DC1-53 Data Center 1 | Storage Nede Yes @ Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.

Passphrase

Provisioning
Passphrase

8. FEEMIRES T MAEDXNBAE, BHRSEERTAXEOETHREIW AR
() aEnaamxnze BIRTHSE.

9. MREEAEFMT A, FHREATETBMNBMINEEEEFLIRES.
a. P> TA> RN,
b. SRR IEFMMTRERAY* StorageGRID deployment*,
C. FERBRIEI £ £ HEILMSEENEB 53
d. Z£EFERAUTEY, RAEHESHNEERTERK.

() Tae#E Cassandra T—H, H#ETAREEMOEL,
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EBE (XRPA) ¢ FRALLBMRESFEENEE, SEFEHETRFRNEESKRTREY,
bR EI. ORI IERIIE MBS EAEE SaiataiiiE (B * 3eAE - it BIEREM)
MFTR ILM FEREE AT R EAMERAFEEENS KN R

() EREXRRETERSEANNS, XTUEFHRE LM BRENHEK.

* * PERE - EIHE (XSCM) * @ EALEMERIEITHAR M RN RN FAREE BN R *
BREEE © BHEEINERES SaiiamiaE, WEHEERAEETM. FEE, 3R
AJREREN, * AR - 41t (XSCM) *BHERTR BIWE, BFIETRIEHMHARNEX
B ERIUEWMNRE * 3B - bt * BIEHLIERUBERE SR ESEE,

e. FREUTHIERENENBHEE:
* M repair-data show-ec-repair-status ATFIRERAUMBESEIRIEENHS,

* fFMH repair-data start-ec-node-repair @M% --repair-id AFEHRBHERKEERE
I, FENEXNEHIREEFIEIIRA,

10. BEERERECHIBRENNRS. BEIFMBREFLMIITR AL,
—BIfEEN T R IERH TR SRR E R, e URESFE2EREAEEENMET =,

TAERRESE B, BRI TSR

* BMREEBMNET REVIESEEEFRTF. ERBERRERFRTIANRS KA LM MIREDZE I FREATE.

*MREERATEMRET R, HEZSSE EHREEERT RMEH#ITRIP, 15fEMA StorageGRID 8% %
RiEFBRBIAEERSHBEE (BFRKMS) o IREBIRERNNIS— IR, WAIGERR KMS B

o

"SG100F1AMP; SG1000R5Zi&H"
"SG5600 7FfEIGE"
"SG5700 1FfEI&E"

"SG6000 7"

BXER
"W TR IRE

2
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"EETHRER

"EERERIEEE R

FRBEZNMNETR
ER LIS B K A BRIZERZ 2 PAEEY T o
ERBHONE

* BT RERNET RRNERTEEET,

"ERAMET RIEEEI

178


https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5600/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5600/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5600/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5600/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5600/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5600/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5600/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5600/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5600/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html

* EEBWREFME BB,
© BERFEEER T ENREHEIREE L,

s EEMIAMERNERUBRBITEEDT RME, WRE, WA NEFEFEMESIZETHITHER
Cassandra EE5ER. AfG, ErILIREER,

* BEMRETRERRESR BTHREARBTHMMENIRE, RENTRERREIRE EEE.
* BEARERREE,

© BEEMNET R

* EEAN—TEHZE I TRV ARER T EE — T REaEEITIC.

| FERST SRE RN ER (G ) o) NRETE * BITIOR * VIR ER U TERZ —, WA=
gt IR

BT B severity
= Ee) S

i A RE
A REE major
23 AR E

* IREFKRIFEAT BHAERNEHET R, WHEEERIIIERIITR. BEERAXOEHIEEEFILR
5B

@ E}é}ﬂFEJﬂ:ET%T’EiEE% FRIERABRIIAE T BRI S B EE R, SIS 70MIFRIE RIS 23
o

/

p
T A" ERETR"TEF, EREERANE R R RS FE,
2. I NECEZRIFEIE,

BEEA * FFRBUERE * &,
3. B * FHIREUHECE * o
BT BREIA IS IEIE,

179



The following grid nodes have been selected for decommissioning and will be permanently removed
from the StorageGRID Webscale system.

DC1-55

Do you want to continue?

4 BEERETRITIR, ARRE HBE

R EHTRERREIE , AETETTRINER. ERFEPER #E, RRAIEM—THIRERHTF
BUETMNBEEES.

Decommission Nodes
@ A new Recovery Package has been generated as a result of the configuration change. Ga to the Recovery Package page to download it

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.
Search Q

Name ¥ Type 1 Progress 11 stage 1|
DC1-35 Storage Node I Prepare Task

C) g%ﬁﬁi%%ﬂﬁ,%@ﬁﬁﬁ%ﬁﬁmoﬁﬁﬁﬁﬂ%% BRELERNBTRERZHE ML

S. MMMERHE—BEr A, BREHEIEF BT RAAMERGE LUF MERGE TIE. ARG, TH
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BRARTHMESR, UHREFERIRFSE B8 LIRS 5] LURE M.
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Decommission Nodes

The previous decommission procedure completed successfully.

Before decommissioning a grid nede, review the health of all nodes. If possible, resolve any issues or alarms before proceading.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guids to learn

how to proceed.

Grid Nodes
Sea Q
Name W Site 11 Type 11 Has ADC!! Health Decommissian Possible
DC1-ADM1 | Data Center 1 | Admin Node - @ Na, primary Admin Node decommissioning is not supported.
(] DC1-ADM2 | Data Center 1 | Admin Node . ©
[l | DC1-GT Data Center 1 | AP| Gateway Node - ﬁj
DCc1-31 Data Center 1 | Storage Node Yes @ Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
DC1-52 Data Center 1 | Storage Node Yes @ Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
DC1-53 Data Center 1 | Storage Node Yes % Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
Passphrase
Provisioning
Passphrase
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Decommission Nodes

€ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it.

€ Decommissioning procedure has been paused. Click 'Resume’ to resume the procedure.

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

Search Q

Name ¥ Type 1T Progress It stage 11
DC1-55 Storage Node Evaluating ILM

4. F—IMEHPRES R TRE. BERESSERITER.
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Review considerations

v

Gather required materials

v

Select Decommission Site

Is
Decommission
Possible?

Select the site -

Canyou resolve
the issue?

You cannot remove
the site. Contact Support.

v

Review the site and

update ILM
Is Start No
Decommission

enabled?

Perform the site
decommission

v

Ensure drives are
wiped clean

5%
BRI REEE R
* "URSERRTRAIEY
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Decommission
Select Decommission Nodes to remove one or more nodes fram a single site. Select Decommission Site to remove an entire data center site.

Learn important details about removing grid nodes and sites in the "Decommission procedure” section of the recovery and maintenance instructions

Decommission Nodes Decommission Site

2. EAF BUHEC B UL = 4%,
IR ERECERELRASHNE 1P (EFER) . IEPEEE StorageGRID AGHIARFETIR,

Decommission Site

o 2 3 4 5 6

Select Site View Details Revise ILM Remove ILM Resolve Node Monitor
Palicy References Conflicts Decommission

When you decommission a site, all nodes at the site and the site itself are parmanently removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then, select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state

You might not be able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive MNode.

Sites
Site Name Used Storage Capacity @ Decommission Possible
) | Raleigh 3.93 MB
Sunnyvale 3.97 MB
Vancouver 3.90 MB Mo This site contains the primary Admin Node.
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Decommission Site

@—o 3 4 5 6

Select Site View Details Revise LM Remove ILM Reszolve Node Maonitor
Policy References Conflicts Decommission

Data Center 2 Details

A\ This site includes a Gateway Mode. If clients are currently connecting to this node, you must configure an equivalent node at
another site. Be sure clients can connect to the replacement node before starting the decommission procedure.

A\ This site contains a mixiure of connected and disconnected nodes. Before you can remove this site, you must bring all offine
{(blue or gray) nodes back online. Contact technical support if you need assistance.
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Decommission Site
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Select Site View Details

Raleigh Details

Number of Nodes: 3

Used Space: 3

Node Name

RAL-51-101-198
RAL-52-101-157
RAL-53-101-198

Details for Other Sites

93 MB

Total Free Space for Other Sites:
Total Capacity for Other Sites:

Site Name
Sunnyvale
Vancouver

Total

3

Revize ILM
Policy

Node Type

Storage Node
Storage Node
Storage Node

950.76 GB
950.77 GB

Free Space @

47538 GB
47538 GB
950.76 GB
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4 5

Remove ILM Resolve Node

6

Monitor

Referencas Caonflicts Decommission

Free Space: 47538 GB
Site Capacity: 47538 GB

Connnection State

Details

1.30 MB used space
1.30 MB used space
1.34 MB used space

Used Space @ Site Capacity &
397 MB 47538 GB
390 MB 47538 GB
7.87T MB 950.77 GB
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Details for Other Sites

Total Free Space for Other Sites: 550 76 GB
Total Capacity for Other Sites: 950 .77 GB

Site Name Free Space © Used Space & Site Capacity @
Sunnyvals 47538 GB 3.97 MB 47538 GB
Vancouver 475.38 GB 3.90 MB 475.38 GB
Total 950.76 GB 7.87 MB 950.77 GB
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Decommission Site

@ o 4 5 6

Select Site View etai!s Revise ILM Remaove ILM Resolve Node Maonitor
Policy References Caonflicts Decommission

If your current ILM policy refers to the site, you must activate a naw policy before you can go to the next step.
The new ILM palicy:

« Cannot use a storage pool that refers to the site

s Cannot use an Erasure Coding profile that refers to the site

« Cannot use the default All Storage Nodes storage pool or the dafault All Sites site.
« Cannot use the Make 2 Copies rule.

» Must be designed to fully protect all object data after one site is removed.

Contact technical support if you need assistance in designing the new policy.

If you are performing a connected site decommission, StorageGRID will begin to remove object data from the site as soon as you
activate the naw ILM policy. Moving or deleting all object copies might take weeks, but you can safely start a site decommission

while object data still exists at the site.

Rules Referring to Raleigh in the Active ILM Policy

The table lists the ILM rules in the active ILM policy that refer fo the site.

« Ifno ILM rules are listed, the active ILM policy does not refer to the site. Selact Next to go to Step 4 (Remove ILM

Refersnces).
« Ifone or mara LM rules are listed, you must create and activate a new policy that does not use these rul

Active Policy Name: Data Protection for Three Sites (3

25,

@ The active ILM policy refers to Raleigh. Bsfore you can remove this sile, you must propose and activate a new policy.

Name EC Profiles Storage Pools

3 copies for 53 tenant - Raleigh storage pool
2 copy 2 sites for smaller objects - Raleigh storage pool
EC for larger chjects three site EC profile All 3 Sites
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Select Rules for Policy

Select Default Rule

This list shows the rules that do not use any filters. Select one rule to be the default rule for the policy. The default rule applies to any
objects that do not match another rule in the policy and is always evaluated last The default rule should retain objects forever

Rule Name
® 2 copies at Sunnyvale and Vancouver for smaller objects &
|| 2 copy 2 sites for smaller objects (&
Make 2 Copies (§

Select Other Rules

The other rules in a policy are evaluated before the default rule and must use at least one filter. Each rule in this list uses at least one
filter (tenant account, bucket name, or an advanced filter, such as object size).

Rule Name Tenant Account
3 copies for S3 tenant (& 53 (61659555232085399385)
| | EC for larger objects —
¥l 1-site EC for larger objects (3 —
Wl 2 copies for S3 tenant (3 53 (61659555232085399385)
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Rules Referring to Raleigh in the Active ILM Policy

The table lists the ILM rules in the active LM policy that refer to the site.

« [fno ILM rules are listed, the active ILM policy does not refer to the site. Select Next to go to Step 4 (Remove ILM Refarences).
+ [f one or more ILM rules are listed, you must create and activate a new policy that does not use these nules.

Active Policy Name: Data Protection for Two Sites (5

No ILM rules in the active ILM pelicy refer to Raleigh.

() WRFIHTEIN, MBRFEAEH BB LM 588, DA sl
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Decommission Site

O—9© 0 0 -

Select Site Vigw Details Revise ILM Remove ILM Resolve Node Manitor
Paolicy References Conflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site, even if
those rules are not currently used in an ILM policy.

Proposed policy exists A~

You must delete the proposed policy before you can start the site decommission procedure.

Palicy name: Data Protection for Two Sites (v2) (§ Delete Proposed Policy

4 ILM rules refer to Raleigh R
1 Erasure Coding profile will be deactivated v
3 storage pools will be deleted v

Previous

a. R * MIFREINAVRES *
b. FEHIAFHEESIER * HE * o
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Decommission Site

- N o= o
& —&» ﬁd\‘?;ﬁ,fr o 5 6
Select Site View Details Revise ILM Remove ILM Resalve Mode Maonitor
Falicy References Caonflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site,
even if those rules are not currently used in an ILM paolicy.

Mo proposed policy exisis
4 |LM rules refer to [aia Center 3 -

This table lists the unused ILM rules that still refer to the site. For each rule listed. you must do one of the following:
« Edit the rule to remove the Erasure Coding profife or storage pool from the placement instructions.

« Delete the rule.

Go to the ILM Rules page (&

Name EC Profiles Storage Pools Delete
lMake 2 Coples — All Storage Modes m

3 copies for 53 tenant — Raleigh storage pool m

2 copies 2 sites for smaller objects — Raleigh storage pool m
EC larger objects three site EC profile All 3 Sites m

1 Erasure Coding profile will be deactivated v

3 storage pools will be deleted
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Decommission Site

=, e e
&R g ] -
Select Site View Details Revise ILM Remove ILM Resolve Node Monitor

Policy References Conflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site, even if
those rules are not currently used in an ILM policy.

No proposed policy exists
Na ILM rules refer to Raleigh
1 Erasure Coding profile will be deactivated v

3 storage pools will be deleted v

o |
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Decommission Site

O—0 0 0 0 -

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: If you are performing a disconnectad site decommission, all nodes at the site you are removing must be disconnected

« Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

1 disconnected node in the grid Fs

The following nodes have a Connection State of Unknown (blue) or Administratively Down {gray}. You must bring these
disconnected nodes back enline.

For help bringing nodes back online, see the instructions for montoring and troubleshooting StorageGRID and the recovery and
maintenancs instructions.

Node Name Connection State Site Type
i
DC1-83-99-193 05 Administratively Down Data Center 1 Storage Node
1 node in the selected site belangs to an HA group v
Passphrase

Provisioning Passphrase @

NREAT RBEFFER, BREREE.

BS N A XET StorageGRID MM T R A2H W HHITHEHFRER. NFHEE), BERREARS .
LFME BT EENT RMERIG, BEESRS (AT RPR) Y HA AR
RFIETEEGRPEFSTAE (HA) AR R,



Decommission Site

O—0 0 0 0 -

Select Site Vigw Details Revise ILM Remove ILM Resolve Monitor
Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

* All nodes in your StorageGRID system are connected
Note: If you are performing a disconnected site decommission, all nodes at the site you are removing must be disconnscted.

* Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected
1 node in the selected site belongs to an HA group A

The following nodes in the selected site belong to a high availability (HA) group. You must either edit the HA group to remove
the node's interface or remove the entira HA group

Go to HA Groups page. (8

For information about HA groups, see the instructions for administaring StorageGRID

HA Group Name Node Name Node Type
HA group DC1-GW1-99-190 APl Gateway Node
Passphrase

Provisioning Passphrass @

Previous

4 MRFIHTEATR, FRITUTEREZ—:

° IRIEE NI HA A UMIRRT S0,
o MILIE SR ARV E ST =M HA 4, B2 NEXEE StorageGRID AYi%FE,
MREZTAET R, #ETE HAAPRERETHERTHNEAT R, WEER * BEZNEIE * FHK.
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RS, * FIREUHECE * IHERENBRARES.
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Decommission Site

O—0 0 0 0 -

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Policy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: [f you are performing a disconnected site decommission, all nodes at the site you are removing must be offline.

« Mo node at the selected site belongs to a high availability {HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected

No nodes in the selected site belong to an HA group

Passphrase

Provisioning Passphrase @ | seseesed

6. MRESEFFRDLRERRESRE , BEE * BohEH "
LERFHERFNULERMTR. RARRER, T2RRLERATEFEESRR, BAEEHARNE,

A Warning

The following site and its nodes have been selected for decommissioning and will be
permanently removed from the StorageGRID system:

Data Center 3
= OC3-51
= DC3-52
« [DC3-53

When StorageGRID removes a site, it temporarily uses strong-site consistency o prevent object
metadata from being writtan to the site being removed. Client write and delste operations can fail
if multiple nodes become unavailable at the remaining sites.

This procedure might take days. wesks, or even months to complete. Select Maintenance >
Decommission to monitor the decommission progress,

Do you want to continue?
for]
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Passphrase

Provisioning Passphrase @

€ Generating grid configuration. This may take some time depending on the type and the number of decommissioned arid nodes,
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1 EREmERMGEE, LTI,

Decommission Site

ﬁ@ g%; @} &

Select Site View Details Revise ILM Remave ILM Resolve Made Monitor
Palicy References Conflicts Decommission

€ A new Recovery Package has been generated as a result of the configuration change. Go fo the Recovery Package page to
download it

()  BRRTHRES, NHRECRIRESE B LI LR,

CIEFREEHMEEHE. R EIPRAME S
b. & . zip X1

]

BERNEXTHRERH BN,

C) %E@Y#%ﬁ%ﬂﬁﬁ,Hﬁ?@%ﬂﬁ?MSmm%GmD%%ﬁﬂﬁﬁ%%@%ﬁﬂ@

2. fEF " HiESE) " EIREEN REHEMiZE R B H b ih RS EhE .

EFE3 (BT ILM 3RER) FgiEsey ILM RE8/E, BiEBohie. BURBBER MERIRESE it
7o
Decommission Site Progress

AlE

Decommission Nodes in Site in Progress = &

Data Movement from Raleigh

1 hour 1 day 1 weask 1 maonth Custom

Storage Used - Object Data (7]
100.00%
75.00%
50.00%
25 00%
0%
17:40 17:50 18200 18:10 18:20 18:30

e Used {%)

3. EEMT R#ERDF, ERMFTRNEITERRESE BHE,
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BErEFETRE, ST TRBEN—

IR, REEPRASUMERLESRREEFATERLRE, BRES

ERHHHMIEE, ERRFESFH/IREZ/LAT A MNER. TEESHEREEZI UM LMD

EHEMTL ILM .

Node Progress

@ Depending on the number of objects stored, Storage Nodes might take significantly longer to decommission. Extra time is
needed to manage erasure coded data and re-evaluate LM

The progress for each node s displayed while the decommission procedure is running. If you need to perform another
maintenance procedure. select Pause to suspend the decommission (only allowed during certain stages).

earcl Q
Name ¥ Type 1T Progress LI Stage il
RAL-S1-101-196 St Noie E ggzgr;lnr[}n;stzianing Replicated and Erasure
RAL-82-101-197 Siorage Node i g\z;z::r[}n;s;ioning Replicated and Erasure
RAL-G3.101-198 Sinraga fiode L ggzz:r[}n;s;inning Replicated and Erasure

MREEERTEERIERERIEE, BSRLRUT BEET RNERMER:

A

F

-

U

N\

i}

FFE

HEEES

¥ LDR 72N ERHA

= RE IR EIERIRRID R

LDR i ERS

RFTERIZPAT

(EREsELhE]
D ERE

minutes

I ERE

minutes

B, REE, BEBRTHRIEE

COER D REFEPITEMLERES, FJUELMEREFERE
Ao

minutes

DHEPNE, BAREURTESHENMSIER,
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BT ER It HFEERda)

SRR minutes

IREE B ERNERERIERE, B2 TRUTRBEET RBERMER:

B ER EpEsZ=diNIE]
HE DEERE
FHE minutes
HEEES DEERE
B AIMRARSS minutes
IEFRHCH minutes

T REUHEM minutes
FRERANEUH A minutes
illEREd iz minutes
SRR minutes
FeRk minutes

4. EFETRBYBRRITHNERE, BEFEHRIGRERRIETR.

° 1f * {8%& Cassandra* ZZEH, StorageGRID 3FMEH{RE R Cassandra EEHITERMNBIIEE,
XS EE I RHFEKHNE, BEEBURTFREPERIIFET =
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Decommission Site Progress
Decommission Nodes in Site Completed
Repair Cassandra in Progress -ZT'%

StorageGRID is repairing the remaining Cassandra clusters after removing the site. This might take several days or maore,
depending on how many Storage Nodes remain in your grd.

Overall Progress 0%
Deactivate EC Profiles & Delete Storage Pools Pending
Remove Configurations Pending

° EHFRECEREXHHEREF ML TR, FHEITUTILMEX:
* 5| ALk AR RIDACE X4 2R IF o
* ZUREMIBRS | RIS RV ERITEAE .

(D FAmAFEEET SEE RN, EAEERNRATE SRS,

° &ja, £ MERECE © ZPBHR, WiRRET REVERRIRS|RERE KRR E R FER.

Decommission Site Progress

Decommission Nodes in Site Completed
Repair Cassandra Completed
Deactivate EC Prefiles & Delete Storage Pools Completed
Remowve Configurations In Progress :,:“:

StorageGRID is remaoving the site and node configurations from the rest of the grid

S FRARMESRE TAE, "FRMR " NERER—FAWESR, FETBETEMRRIIES.
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Decommission Site

o 2 3 4 5 6

Select Site View Details Revize ILM Remove [LM Reszolve Node Monitor
Palicy References Caonflicts Decommission

The previous decommission procedure completed successiully at 2021-01-12 14:28:32 MST

VWhen you decommission a site, all nodas at the site and the site itsalf are parmanantly removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then. select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state.

You might not he able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites
Site Name Used Storage Capacity © Decommission Possible
' Sunnyvale 4.79 MB
Vancouver 4.90 MB Mo. This site contains the primary Admin Node.
SERl/E

FTRIERIERRETR 5, FTRUTES:
* MRERREERULRTFIAFMET RN, ERABAMIERRIANRS kA L2 MIXEhEEPMIER
E5 ¢/

s NBHIESEE—IHESNEET R, FEHBNER StorageGRID R4EHAESER (SS0) , iBM
Active Directory BA & B I8IEARSS (AD FS) SBIpRIbuE S BIFR B KH A5 15 1E-

* FEERERUFRBESE BRERXATRE, BHERXEKBIEDML

EESES)
"EETHRER"

PR LEAP I A2

SR LATEMIMS NS LR E FM5IR. el LAEHStorageGRID R4TRIIPHIE, DNSHRSS 23
HNTPARSS 23
I

- "R RIS T

- "ERE|IPHhL"

- "EREDNSIRS 8"

- "ERENTPARS %"
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* "ERFRE T RS E

BT BT

StorageGRID =4I — KL FMFIFR, BFEMEME (eth0) ERIMET R8s

1TiBE, XL BB StorageGRID A& UL = AT RIEMEHI 7R, LIKIBED M
MLEMXIHEAI NTP , DNS , LDAP S{E MRS 2FMERMEAFM, £ BHR
ORI TS s a ik =AY, (& R] B8 55 B 58 Hir 7 P o [ PO AR PR £ 0 P9

BRENRA
* BRE AN R E RIS E RS,
* B IERA SR EIRIG IR,
* BUTAARERIEEIE.
* B EEEEENFWAIMLSHE, X CIDR RNEART

KFILES
NRBHRITHY RIESIEIERINF TR, MWARAARINFRIPEFR, AEBRMT BIEETE .

p
T GRS R > AR I EE
Grid Network
Configure the subnets that are used on the Grid Network. These entries typically include the subnets for the Grid Network (eth() for each

site in your StorageGRID system as well as any subnets for NTP, DNS, LDAP, or other external servers accessed through the Gnd
Network gateway.

Subnets

Subnet 1 10.96.104.0/22 ==

Passphrase

Pravisioning
Passphrase

2. TFWHIRF, BEHIMSLL CIDR RiERMNETFMo
0. %N 10.96.104.0/22,
3. W NEEZEE, AFRE *RE",

1EIEEMFMIE BB StorageGRID R4ECE.
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ECEIPHAE
TR LAEAERR IP TRARBET RECE IP iR ITHEEE,

ERRERER 1P TANNEHEROS NS ENMERERTASS BR, EHME Linux M&HSFIXH
BTN F N E LA R 2 EEEIFTE StorageGRID JRS, HEFMERATEAR, EFBHTSMETIRNE
17T,

()  mmEEHmKAESANMERSPEL. AT RORESE #TMECENER,
"B RATE AIPHAL

BB TSI, AN SRS RN A ARE, B0, MEMEEEE
() EMERENEA MEAHT, & CRRRITRMERNARE BRI MRNAER, BEHE
P TR,

() P IS AIURTIRESE . ERAHEEZA, MGHRLEHSTTEERAT .

* LIKR#EO

PERLE eth0 BY IP HIHHAR ZWAR T SRR (P Hhlit, 9B eth1 BY IP HIHHAKR Z MR T S B IERE
IP 33k, 53figeh eth2 BY IP HINEIAAR B WIS T mBYE P ImMLE IP ik,

BEE, AREEFEAE, 540 StorageGRID &%, eth0, eth1 # eth2 FIAEEEBYIESL VLAN ZOMMER
M EARNRGED, EXEFTE E. * SSM*Z R IEN LR gES B RbReth0. eth1Tieth2 2 M ECLA EH b
EOMME. SERMNEF iEMNLEIPHILE,

- DHCP *

R RBEIESPEMERIRE DHCP » EAREEEEEHAENLE DHCP » MR EFAMMETI AT IP ik, FWIEEaN
BINWK, MABfER 1P it Esud 2, fEAEN IP TRRBELERE DHCP #ilk I oFaSithit,
* SE A% (HA) 4+
© ERREFENE P inMLEO LR B RHALAF M IMYZ P imMLS P,
* EREER R P RS IPHILEE R N R P im0 LR B R HALA 53 BRI A eI PHEIEE,
* ERREE MR MLS1ZE O EERE AIHAL F W 2 SN RIS I4E I P,
* B BERE RS RIS PHUAETE 200 FR A P25 42 O _E B B RIHALA S ECHY LA EiIPHIAEE,
IR
BT AN LR E"
* "EEEME BRI BN FRTIR"
* "TERIMERILE _ERNIISE TR FIR"
* "Linux: AIETRINEO"
* "B RATE T R BIPHE
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BT RHMKEE

TR LMERAER IP TRAES— RSN T RHINREE, S UERNRNENEE, 5
B, BEAEBFREIERMNENEF iRNE.,

BEENAR
BNTE R Passwords. txt X&

XFIAES

* Linux : * MMREEEREMET SAMNEIEENERE R HENE, HEEFIRET REEXHFEEE
admin_network_target ¥ client_network_target , MR BIHIT IR,

BB IIERTFED Linux IRERSH StorageGRID L2535,

* ig&: * 7f StorageGRID &#& £, MREVIHREHAEIRTE StorageGRID IRERERFHEERFIHNE
B, WIEREMREN IP TERIIMSE, Bk, GUIReEE AR, REERK. KirghE
NEBEBTERN. AREAERIPTARMNSEERE. AXINATEENEHRNER, FENERTENR
EHREMNAEIFRAPRRIETE -

el UESEAME E— RSN T =89 IP #idlk, FRIFERS, KX MTU {E.
SRR LAME P in A8 s B IR MR AR NS PR T
* EEILUEE AR P i MAE S B IR ML AN TS s LAY 1P ik / F PR SEZ T s AN ENZ T A
* EEI OB MIBRE F im MBS E IR TR AY 1P it / FRIFERSSR MIZ RIS R IR IZ TS o
To7E MIAE RS R I BR T o

() FAVHER 1P AR, MBATIERNGT A2 55 1P Hhk, MATUER IEETRIE] 1P Hoht

#18% StorageGRID ZABATEEES (SS0) , HELEEHBIVT S P Hill, 55
=, EETES AN Pl (IARRNNELREEE) BEOTARESETHRETN, &

() #E:EBIBWHA. BEX PG, CARITDEREHN P HiENREREE Active
Directory BX& BHAMIEARS (AD FS) R3S mSeUiRisEME. BB MG %EE StorageGRID £
HEA.

@ fERED IP TANMEFMANERELE = F1EE StorageGRID KENRERRFE . X%,
NREIRE LEHLE StorageGRID B, HERFREETHIFEN, WNKZEERERTIR

pg
1. BRI ETEENR:
a. WAL ssh admin@primary Admin Node IP
b. HNFFIHIEERD Passwords . txt X
C. AL R et Elroot: su -
d. NPT HAIZERS Passwords . txt XM

HUrootAP BIERE. RFRHMEN $ to 4o
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2. AT aSBohERIPTA: change-ip
3. IR NELE R IEEIE,

IR B RER S,

Welcome to the StorageGRID IP Change Tool.

Selected nodes: all

1:

L b b
e

'
5t
b
i
B:
o
14:
a:

SELECT WNODES to edit

EDIT IP/mask, gateway and MTU

EDIT admin network subnet lists

EDIT grid network subnet list

EHOW changes

SHOW full configuration, with changes highlighted
VALIDATE changes

SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit

HLE = B
selection: §

o

o

o

o

o

- WATLGERR * 1 RERBEEHNT R AREEUTERZ—:

17 BN IRETAE
*2* . BRI IRISAE, ARRETRERE
3 BTRIRYAE IP &E
4: R FRFRETS
5: MIEFNFIE TR
O CUMREEHAETR, BERF " 28 " REEPRE.

TR, REREXRS, HEH " ZETR * FRURRERER. PIERSRFENERETHTR ERIT

O EEFEB L, AN * 2 * LURIEIEE TV RBY IP/ #883, WIXH MTU 5=,
a. EREE AL

216

S B 31Y -~ P~
=2 BIBMLE
" * 3 B IR

" 4 EEFENEE, BATEBETRTRBIR, MNERIR (Wig, SEBARE i) , SRR (
IP/ 3888, MXEL MTU ) FMHF1E.

W48 DHCP ECEZORY IP ik, BISRKE, WX MTU BEZROBNRES. MRERBNH
DHCP ECERZN, NSER—FES, BMEZEOKBERNHTS.

EOBREAN fixed TR,
EiGEME, HREETRIBNZE,

BRFYUFIEART, BE WA,
BUEEAS CIP/mask’ T R LAY d*30* 0.0.0.0/0* \T5 S IFR B IR AR 5 35 P i 4R o



e WEBERNFETERE, BN*. o BEZRL,
TR BRI —ERE, EERREANLE.

ERLTERZ —, BEEEFREEEN:

o * 5% . BERRIEHPRERNS, XERERNTEMIN, (NEREREHI. FIMEEVERERE G
o) eIt (MFRD) REER, ARG HFTR:

Lol

- B e

2
2
2
2
2
.2

Bi ba b bd Ba b
-

Gateway
Gateway
Gateway
Gateway
Gateway
Gateway

MTU

MTU

MTU

MTU

MTU

Admin MTU

Press Enter to continue

BRI B3 B R RE RS R PSR
o

Pdl Pd Pk Pd Pdi P m 7 r r e
£

°*6* . ETREPERHREANS, HPERTREKRE, BoUSURE (RMB) a6 (HIERE)
?&II:I:II;ULH_\O

@ KL ITHRE A RERERAMBRERINERAMAMER. EMfEREUATENAIRE PG
EBEXFER VT100 B XF5,

R * 7% LASIEFR A Bk
HIERI B RA ER WG, EIEME ARSI, IR ERESHFM.
EUERAIFR, IBREIFEIR.

FLRAIA, IEEEd,
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8. W@l /G, BEFUTERZ—!
° 8 REFARNAEN,

EALEDT, ERILURHEDN IP TAEHERERBIIE, MASERERRNANER,

°*o 10% 1 NAHMSKECE,
9. NRFTFTIEW *, 10*, HEBRUTEDZ—:

c A MEINAEN, AEUBENEMENBHNES TR

NRFNBEEFCRTEETOYIENKRIERE, TR * NA * LUZBNAENR. IRFE, TR
REMEHRES. LR REEEMBIMINTRo

c *BhE L TRFHEMBIITRENAEN.
NREBEMNKZEEERIZT, FTEEWNIENENNSEECE, WAFER * M * B, XHAZFM

TR, #TUENYIENEERHERBIREMAIT R, MRIERF * A * MARTHITXLEMLE
B2, MERREZRK.

() mmEm - Mg w5 T, WAREDEERRENENEA, URATREHIHL R,

° *HUH * . AR E BRI,

MREFMERNNERFEEMBT R, WalLAEREURARE RIS B RIS, %EEF
BUH * BR[O E ERBEHREFRAVERR, LUEHENA,

SNRIEEE * WA 8 IR Y, WSER—TMTNMSEEXHS, HITEE, RNSERTNIEE
BEFTRo

EEERE, BhBENAERNETRS.

Generating new grid networking description file...
Running provisioning...

Updating grid network configuration on Name

NANEFENG, BTMNBEEEN, RIOGEMRMBIMERGFE.

10. NREFET * ML * , BERETREREBUTSRHITIRIE:
a. {RIEREHI TR BN E L,
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* WPENLRTERL * ¢ HITHRERYIENEEN, BERREXATIR.

* Linux * : SIREREXRFET RAMNZIEEMLRE P IHMLS, FHEARERR " HROFNEIMET

= HRETRARIED,
b. BHBENZRMAIT o
. ERENGE, EF*. 0*BEEHRIP TA,
12. MR EIRES FHFAIIME RS,
a EE P> R > MEBR .
b. NI EZEEIZIE,

HEER
"Linux: MIPETSARMNEO"

"Z2%E Red Hat Enterprise Linux 8 CentOS"
"Z2%E Ubuntu 3§ Debian”

"SG100F1AMP; SG1000ARs31&%&"
"SG6000 TFfiEIRE"

"SG5700 EfiEILE"

"&I2 StorageGRID"

"ERE P

EEEWE LR ERFWIR

EAUEEENSFMYIRFRN, BFRHER—THZ T REVF,

BREENAR
s IBNIER Passwords. txt X&

TR LU ERMEFWTIRPBIFFE TR0, MERSERFM.

p
1. BRI FEENS:

a. BANLLFE<: ssh admin@primary Admin Node IP

b. BNFFIHAIERS Passwords. txt X
C. AU Ta<tIiEEroot: su -
d. I NFF|HEAIZRS Passwords . txt X5

HUrootAP BMERE. RAFFEMEN $ to 4o

2. AUTHLBHERIPTA: change-ip
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3 ERTRAHNRETIEE.

LR B R ER SR,

Welcome to the StorsgeGRID IP Change Tool.
Selected nodes: all

‘ b SELECT MODES to edit

2: EDIT IP/mask, gateway and MTU

EDIT admin network subnet lists

EDIT grid network subnet list

SHOW changes

EHOW full configuration, with changes highlighted
WALIDATE changes

SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit

a:
L
5:
-
i
B:
o
ia:
- H

B = B
selection: §

4. FE, WAILIREIITIRIENINSG / TR, EEUTERZ—:
° MREMEBHITIRENFET S, BEE "1 LUIERBERENT S, EEUTERZ—:
"t BTR (RBIREE)
=20 B R (RIARIRE, ARRSMEE)
" 3% B (AT IPIEE)
"4 R ERPRET R
* 5 WEFHFET R
" 0: iR[g]

° RIF R " REREFRE, #1TERE, BREREXRERR. EETRFRERTERIERE, IWE
, ETERIPR BRI LA To

o EEXRSBE, HEATRIBEENLFMANEIR (£ *3*) o
6. WEU TRz —:

o INLITas<SLURINFM: add CIDR
o AL T asSMIBRFM: del CIDR
c AN THLIREFMFIFKR: set CIDR

() xFFERS. EAUERUTERAAS ML add CIDR, CIDR
n~fjl add 172.14.0.0/16, 172.15.0.0/16, 172.16.0.0/16

TR LR " EFTK " BRI RANERRZSIRARTRN, AERIEFENHH
1T4REE, MIMEDFRERNEANE,

UTFREEANRR T N EEENEFMFIRANFR
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7. EEERE, AN, o IROEXRBRER. EAMHERR—ERE, EEIERSIRZANLE,

C) REAEDE 2 FEFTEM " 28 " TREFKRN, WBFg mAN - (RF*q*) 718
WEFIRFR =T R

8. WL TRz —:

° WEERIAIN * 5* IR AAHFRRERNS, MiatPRRERNSZMIIR, NERERGHNTL, FHMAIE
ARSI e (MR REER, T REIESHAIR:

DC1-ADM1-185-154 Admin  Subnets

Press Enter to cuntinuel

° EFRET 6 EIEE R B ENRHPRETRRERNS. EORUEE (RMu) sae (MR =i
BiRo *iE: * RELRENSE A BERERRIFREAAR N ERAMARERRE.

SHBUFMIIRES, BRRUTHES:

221



CAUTION: The Admin Network subnet list on the node might contain /32
subnets derived from automatically applied routes that are not
persistent. Host routes (/32 subnets) are applied automatically if
the IP addresses provided for external services such as NTP or DNS
are not reachable using default StorageGRID routing, but are
reachable using a different interface and gateway. Making and
applying changes to the subnet list will make all automatically
applied subnets persistent. If you do not want that to happen, delete
the unwanted subnets before applying changes. If you know that all
/32 subnets in the list were added intentionally, you can ignore this
caution.

AR IEKEBHEE NTP A DNS fRS 23 FM AL M48, M StorageGRID = Bl AIEEGIE—1EM
B (/32) o 40, WNREFHLERFEA /16 o /24 BEES DNS I NTP RSS2 B HukhiEE, NILZMIER
EﬂﬂLWBz%E#ﬁM% SHIRR . INRAMIBRE QIR ENERR, NERFMIIRBITEME
MfE, WERABERE

C) E%Uﬂu@ﬁﬁMQM§ﬂWIM%E Bi@ENFEhECE DNS 1 NTP B H LA IRE

9. WEFRRIN * 7+ LIIEFT A EF BN,

HEIIERT RSB INGS, BIEMESME P mMERIAN, FIanERESRFM,
10, (FIik) EHRED * 8* REFFABE DMEREN, HEEREUSRSHITEN,

fEALED, ERLLURHEDN IP TEAHERERRBIIE, MASERERRNANER.

M. RITUT#RMEZ—!
* IRBAENMREFHNAHNEELENER TERAEE, HEFEm -,

* IREEESEFNAERNHEERNINEERE, BEFER . FEEHE, BERENAERRER
RS, AR

Generating new grid networking description file...
Running provisioning...

Updating grid network configuration on Name

12. KA E RS T EUTBI IR E IR 8o
a EFE P> RG> MER
b. N EZIDITIE,

HXER
"BRE P

222



SRS LRNSEATF MR
TR LAERERR IP TREMMMLSS LARIMNSER Mo

ERENNE

* {&3HF passwords. txt X

KXFIAES
ERTLATE IR IS F 7R PN, MIERSERFMN. B MmMARRAAE T R LRI,

MR ERFIRMAT SR, AEAMRERSTINERMERE, 0, IRNREES
() EREEENEEE MEHHE, NEERRATRENEREESHNEHMEEY, AEHE
BIPITH,

g
1. BRI FEENA:
a. MINLAF8<: ssh admin@primary Admin Node IP
b. BNRTIHHEETY Passwords . txt X
C. EALU R et Elroot: su -
d. MNP FIERIZER Passwords. txt X

HUrootAP BIERE. RRFHMEN $ to 4o

2. AU TS BHMERIPTA: change-ip
3. EIRTRL N EZ LTS,

LRI B R ER SR,

Welcome to the StorageGRID IP Change Tool.
Selected nodes: all

SELECT MWODES to edit

EDIT IP/mask, gateway and MTU

EDIT admin network subnet lists

EDIT grid network subnet list

EHOW changes

SHOW full configuration, with changes highlighted
VALIDATE changes

SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit

P
i

<
'
3
- H
i
- H
o
18:
:H

Selection: E

4 FEERBE, EEATREMERETROET BT 4) .
() AMEmET IR E RS ST,

S FERLU TRz —!
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o NI Tas<SLURINIFM: add CIDR
o NI T anSMIBRFM: del CIDR
c AN TaSIREFMFIEKR: set CIDR

() xFFERS. EAUERUTEIAAS ML add CIDR, CIDR
ol add 172.14.0.0/16, 172.15.0.0/16, 172.16.0.0/16

C’ TR LAGER " EFRK " BRI RANERAZHFRARTN, ARRIEFENHH
1T4RiE, MIMELDFRERNEANE,

AT RO ER T AREHEFRFIRIZE FW:

6. &G, WA, o' IROEXRBRER. EAMHERR—ERE, BEIERSIRZANLE,
7 EER R —:
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° AT * 5* IR A FRRERNTS, Mt ENSZMIRY, NEREREHT, FHRAIE

PRARE (MDY 4 (MFRD) REER, AT REIREHAAR:

° EFET 6 FIEE R B ENRERETRRERNS. EXORUEE (RMu) sae (MR =Rih

() RessrRETELERNREERE TR,



8. MR * 7+ LIIEFT A EF BN,
HIIERT RSB INLE, EIEMRMEF mMEAN, FIaeERESFM.
9. (RIik) BRI * 8* (RIFFIBE NN EREDY, HEREIUHLEH#HITEN.
fERALET, ERILLURHEDN IP TEAHEREMEIIE, MARERERRNANER.

10. RITUUTHRIEZ—!
* MRBANMREFINAHMEEENER TERAEE, HEFEm -,

c NREBEFWNAEIHEERNNEEE, HEFAN *, FREHRE, BEBENAERRETR
RS, AR R:

Generating new grid networking description file...
Running provisioning...

Updating grid network configuration on Name

M. INREBECAPIEEZINEFE TIER * o 10, HEFRU TRz —!
° A YEINAEN, AEUBENEMENRHE IR

NRFFWBEERS IANSEERNEITM AR TEMIMIENR, WaETLER * NA * EI#HTTE8
N RECE L.

c IR PREHBHT RENAENR.

NREFEMNKZEEERZT, FTEEWNIENENNEECE, WHHER * M * B, XHAZFM
TR, #ITUENYIENEESH ERBEIRRMATT R

()  wREm e w8, UAAEEEERRENENER, URAREED R,

° *EUH * 1 AR EE IR,

MRERMERNNERETEEFNBNT R, Mol UHRE R ARE MR/ DA P&, %% *
BUH * KR E I ERBHRBFRMGAIENR, UEHERMA.

NANEEFENE, ATMREEENR, RIBERTIRENRMGE,

12. NRECERFIRMELE, BTG L TED:
° Bk IP EXUREP R RO ERS, BN A
© BEIRKWBIRIE, BN o
© BRGHITT— MR, BRI "¢,

THER LM ER B REEED * 10 * (MAER) BRKRWEIRE. RERNTHRAEERER, IPEX
RIEPE A 257EM.
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© MREBMFe)FIR (BINEFBEITR) , HBETRIANKKEVIRIEERFREIITER, B *
REARCHRIIHBZE T2

13. MM EIREE T ERRYIRE R 6,

a EE P> RG> MER
b. @ NECEZHIA21E,

@ %E@S‘C#%Zﬁ&’éﬂﬁﬁ, EAeBETATFM StorageGRID RFAIREFIBRINNBEZ AT Z

BEXER
"ECE IPHE"

Linux: AIIET SARMED
MREE&AARENEFLnuxB T SAMNEO. WAaERILRIELSE.
WMRELEHRIERTE Linux EH LR T REEXHHEE admin_network_target I¢ client_network_target , &

%ﬁﬁt?ﬁéf’ﬁﬂ?% AEL. BXTREEXHRNFAEER. BSLERTLInuigERSHStorageGRID Rt
BHo

"Z2%E Red Hat Enterprise Linux 8 CentOS"
"% Ubuntu 5§ Debian"

TR UEREFENMMEDENT RBY Linux RS2 ERITIHEED TR , MARET RAEAIT. HRIESR
REFFOFMEITR; MREZHEEEMEBNEZSH, WERERIEHEIR,

BIRMUMIER, HAERERIP TR, BENAEXEATRMEERENER.
"B T REINSECE"

B
1. BRIEEFTEHNMLE 2B mAILiInuxBRSS 28,
2. THRRET HEENH /etc/storagegrid/nodes/node-name. confo

()  amsrEmReREsy, SUESHRIEEL.

a. FINFETLE B 5.

CLIENT NETWORK TARGET = bond0.3206

b. A% AAMACH!L,

CLIENT NETWORK MAC = aa:57:61:07:ea:5c
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3. i&1T node validate #5%: sudo storagegrid node validate node-name
4. fRRFTBERIEREIR.

5. i&1T node reload #5%: sudo storagegrid node reload node-name

HBXER
"Z % Red Hat Enterprise Linux 2 CentOS"

"Z2%E Ubuntu 2 Debian"

"B RIS ECE"

BRI TFRE TR BIPHIIL

NRFBENEFAAE T R 1P ik, AT EIL T RIRESTE . R
ERIRMET B BEENT R REPISERERIREIILE IP .

BERENHNE
* IBNINER Passwords. txt X4

KXTFULES
BRRMEARINEE, ERR—RIETRFIEEN.

N

@ It REP R ERTR VERTRRWE, ETEEAIIRFD R Bl EE S NEE P IR

89 1P ik,

NRENEL— AR LT BIPHIEAIMTU, 151 IRHEAE T SRV E.
TR

1 IRFMNEEEFR IP TAEZIMNATHEN, FIa0ERR DNS 3 NTP LINEHREREF ( Single Sign-On

, SSO) EE (WRfEA)

@ NRIMA NTP BRSSBEFEEIHT IP #uibifIa]4g, IBTEHIT change-IP 12{ES B ZRIZN

Y NTP ARS5 23,

#89 DNS ARS5 2%,

) FEMREMRE XL S EE Bk IP HUEIIEMIT. B INEXEIE
StorageGRID Y35 BB,

@@@

MBRE, B IP RN FR.

2. BRINFEETS:
a.

WALLTE<: ssh admin@primary Admin Node IP

SNRIAE DNS ARSSEFTFEIH IP HAULFRMAE, IETEHIT change-IP BIEZ TR Z a1

YR A StorageGRID £2AFA 7T SSO , #EEMKFHAEEIERAEET R IP #it (MAF
EENNRELRENR) #H1ThE, 1@/&%1‘ Active Directory BX& 512 301EARSS (AD FS
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3.
4.

6.
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b. # NPFHIHAZRFY Passwords. txt XH&
C. BINLATFan$ it E root: su -
d. AP F|EHMZR Passwords . txt X&

Hroot R B EFE. IRTFHENTH S to #,

BWMAUTHRLBRENRIPIA: change-ip
ERTRL ML EZIDZIE,

LR ERERE, RINBERT. Selected nodes FERIEEN allo

Welcome to the StorageGRID IP Change Tool.
Selected nodes: all

- I SELECT NODES to edit

2 EDIT IP/mask, gateway and MTU

EDIT admin network subnet lists

EDIT grid network subnet list

SHOW changes

EHOW full configuration, with changes highlighted
WALIDATE changes

SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit

L
L
-
-
i
B:
H
ia:
- H

Selection: E

CTEERBL, EE . 2* DURBFIETIRRY IP/ FREE, MK MTU (E8.

a. JEHE * 1+ LUIE SRR,
R, BRTBETTREM, WERNERNE, HiERE (IP/#5, X MTU) , MHEIE.
/miE DHCP ECE#ZORY IP ok, RISKE, WX MTU RKEEOEN NS, 7£ DHCP ECESME

OZ#l, RARET—FES.
EOREN fixed BARE.
a. BigEME, FRIATMERTRIBAZE,
b. RIEEBRENMFMETRE, A Y. g" REIERE,
TR B —ERE, HEEIERIIZANLE,
EERLUT®EIZ —, EEEFREAEDN:

°* 5 BRMHPHRERNS, XEREBAREMNUN, XETRENENH, FRIMEEREE (R
o) s (MRS REER, SRfliEbris:



Grid

Grid

Grid

Grid

Grid

Grid

Grid

Grid

Admin

Admin

Admin

Admin

Admin

Admin

Admin Gateway

Admin Gateway

Admin Gateway

Admin Gateway

Admin Gateway

Admin Gateway

Admin MTU

Admin MTU

Admin MTU

Admin MTU

Admin MTU

Admin MTU
Press Enter to continue

- 8 e

22
22
22
22
22
22

-~

PR3 RS RS BRI B e
P B3 B3 R B3 B

c*6* . ETRHPETRHREANS, EPERTREKE, BEoOBUERE (RN e (HiERm)
RHETo

() FEALOREIARREBMALEIDTINIBIL, ERERIAT EHAWES
S ELINER VT100 X FF.

EARARIN * 7+ LABIEFRE B ko
HEISIERTH R A 35 S A BRI, IS0 e E &R FMo
T:T:.IJ:'::/—_T_\WUI:P7 e ﬁ@%ﬁl;o

TR AIS, IEEET,

8. b@dfE, ®E . 10* UNAHNWEEE.,
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0. 8 ME *, UERE NREMBHT R NAEN.

@ WILERE * MER * o BN FEhS0ETIER © WA * AR * MR * RPITRERBED; WS
R ERINET.

10. SERENE, ®EF*. 0" BHENIP TH,

. FIBYXHAFAE T R0

() A XD, WEFRETREN X,

12. {RIBREH TR R IANEE L
13. BIEFTE M T R BB B XH,
14. THARET KRBV EIR.
15. BThEEIi&SS
a. YISRANIN T #EY NTP BR3528, BMIERIERY NTP ARS323{E.
b. YNSRI T #r8Y DNS ARS58%, EMIFRIAARY DNS ARSS23(E.
16. MM EIREE T EAAYIRE R4 6,
a EE MR > RG> MER
b. I NECEZIIIZIE,

HEXER
"&18 StorageGRID"

"B T REINSECE"
"TEMIRR LS _EARINEE B F R FIR"
"KIFAAE T R

FCEDNSARS5 28

R LU, MRAIEFIEZ RS (DNS) ARSEE, UWEFERATEEEEZ (FQDN)
FHR, MAZ IP ik,

TEENRS

* B AERAZ RN SRR E RIS E IR

* WA EEIP AR AR R,

s W MEE B ER DNS RS 25H 1P itk

KTFUAES

BITHEE DNS RSB ERER, Eal A B FHREEE SNMP @150 AutoSupport FRE2MREEZ (FQDN) *
B, MARE Pk, ENE/DIEEM DNS RSB 23,
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J9 DNS ARS538124 2 5 6 1™ IP stphk, 3B, MEIRENbSIES E AR AIZEAMIIAN
()  DNSEES®. X&HTHREMENLSA L5 DNS 5. REMEEER DNS B
BIIRSE, ERILGE—EE NS RHI DNS RS8R

"ECRER AT RBIYDNSECE”

YNREBE DNS BRS52315 2 5¢ DNS frSZBESRERER, NWREES MR SSM AR5 L%k DNST &
Ko 40R DNS ECEIEMAMIRSHREEERAFMEMETIR, WEREGER.

S
1. M 4IPS DNSARS 2.
2. EMRS SR, RIEBETFNEHAMIS ONS B528RE,
REHER, S MEAEVEERAT DNS BE8. RSTLIEEAT DNS RS

S BEHEREF"S

ECREBN IS T REIDNSECE

TR LUEIT— AR, A TNETREEEARER DNS , MAREE N HEFL2BEE
i 2 2% (Domain Name System , DNS) o

BHE. ENERMREIEEE LRy ML DNSARSS 28 ETURECEDNSARS 288, RBTEFENTRMET R
FA7~[F) DNS frs3286%, 7 RIfER AR,

1. BRI FEET A
a. WALIT#<: ssh admin@primary Admin Node IP
b. HINRFIHEES Passwords . txt X
C. BN T ap <tk E root: su -
d. AP FIERIZER Passwords. txt X

HUrootFP B ERE. RAFFEMEN $ to 4o

€. 3% SSH T AZEEAMRIMEI SSH KIE, N ... ssh-add
f. B NPFIHEAISSHIARZERS Passwords . txt X
2. [BRIECHABEXDNSEEEHNTR] | ssh node IP address

3. IZ{TDNSIREMIZA: setup resolv.rb.

IEREIASIE LA $5 0985 2 7 RaE I TR
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10.
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Tool to modify external name servers

available commands:

add search <domain>
add a specified domain to search list
e.g.> add search netapp.com

remove search <domain>
remove a specified domain from list
e.g.> remove search netapp.com

add nameserver <ip>

add a specified IP address to the name server list

e.g.> add nameserver 192.0.2.65

remove nameserver <ip>

remove a specified IP address from list

e.g.> remove nameserver 192.0.2.65
remove nameserver all

remove all nameservers from list

save write configuration to disk and quit
abort quit without saving changes
help display this help message

Current list of name servers:
192.0.2.64
Name servers inherited from global DNS configuration:
192.0.2.126
192.0.2.127
Current list of search entries:
netapp.com

Enter command [ add search <domain>|remove search <domain>|add

nameserver <ip>']

[ 'remove nameserver <ip>|remove nameserver

all|save|abort|help ]

AN MR IR RSB HIARS 28VIPvAILE: add <nameserver IP address>

EE add nameserver BT HRMBAARS ML

REBRR TN E than SEY RV BRI THR M,

REFMHBNESHRENAIERF: save
KRR 28 £BYEE L Shell: exit

NFEITMETR, EEFNIR ERET R B XH&E< Shell

IRTBRENHMARSSFHITEEGHR, 1BM SSH AEFHRIFRAR. A ..

ssh-add -D



EOENTPIRSS 25

SR LAARIN, SEHaimBRmLERYa il ( Network Time Protocol , NTP) BRZ52%, LAHA
f& StorageGRID R HIMIETI = 2 Bl /EHRELS 2R,
ERBHNE

IS E R SRR S B T RIS E RS

* BB B EIP ARG IRIAR,

* B AR E RIS,

s BB BECER NTP RSZ286Y IPv4 ik,

XFIAES
StorageGRID RFfEAMLZESEINY (NTP) RED MR FFREMNET = ZEYETEl
T8 MNER L, EARA StorageGRID Z2EFHR N T RNEE NTP A, EN=REDP EENHEDIENIN

ERETIENR, ERZ7SIMNEBBTELNRAK Rt Z (8], StorageGRID ZAFEHRFRZEE NTP HRHNE M TTAEFTEH NTP
EFim, F5XLEFE NTP TREY,

9£|~‘§|3 NTP fRSS2FIEZEISCAMENEDEE NTP AT R, Eit, BiNEMEERMNEEE NTP AT

71N\ O0

WRE AT VER NS AFTIBAE LTSNS NTP B, MR— Pk ERE— M AFL
() SHENTP IR, MfER XMt & e, 5h, e MEAFR T AENEE NTP
AR S LR TR R BT 0BT B T T2

EERIIMNB NTP ARSSSRATER NTP thille EAIFSTE Stratum 3 SHEZHY NTP fRS32851/, LUBGLEHINEY
[EMRZER)

TEREFR StorageGRID LEEH5EIME NTP JRET, 5277 Windows Server 2016 ZBiAY
() Windows Kz EBA Windows Btia] (W32Time ) FESS. SHAMRANEY Windows ERIBHEIRRSS T
5, Microsoft Az #F7E StorageGRID E =5 EFIEHEA,

"XFAS, BT ASREREE Windows BYaliRSs"

MREBEIRERERAIEEDN NTP RE (R E AT AR, A LUES RINEthARSS 255 EH SRR
BIRS2: K EH StorageGRID RZEARIIME NTP JEFIR,
HIE

1. AR P RLE NTPERSS 280

2. ERRSE o, RIFEFEBFRINEFHIMPR NTP fREZ25%E,

=Y
S

BNEDES 4 1 NTP R385, HEKRZSFILUERE 6 ARS8

C

3. 71 * ELBBRLIEIE * SXAMER, i\ StorageGRID RAMEIE ZIB5TIE, AEEE *REF* .
BEL R RS EREREINS. EEEFHTMZA, EELTZERRS.
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@ ?g%fﬂ%?ﬂﬁ NTP ARS528/EFE NTP BRSZERIRBIEZNIR, BDBEL, BERRIAX

T RFRE T RBIRLR E R

FEERELEERT, FlnihSCESMNAEEERY IP thiutEek, —HSZA T SR RETAS Mg
RV ELRERDEX R

EMRERSECHT TAMKRHEINT. IRTRARKE. HEXIMTRANER. HFZRSETIRESFEE
EIB1T". MNARET RIREE.

| Overview \| Alarms || Reports . Configuration |

WP crict | Man
- Sitet
iz sbrian-admt * Overview: SSM (abrian-g1) - Services
=& abrian-g1 Updated: 2018-01-23 15:03:45 MST
£-2) ssm
o8 Services
E.ﬂ‘ Events Operating System Linux 4.9.0-3-amd64
11y Resources
o Timing Services
[~<48 CLB
- sbrunst Senice Version Status TweadsLoad  Memory
(-4 abrian-s2 ADE Exporter Service 11.1.0-20171214.1441.c29e2/8 Running B v Boonx Brsrvs 8
- abrian-s3 Connection Load Balancer (CLB) 11.1.0-20180120.0111,02137f Running Boer Hoorw [sus &
Dynamic [P Service 11.1.0-20180123.1919.deeeba?.abrian Not Running Bj @ 0 BHo0% Bos Es |
Nginx Senvice 1.10.3-1+debOut Running Hw 5 Hoow Houme [
Node Exporier Service 013 0+ds-1+b2 Rurining 95 Box Hassus B
Persistenice Service 11.1.0-20180123,1919.deeeba7 abrian Running Hwo6 Hoosdw B@irime B
Server Manager 11.1.0-20171214. 1441.c2022¢8 Running @4 HB216% BHsrus B
Server Status Monitor (SSH) 11.1.0-20180120.0111. 02137fe Running B4 6t Bozssyw BHaeme B
System Logging 38110 Running B3 Boons BHszrve B
Time Synchronization 1:4.2 8p10+dfsg-3+deblui Running B4 2 DHooorys H454M8 B
Packages
storage-grid-release [nstalled 11.1.0-20180123.1919.deseba’ abrian

RETRaFEUTER:

*MRBETZSITR, EARLEERIHMNEEES.

*IREE T ZI TR, WEAEESENESR EETHEFECERENETERREIN, MENEEERE,
BEEER.

BRRIEEREER , BRUESMRREENESMEENRIERHN— TR (FRPREEEEET S8

BTR) LETaLTRARERF. ZXARFAIANTRIEHMEPIERE TR IP ik, MMERBIT R
T RAREB BRI IR Mg,

@ ?E%EM%EP%’EH%T%’:%E‘Z%,%% (mDNS) , NEIREREEE N RE TR LETHL1TRARE
Fo

il
1. IBRTH EFHHITIE /var/local/log/dynip. log FREHEE.

f5gn:
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[2018-01-09T19:11:00.545] UpdateQueue - WARNING -- Possible isolation,
no contact with other nodes.
If this warning persists, manual action may be required.

NREEANZ VMware 1555, NEREE—FHER, BHLTRAEERSE.

FLinuxZpEF. FREEEBERER /var/log/storagegrid/node/<nodename>. log X,
2. MREEEERESHMERA, BEETUTHS:

add_node ip.py <address\>

Hrh: <address\> EEEIIMNEHIZIET 2 aYIPHL,

# /usr/sbin/add node ip.py 10.224.4.210

Retrieving local host information

Validating remote node at address 10.224.4.210
Sending node IP hint for 10.224.4.210 to local node
Local node found on remote node. Update complete.

3. WIIEERIRENES N T R TIER:
* TRIARS BB,
° IB1TIE. tISIPIRSZEVIRE N Running™ storagegrid-status <!

° EMRIAIMER, TRABERNSMNERERIIMHTER,

()  MBEE(T add node_ip.py ROTEMALTE. TEEELMMLDDRER R,

ENEAF a2

HLestip 3 FE L AT StorageGRID B Linux 8% VMware 32, &% T StorageGRID
fRR 7% RVE LA,

Linux: 3R T RS EIFREN

&E] % StorageGRID T M—& Linux EVERZ RS —& Linux ENLLBAITENILER (
BIINRERFEWNNERZE) , MASEMMNEEITIEES A B,

BRI HZ I RM— Linux EHL (" sTREEN") EBES— Linux ENL ("BirEN ") o BFREN
AR B ERTFH StorageGRID .

()  SBEEHI StorageGRID BEBETHZHET, A HERILRESE

ERMET REBEIFHEN, LIHEUTHNFEMA:
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* HEEZRERTHRES I T RIEMEE
P& OTE EHZ BRI R M —EL

@ FEFRER, BPE—SENLBETSIMEETR. AETEETRERTAENTRE—
bR S B BB K

AUER—EN LBEEMERNT R, FIUNEETRIMXTIR. B2, IREESMEREENT R (Fl40
WAIMXTR) , BIRAARAREER—EN Lo

BXIEMEE, BBIEBRT Linux 2ERSH StorageGRID TR "HaEBEK ",

BXES
"EREFAILinuxEH"

"Z2%E Red Hat Enterprise Linux 8 CentOS"
"%% Ubuntu 3% Debian"
Linux: WEENSEHT =
KA T RFREEMIR Linux EHSH.
R Linux EN BT TS,

1. SREUREN £ HFIEEETHPE T SRS,

sudo storagegrid node status all

Name Config-State Run-State
DC1-ADM1 Configured Running
DC1-ARC1 Configured Running
DC1-GW1l Configured Running
DC1-S1 Configured Running
DC1-S2 Configured Running

DC1-S3 Configured Running

2. HBEEIBHTANEM. MREETREN. WEHELE Running,
sudo storagegrid node stop DC1-S3

Stopping node DC1-S3
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Waiting up to 630 seconds for node shutdown

3. }‘}\/}_IM-L'#Hj:H/ O

sudo storagegrid node export DC1-S3

Finished exporting node DC1-S3 to /dev/mapper/sgws-dcl-s3-var-local.
Use 'storagegrid node import /dev/mapper/sgws—-dcl-s3-var-local' if you
want to import it again.

4-iET:import command suggested in the output of the ‘export AF<:

ERET—FTHEREN BTG,

Linux: EEREN ESATR

MEBEENSETEE, ELUEEHE Linux EH ESANHWIFLLT S, WWiFa#EiAT s
PUih R SR FEN _EAERBBREEFA N IE 1R E

ZB#F Linux ENEEBEITUA TR,
1. EERENLESAT R

sudo storagegrid node import /dev/mapper/sgws-dcl-s3-var-local

Finished importing node DC1-S3 from /dev/mapper/sgws-dcl-s3-var-local.

You should run 'storagegrid node validate DC1-S3'

2. IR EN LR RECE,

sudo storagegrid node validate DC1-S3

Confirming existence of node DCl1-S3... PASSED

Checking configuration file /etc/storagegrid/nodes/DC1-S3.conf for node DCl-
S3... PASSED

Checking for duplication of unique values... PASSED

3. IR EEMIIEEEIR, BERBMTIBRHNT R Z iR RXLEREIR,
BXBEHIRER, B2 IERT Linux B1ERSH StorageGRID L2381,
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HEXES
"% Red Hat Enterprise Linux 8¢ CentOS"

'3t Ubuntu 8% Debian"

Linux: BB BTN S
WM T RS, EALIFEBME Linux N BT <SEBENZT S

p
1. e EN LB =

sudo storagegrid node start DC1-S3
Starting node DC1-S3

2. EMREESED, BIETRRRSEEREE, FEARHNEZTRAHEAER.

@ W RERSERNEEAREREIBNT REXTEENRBHHENRMANSE. NRRE
RS, BIIBEREMTR, UMESITTREFELRS.

MRFTEFRIMIEEIERR, BFTF 10 210, ABRSTUTHL:
sudo storagegrid node status node-name

Eﬁikff*% Eg 5 E,JJ:'T?)Ikn_.\jj Runn il’lgo

TSM HRElfFBY)IHETI R e

AL RECE @ TSM HrialfrkSS s il e aiEd S3 API HaiiE. ECEfE
, TARERIET RAYE R

MRAEIET RIRSHBRELRR, BEIRZRSSFSHRBENMEIRIES B #H1TiR(F.

VARG T (IR A I
INREHATE IS T U Tivoli Storage Manager (TSM) iR TFME G B FEHREE, IEFEIET B

» VAR StorageGRID A4t ERHERME. A, ERILUER TSM RSB FMEIENEET AN
EHRE— DI ERE,

fEEARA RN

XS TSM RialfFARSS S TR PIRe S BEAN A HIIR T RERRVAEIR Z /1, BEERAMFRI, LIRFITE
TSM FRialfHARSS 2R AT AR A N E R E,

FENNE
WA B SR S 23 B REIMIS E RS,

q m

p
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1. 2 Rp> T RE>* Mg,

PR )IR T S ARCEIRECE .,

¥ Tivoli Storage Manager State FU{EEX * Bidl * , AfFRE * AT * .

#iP5eRfS, ¥ Tivoli Storage Manager State BIEERCRN * B L * , REEE * NEEN * .

> WD

Tivoli Storage Manager B2 T A2

dsmadc TERREMT/IETI = LAY TSM FRElfHiRSSFHIEREH 5. ERTLUEIEAKIARITA dsmadme
ERRS2HLIT L. FH57 ARC-Service BLEMNEIERAF BNZBEERNEERF 2NEEERIIEER
L=

o tsmquery.rb SIEHIAZ AT UEZIEMNFMdsmadcEREE B, ErLUES I T af&Hm<S1TH
BMNUTRSRIBITURIZA: /usr/local/arc/tsmquery.rb status

BX TSM BIEITHIE dsmadc BUIFHIS R, 1580 Tivoli Storage Manager for Linux :  Administrator's
Referation.

MWRKATREA

HYFHETI =M Tivoli Storage Manager (TSM) ARSZEIFRMRMLTKMET, JFRTRETE 10 WiEREE
HIER, MBNRKARTA (I, BFHREET EHIF) , TSMAPI TZERAET RiERILER,
I T R e e T IEK,

REXMIFRE, RASMAER, FEIESHSILMN, BEEFER. BEFZRTANKHH, ARG, &
I T 2 ARCHLZRIER KK,

NRBRKARAA, WATAEZNR, ASRRIRESE FFrRFHECH ST RENERK BENRES
KAAFAI Ao

MRV RENARAA, ORMAEEAN. EXMERT, BENRIERRENAI.
g03R¥s StorageGRID RGECENEALIZE M WREIAR ILM BN, HBT A QRZEE, J”Ulﬁi]‘%’l—:z?é’i,

TEME, BR, BNMAGTIRRIZES R KMENREGXKARTATF "/FE " StorageGRID £4%, BUHYI
BT REVERURBRFRERN R TTEE.

AENRELDKANRAA
TR LB fER TSM BRIEH 8 R HIERRBEN RE G KARA Ao

BRENAR
s A BB REBIAIRIR,
* IBNINER Passwords. txt X4
s ERTHIEEIET AR IP ik,
XFIES

LREUREIESE; HRFP R TERMEHETESBNRUETEF I BRRERER . BX TSM 51
MER, ESN TSM AR 281,

TR
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1, &
a

FIEET S

MANUTE<L: ssh admin@Admin Node IP

b. M ANPFIHAIZEN Passwords . txt X
2. BEIRTREERRIN—THZ IR
a. BIGEEZAEXHNESR: cd /var/local/audit/export

JEIMEIZBEXH R auditlog o BRWIT—IRIERN audit. log WBTEREXH. HER—HH
audit.log X##EBERBDl. BEREXHMNZIMUSIERERENNE yyyy-mm-dd. txte —RKZE.
FRENXHEEEBITESEMNED S yyyy-mm-dd. txt.gz. BFREERIEEHE.

ERXEZASXHRERIET AR REEE. I, ¥N: grep ARCE audit.log |

less -n

MRTZEMNAETRERENER, W Arce HIZHE (FEWRURER) RELERFHRFAET Arun (13
R AR A) 8 GERR (—MRiEIR) - BHZAEHFRLUTRAIITER, ¥F CBID
498D8A1F681F05B3 , Arce JSHEBXLE, &R A Arun,

[AUDT: [CBID(UI64) : 0x498D8A1F681F05B3] [VLID(UI64) :[120091127] [RSLT (FC32
) :ARUN] [AVER (UI32) : 7]

[ATIM (UI64) :1350613602969243] [ATYP (FC32) :ARCE] [ANID(UI32) :13959984] [A
MID (FC32) :ARCI]

[ATID(UI64) :4560349751312520631]]

BXEMEE, BESNTHEEZHEBEMIRE,
IERIBEREMBENXTREY CBID
EAIREIREEIDFE TSM BFARNANT S RENHROLUTEMES :

O XHETERRC  FERTFAET R ID . EERAMTAID. IHEFXEFTIAMNEEIN, A, &
B*)IRST5 5* ARC/BE TR,

*CERER Y BAETARTRSRANRNE ID . BIDRABBNA(GII. 20091127). FHE
FITERBIVLIDIE R EZHE o

* *ERBIBIR *  #HETF StorageGRID RN LI RAT CBID o

d. MEr<ShellFiEHH: exit
3. 1% TSM fRS328, BEESRE 2 FIRRHNHREGKARAA:

a. BRITSMARSZ B EIEEHIS . dsmadme

BERNZNARFRORSEENEEZRAP ZMER. ETRREESEPRABFARNENL. (BEEEH
P&, BERFTAEMERIN. AR, EFIET R ARCEREE" )

b. HENRESKATRE A,
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g, EAILTE TSM &) B EPIERIZN ROVEUETE 4 EIZR. U TRHIERTEIE—RIESNEE
FiEZEE B CBIDAIMER 498D8A1F681F05B3,



> query actlog begindate=-1 search=276C14E94082CC69
12/21/2008 05:39:15 ANRO548W Retrieve or restore

failed for session 9139359 for node DEV-ARC-20 (Bycast ARC)
processing file space /19130020 4 for file /20081002/
498D8A1F681F05B3 stored as Archive - data

integrity error detected. (SESSION: 9139359)

>

RIETEIRAIMER, CBID AIBEAZICRTE TSM AsHHEHR. ErRIRFEEATHFRRIEKREWAIEHE
fttl TSM £5i%,

C. WNREBENMNEHXKART . 1BRAEEMEEIZE LA EXRIICBID: query content
TSM Volume Name

Hreh: TSM Volume Name BARIBHEAHHITSMEM, U TELba<avEmtbnal:

> query content TSM-Volume-Name
Node Name Type Filespace FSID Client's Name for File Name

DEV-ARC-20 Arch /19130020 216 /20081201/ C1D172940E6C7E12
DEV-ARC-20 Arch /19130020 216 /20081201/ F1D7FBC2B4B0779E

o Client’s Name for File Name 5!JIRTim%HID (8 TSM “high level name”)tB[E. [FERIMR
BICBID (K TSM “low level name”)s B Client’s Name for File Name KRBT /Archive
Node volume ID /CBID. TERNBIMIHEIE—ITH. B/R Client’s Name for File Name /9
/20081201/ C1D172940E6CT7E12,

FBiEEF—T Filespace @/AMT AT =D,
EEUEBKNTRIAR, BFELELE#ENES IR CBID URARTHTRENTRID .

4. FWFXRARATANENTER, BECHIRZRIGERHAITIEER a i<, LUBH StorageGRID 2FX R EIZA
BEX:

@ i%i%%f/%% ADE #2518, ﬁDﬁi%??%Ué‘ﬁﬁT\”:‘k /)'\'\\”JEI%‘E%EP BT RS EH T IR, BIAE
BN, FERRERILRESE PIERINH,
a. IRHKRERIIET R, BRUTHRER:
i AL T#<: ssh admin@grid node IP
ii. NPT HHIZER Passwords . txt X
iii. N TS iEEroot: su -
V. SNPFIEAIZERD Passwords. txt XHF

b. 5 AREIRSHIADEIEHIS: telnet localhost 1409
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C. BUBEMRBNBERK: /proc/BRTR/cancel -c CBID
Hih: cBID BTEMTSMIEREIR I RHIARIART,
MR RAME—BIAAI TR L, N "bulk retrretri€ 2 " IEREWECEH, HETHE "1 Requests

cancelled " . MIRFNRMBEISMFRAFHNEMUE, WXNROTRFHEMERLIE, Fi3HESHR
[Z79 "0 Requests cancelled” " .

d. [a@ER — M. ATFEHIStorageGRID AAXNHREIREERKR. FELMABIMIB—EIZ:
/proc/CMSI/Object Lost CBID node ID

Hep: cBID BLEMTSMARS R, MIIREIBIRAIFFIAT node_1D BIORKMAVIE T BT
=D,

ERATRENBENHREAGN— N BBAHS: RZHHA CBID 58E,

ERZEIBERT, StorageGRID RARIEIFHIANNERBIELIREZRIAE, UHERASD ILM RIS
BET,

BE, MNRWREY ILM MUFEEREIZ— I EIA, MZRIFIMEER, WEEMEZNR. EXMER
T. IB1T Object Lost @< MStorageGRID RGFFFRERITRIVTTEIRE.

Y Object_Lost BALMIITEM. FREILITHES:

CLOC _LOST ANS returned result ‘SUCS’

() - /proc/cisi/object Lost S&UEMTFHEMEIALT R EHELHR

a. IRHADERHIA: exit
b. MIFETIRHFE: exit
5. & StorageGRID ZFFRIEREMIE
a. HEYIMT A ARCIOF'ELE. REEF EEEIFREBUTE
b. B * WAEN *

HEXER
"&I2 StorageGRID"

It

EEIZAE"
VMware: BB RN EHERBD

NREEHBEN VMware vSphere W EIRIEF FEIMIAREREE, NAJRETREXE
WA TEE, EEETERBR,

INRTEMME AR T REHUITEMLEPIR (RS B BRRIRILEIMIR BB, WRHITIIRIESE o
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T
1. 7£ VMware vSphere Client ##77, &%k B8R
2. ARBEHEMN, AREE B
3. BZE VMware vSphere ENV I EIRERF, LUEREFRBoHEFHBEEML.

RIS TS R A2

EA R BT EMS T R EITHEXEE. 2RI UMMEEESNITEARLNEE
] @k%’?%&ﬂ&%ﬁ%ﬁ@ﬁﬁﬁﬁﬂ’] fn <L 4TihiR] Server Manager

RBHBEERESITMET R LEETT, BFHRIERSHESMEL, HRKRRSIESIMAFIIEY StorageGRID
A4, Server Manager E=EIEESMMET R LRSS, HFEDIEXEHBHREHIENTARS,

() REERASISEREHIE Server Manager BY, 7 RI3hiel A% R EILS,

() Mm% Server Manager /5, ERAAEALFIHS Shell REFEH. WA .. exit

IR
* "& & Server ManageriR SR 2"
* "BEEMERSHEFRE"
* "IE{E/2EhServer ManagerflFiAE IRSS"
s "[FIEEFH B EhServer ManagerflFi G IRS"
* "IEfE{Z 1k Server ManagerflFF G ARSS"
* "BEERSHEHRIRE"
* "ZLEARS"
© RS EE TR
* "RRHIRIEARSS"
"B EH B RS
* "IETEMIBR R 8 ARG
"I PR AR AN, LAY O 38 Hr AR ST
C BB R
* R T R
* REAEN"
* RAFMFTARERRTE TR
* "{EFDoNotStart3 4"
* "JtServer Manageri#{THRFEHERR"
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ZEServer ManagerR SRz

HFEFITMET R, ErIUEEZMET = LiE1T8Y Server Manager BYH 8RS AR
o IEE A LUREIZMAE T s EIE1TRIFR B IRSS AV L RS

BRENHNE
BNTER Passwords. txt X4

p
EREMBTR:

a. MINLLT®<: ssh admin@grid node IP
b. #NFFIHAIEERD Passwords . txt X

C. BN T a2tk Eroot: su -

d. BANPFIHEAIZER Passwords. txt X{HF
HUrootFAF S ERG. RTFARHMEN $to 4o

2. EEMET R EiETTHIServer ManagerfY 4717 service servermanager status

REMIETI R EIE1TH Server Manager IHFIRES (TIEREIETEETT) » IRS[BEIERHVRE N
running. JIHT B EXREHRNETTEE, Fl0:

servermanager running for 1d, 13h, Om, 30s

IR ZSAE 8 F Atz & B RaIRE R ERATRES.
3. EEMNET R _EiE{THIServer ManagerE’\J%'lEﬁH&ZIKZ service servermanager version

LRG!S aThR s, f190:
11.1.0-20180425.1905.39c9493
4. MErLShelFiETH: exit
BEEFAERSHHEIRS

ERI LI EERME T R EIE1TRFME RSB SRR,

TBEENRA
RNER Passwords. txt X&
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a. MALUF#<: ssh admin@grid node IP
b. I NAFIHAIEERS Passwords . txt X

C. AL T etk Hroot: su -

d. MANPHIHAZ Passwords . txt X
MrootlIF 8 ERE. RRTHEMERN $ to #o

2. EEMRT R EIETHAERSIVIRES: storagegrid-status

B0, FEET LR AMS , CMN # NMS RS HFPRSERNEREET. IRBSRESRKEZNK
, AR I BN o

Host Name 190-ADM1
IF Addres:
Operating tem Kernel 4.9.0
Operating System Environment Debian 9.4 fied
StorageGRID Webscale Release 11.1.8 rified
Networking ified
Storage Subsystem Verified
Database Engine 5.5.999%+default Running
Network Monitoring 11.1. Running
Time Synchronization 1:4.2.8ple+dfsg Running
11.1.09 Running
11.1.08 Running
11.1.8 Running
.0 Running
.0 Running
: Running
9.3 Running
Running
Running
Running
prometheus .5.2+ds Running
persistence 1.8 Running
ade exporter .1.8 Running
attrDownPurge .1.8 Running
attrDownSampl .1.8 Running
attrbownSamp2 .1.0 Running
node exporter 5.13.0 Running

3. i}i@ﬁ@?ﬁs E*o Ctrl+* o, c*o,
4. FE. WAIUEEME TR EETHFAEIRSIESIRS: /usr/local/servermanager/reader.rb

IREEES5FHEEMIRGHEENER, BUNRBRSKELETK, WAEMILIRS
5. MEE¥Shell i exit
I[E7E25hServer ManagerfIFiE RS

& o] eEEEF BN Server Manager , Z2{FH=BIMNET = ERIFFEIRS

EBEENAR
TRNTE R Passwords. txt X4

XFIAES
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WREBEIETT Server Manager FIRIAE T3 s /25l Server Manager , MISEH/ZEN Server Manager LUK M
BT R ERIFRBERRS.

T
1. BREIMET =

a. WALIT®%: ssh admin@grid node IP
b. 3 NAFILHAIEERS Passwords . txt M

C. AL T an <tk Hroot: su -

d. BMANPFIERIZER Passwords. txt X
HUrootAAFR B ERE. IRTRFHEMENRN $ to o

2. BEiRSB32EEIERE. service servermanager start

3. MEr<ShellFiEH: exit

[E7EEFfEEhServer ManagerflFiE RS

o EEE B ARSGEE RS UMM T R EETHFBE RS,
THRENAS

BNEH Passwords. txt X

1. ERFIMET R

a. AL TF®%: ssh admin@grid node IP
b. MAFFIHME Passwords . txt X

C. AL T etk Hroot: su -

d. MARYIERIERD Passwords . txt M
HUrootAFR BHERRE. IRAFFRBMER $ to 4o

2. ENETHARS SR EIERURMIE TR LRFIEMRSS: service servermanager restart
Server Manager UKW = EHFRIE RS FELEHER B 5.
() M restart HLSEMIER stop HY. AER start B9
3. MEn<ShelliEsH: exit
IE7E{21EServer ManagerfIFiA RS

Server Manager FJ3G£%i51T, BIEAJEEFEE(Z 1L Server Manager UKW T R LiE1TH
FRERRSS
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EBEENARR
BN ER Passwords. txt X&

XFIAES

M —E B RIFRER B THERTZ LEServer ManagerfViER2. FE G Server ManagerfEf EI HtARSS
NRFE(=ZIEServer Manager LURHEH RS HEMELERS 2. WNEEEN RS

p
ERIIMBTR:

a. MINLAFE<: ssh admin@grid node IP
b. #NFFIHIEERS Passwords . txt X

C. AL T a2tk Elroot: su -

d. MAPFIHAIZR Passwords . txt X
HUrootAP BMMERE. RTFFEMEN $ to 4o

2. ZILBRS B EIBBR LR PG T R LIB1TMFAAARS: service servermanager stop
AR5 SR EIRBR LR PG T R LB THFIAIRSIIERALL, RETETELE 15 DERAEEXA,

3. ME<ShelldiEss: exit

BERSHLIRES

ERILARERT BB WS T R _EIETTRIARSS BY S PR,

BRENAS
BNEH Passwords. txt X

a. MINLLT®<: ssh admin@grid node IP
b. FNAPFIHEEERD Passwords. txt X

C. AL T a2tk Hroot: su -

d. BMAPHIHAIZER Passwords . txt X
HrootABFR BMERE. IRTRFIEMEN $ to #o

2. EEEMRT S ETHRSHYETNIRE: © * service servicename status* IREEME T S _EiETHIERR
SHYUEPRES (BXRBETIET) - ill]

cmn running for 1d, 14h, 21m, 2s

3. Mep<¥ShellhiEsH: exit
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FLEARSS

RLEAHPIIEEREF LTRSS, ENFREMET R EREARS
PIREP R I8 RFIERDIRSE, A (FIEXERSS

BERENHNE
RNTE R Passwords. txt X4

KXTFULES

FRUTTE "UEERAEL " RSB, Server Manager A= Bl E#H B iZARSS-
BRS55E /S Eh Server Manager o

MRFBFLEFMET R LB LDR RS, EER, WRFEEERE, WFLEIEARS

TR
ERIIMBTR:

a. WALIT#<: ssh admin@grid node IP
b. HNAFIHEEERD Passwords . txt X

C. AL T an <tk Elroot: su -

d. BNFRFIHAIZER Passwords . txt X
HUrootFP BIERE. RTFFREMEN $ to 4o

2. (FIEBEPMERS: service servicename stop

fmlan:

service ldr stop

()  BETEREKE 1 SHAREEL,

3. MBS Shelld3E5l: exit

xEe
BHLILIRS"

BiaEETAPEL

ERITRELIPEREZE, BOTEE T AR
BB

* B AE AN R E RIS EELS.
* B EAEEIRSRIPNIR, BXIFMAES, HSINAEXER StorageGRID HIIEA,

KXFULES
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¥ StorageGRID & & & T4 R A RS E IR E A HITITAZ IR,

@ %?éﬁ?F*EEﬁE’JStorageGRID RENZMENEZRSIZRETITHNERNENZRRIR

I
1. ERAS IR, R
2. T ETERIMIER, EEE R S,
3. ¥R IS,

Cwverview Hardware Metwork Storage Objects ILM Events
Reboot
Shuts down and restarts the node. Reboot

Maintenance Mode

Places the appliance’s compute controller Maintenance Mode
into maintenance mode.

4. EEFUEPRT
LR B R EIA I IEIE,

A Enter Maintenance Mode on SGA-106-15

You must place the appliance’s compute controller into maintenance mode to perform certain
maintenance procedures on the appliance.

Attention: All StorageGRID senices on this node will be shut down. Wait a few minutes for the
node to reboot into maintenance mode.

If vou are ready to start, enter the provisioning passphrase and click OK.

Provisioning Passphrase

S. W NECERRIEIE, AEEE *HE

Tasks

HEFN—RIER (B "BXRIXBEXR", "IEEFLE StorageGRID " Ml " [EEEHER ") RRIREIE

EFTTRHNPRN T B,
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Owendiew Hardware Metwork Storage Objects ILM Events Tasks

Reboot

Shuts down and restaris the node.

Maintenance Mode

Attention: Your request has been sent, but the appliance might take 10-15 minutes to enter
maintenance mode. Do not perform maintenance procedures until this tab indicates
maintenance mode is ready, or data could become cormupted.

. Reguest Sent
RELRTHIFENRN, SER—FHIVER, ER5IHE TRATi5E) StorageGRID & REZEFHI URL o
Owvearview Hardware Metwaork Storage Objects ILM Evenis Tasks

Reboot

Shuts down and restarts the node.

Maintenance Mode

This node is currently in maintenance mode. Navigate to one of the URLs fisted below and
perform any necessary maintenance procedures.

« hilpsfi172.16.2.106:8443
« hitps:i10.224.2.106:8443
« hitps://47.47.2.106:5443
« hitps:/169.254.0.1:5443

When you are done with any required mainténﬂ_n[:e procedures, you must exit maintenance
mode by clicking Reboot Controller from the StorageGRID Appliance Installer

6. Zifjjn] StorageGRID I&&RERF, AN HEIEREIEMR URL

RETHE, HEROSIREEEMARD IP ALK URL
() A nttps://169.254.0.1:8443 BEEZEE AN EREO,

7. 7E StorageGRID R&ERERZFH, HWIARELTHIFER,
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A This nodedis in maintenance mode. Perfarm any reguired maintenance procedures. If you want to exit maintenance mode
manually to resume normal operation, go to Advanced = Reboot Controller to reboot the cantroller,

8. T BRI ES

. SEREIPESE, RELGIPEAHMEEET SIRE. & StorageGRID RERERRFP, EE SR>
BaoiiEhles * , AEEE * EMB5IE StorageGRID *

NetApp” StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Menitor Instaliation Advanced -

RAID Mode
Reboot Controller Upagrade Firmware
Feguest a coniroller reboot. [ Reboot Controller I

Rebool info SlorageGRID Reboot inlo Mainlenance Mode I

REEMBMNHEMMAMEEREFEERE 20 D8 E, ZHRIAEMBEMNETAE T R EEMMNME
, BREIMREER, "TRENFNERERRS v ¥TFRETR. RRKELTEDRSHER. H
TR BRI,

NetApp® StorageGRID® Help ~ | Root ~ | Sign Out

Dashboard " Alerts ~ m Tenants ILM ~ Configuration « Maintenance ~ Support ~

A StorageGRID Daployment StorageGRID Deployment

# Data Center 1
« | DC1-ADMA
« | DC1-ARCA1
«|DC1-G1
+|DC1-51 Network Traffic @
«|DC1-52
«|DC1-53

Network Storage Objects ILM Load Balancer

1 hour 1 day 1 week 1 month Custom

6.0 Mbps

TR A A

oRHIZIEARSS
NREFEEZITEMZIEARS . BJLAER force-stop Mi%:

BEENRA
BNER Passwords. txt X&

g
1. BREIMET =
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a. AL TF®%: ssh admin@grid node IP
b. MAFFIHME Passwords . txt X

C. AL T etk Hroot: su -

d. MARTIERIERD Passwords . txt X
HrootFA R BHERRE. IRAFFRBMER $ to 4o

2. Fipsal|RIEARSS: service servicename force-stop

f5an:

service ldr force-stop

RFBEF 307, REBLRIEIRS
3. MEESShellFiEsE: exit
B EH B RS
o RERERIEFLENRS, HEVTEEEFELEHEHZIRS,

BRERENHNES
BNATE R Passwords. txt X4

p
1. BRIIMIETI R

a. WALIT#<: ssh admin@grid node IP
b. #NFFIHIEERD Passwords . txt XHF

C. BN T etk Eroot: su -

d. AP FILRIER Passwords. txt X
HUrootAAF SMERG. RTFRHEMER $to 4o

2. IRIERSZS YR ETEEITERERELE, BERREER X HHmS,
c NBMNREZYFIEELIE. BEH start BFFEDIBRIIRENGFES . service servicename start

f5gn:

service ldr start

° WNRUIARSS HRIETEEIT. BEMA restart BT ELERSHENBEIENG L. service

servicename restart
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f5an:

service ldr restart

@ A restart MY S5FERER stop 8% AGRE start @ O LUERREHER
restart BMfEARS HAIE=ELE,

3. M#E<ShellFiEsH: exit
IETE MR R O S AR &4

MRBANHFEBRSEERR, FEEMEABE RO E RIS HIIREY 2] im A iR
O, WAL R O ERRE, SNiERETR SR IES N EET /MK
;ﬁtiiﬁ—ﬁ\ﬂiﬂzk, ZT R EEMRIVERRS IO, LUERIZT R RIFR A iR O EHTR

(D ST BHRFEROERRS. IREERQUS BN, FRARALS,
BXRERHTHBHANEE, HBIEXEE StorageGRID K.

RO EIBSHIM T B0, WINEHREE S, WERTEERRENANTHS
() AmsEfMEO, LBRRSES, T, HREORSESHERBHFOER, FHUAMHE
73+,

@ N FERNEN LEE NS StorageGRID R4, LHRIELE FEEIER. BEREXETHR
FAN_EMFRIE O EHTBRES AR,

p
1. BRI =,

a. MALLTFE<: ssh -p 8022 admin@node IP
H8022 S E A IRERFAMSSHIE . MiH[1222151TStorageGRID ByDockerA 28HISSHIH M,

b. B NPFIHAIZER Passwords. txt X4
C. AT eSS root: su -
d. I NFF|HMZERS Passwords. txt X5

HUrootAP BIERGE. RRFRHMEN $ to 4o

2. BT F#IAS . remove-port-remap.sh
3. BB o

R BAE IS B RAR 11 o
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4. HEEHAREHMRGHONENEEDTRNMNXTREE LRPE,

BXES
"&IE StorageGRID"

"ETE TR T R
"I BRARA A Y im0 ARG

FRIBRARHL AN L AV O EHTARSY

MRBAOHFERRSEERR, FEBMEABEE RO E N RS RIIREY 2 ik O AR
O, WA im O ERRE, SRR WREERILEN LIET1T
StorageGRID , BHRIRILIZES TR MASEANUEIELT R BbRm O EHRET, BHMAE
TMEETRMIMXTREETREEXM, T RINEMRBRFIROMEESR, URERET
RBVF IR O EHRRSHEHENET Ro

(D ieesE ShRFEROERRE. NRBERENSERRY, EHREAIS,
EXMENHTHBBANES, BBIEXERE StorageGRID KR,
() RSB Teat s AERRHIENELRS.

P
1. ERFLZFIEH R EN. K root BREHHERRSE sudo SIRHIKFAER,
2. BT TS LIRS 2 AT 5. sudo storagegrid node stop node-name

3. M vim B¢ pico FXAYmiERIRE T R T R E X
TREEXMHITF /etc/storagegrid/nodes/node-name.confo

4. BENREEXMHHEESHOERRSTHED.
BEERUTREIPNREHETT.

254


https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/admin/index.html

ADMIN NETWORK CONFIG = STATIC

ADMIN NETWORK ESL = 10.0.0.0/8, 172.19.0.0/16, 172.21.0.0/16
ADMIN NETWORK GATEWAY = 10.224.0.1

ADMIN NETWORK IP = 10.224.5.140

ADMIN NETWORK MASK = 255.255.248.0

ADMIN NETWORK MTU = 1400

ADMIN NETWORK TARGET = ethl

ADMIN NETWORK TARGET TYPE = Interface
BLOCK_DEVICE VAR LOCAL = /dev/sda2

CLIENT NETWORK CONFIG = STATIC

CLIENT NETWORK GATEWAY = 47.47.0.1

CLIENT NETWORK IP = 47.47.5.140

CLIENT NETWORK MASK = 255.255.248.0

CLIENT NETWORK MTU = 1400

CLIENT NETWORK TARGET = eth?2

CLIENT NETWORK TARGET TYPE = Interface

GRID NETWORK CONFIG = STATIC

GRID NETWORK GATEWAY = 192.168.0.1

GRID NETWORK IP = 192.168.5.140

GRID NETWORK MASK = 255.255.248.0

GRID NETWORK MTU = 1400

GRID NETWORK TARGET = ethO

GRID NETWORK TARGET TYPE = Interface

NODE TYPE = VM API Gateway

<strong>PORT REMAP = client/tcp/8082/443</strong>
<strong>PORT REMAP INBOUND = client/tcp/8082/443</strong>

. 4%%8 port_remap # port_remap_inbound % B LUIRR U O = # AR AT,

PORT REMAP =
PORT REMAP INBOUND =

BT TS LI T ST R E XA FAEYELR . sudo storagegrid node validate node-
name

AFRBEIRNES, ARBHLET—P,

BT T ERBT RMAENRIRGY RO sudo storagegrid node start node-name
- EAPFIHNZBUEER BN ERETIR Passwords. txt XfF

- WIEARSS B & IEMSE.

a. BEMRS/ LFMEIRSHVREFIR: sudo storagegrid-status

RS BEER.
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10.

b. 15%F#F, BRIFFEIRSEIIRSIYA " EEET " "BRIE",
C. BRERERE: ctrl+cC
FHEEAREHMFIHEOANENEET RMMXTREE FRPE,

BB T
ERTLAM M S8R 3T BV S Shell BFBTIMET R0

KFUIES
EMEMETRE, ZTREXAHENBH. FIERSHB=EHENR.

MREH R EFBEIFET R, FESUTEI

* MR ILM AWFEE T " WRR " WHANTAIMWIEE T " BF % ", HETEALREIEFIELENERIE,

N StorageGRID SIZBIRERFIH NN RIZRBIF—ib= ERNANMFET R, HEHEEITML ILM . IR
EEMRMAEMR LR IRS I EET R, WEEHEIHEEIA T ANRXENR,

* ATHREFTUEFET /RENSSNIRMAENSR, BEERBHTRZA, FLEAEER EHARRKLY

_/J\Ejo

BXES
"&I2 StorageGRID"

WEIR
s "M E IR E B MR T &
* "MErSShel EFEoIME T ="

MR E IR BB T R

MR EEREFMBNMNE T RE A reboot 85

IREE
ICATT

SENAR

* WA RN IR E RIS B
* BUIERA S EIRIGIRIER.
* B AR ETEE,

|_

p

TEF TR

2. EEREEHBMIMET R
3. MR * (£S5 * EIR,
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DC3-53 (Storage Node)

Cwerview Hardware Metwork: Storage Objects ILM Events Tasks
Reboot
Reboot shuts down and restarts the node. Reboot

4. BEHEMBED
HEBHR B R HRIA B E,

A Reboot Node DC3-53

Reboot shuts down and restarts a node, based on where the node is installed:

» Rebooting a VMware node reboots the virtual machine.
» Rebooting a Linux node reboots the container.
* Rebooting a StorageGRID Appliance node reboots the compute controller.

If vou are ready to reboot this node, enter the provisioning passphrase and click Ok

Provisioning Passphrase

@ MREBEHEDEEET R, WBINHEERRER, RSFLE, JKESMEEESEN
S E R BT

o. WNECEFEIEIE, ARREE - HE
6. EHFTRENB.
KHAIARSS A REF B —LERYE,

TREMBHN. TRIBAMNZERRGEREERRXHA). SMERSEMBEHME. BIREMENER
YRER .

MErL ShelEMBEIMIETI =

NREFEBRYMIT BB IEE, BT ANRIMNEEES, NAIUEREIMNET

==}
= FHMEES Shell iBZ1T Server Manager reboot #5<
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* IBNIER Passwords. txt X&

1. BREME T A

a. AL T®%: ssh admin@grid node IP
b. M NPFIHAZE Passwords . txt X

C. N T etk Eroot: su -

d. NPT HAIZR Passwords . txt X
rootFAF BMERE. IRAFFEMER $ to 4,

2. (AIE)ZEIEARSS: service servermanager stop

FLEARSZE—TANESE, EEIATILT R, IRSAUEFERE 15 DA 8EXHA,

ARG UUSEXAGE, AEBE T —PHERBRHTR.

3. EFRSIMET R reboot
4. MEESShelldF5H: exit

KR =
ERILAEAT AR < Shell XFMMBET <o
EREHNE

* BN TMER Passwords. txt &

KFUIES

ERITIRED R 28], BEBUTEESI
*BE, —RKENTRANEI -, BRIk,
* BRI B A FFRRIAE T, SNIEZIEL4EPRESE BEXAT Ro
* RAEREEUAT T RREMNE, TR

° ki VMware T3 s K Ao
° X Linux TIsig XA A28,
° Xi4] StorageGRID i&& T R & X 71+ EITHI2s.

* REHHKAFED R, HERUTHRIL

EARERETIEER

° JIR ILM MNFEET " BURR " WEHNITHEMNIEE T " EFE ", HBETLEILENEIERELELIE
7, N StorageGRID RIEMERFH AN RERZFE i EHM M EET R, HEHEEITG ILM
o MREBEXAATEIER ENHIHESFET R, NWEXFLRIE AT EHRIXER R,

° ATHREFET RXARERLUARMAENSR, BEXHATRZAFLEEGER EBANRRLG—)

Ao

p
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1. BREIMET =
a. BMALLTFE<: ssh admin@grid node IP
b. M NFPFIHAIZZFY Passwords. txt XH&
C. AT ap<tIiEEroot: su -
d. I NFFIHAIZRS Passwords . txt X&
PlrootFF S5 ERE. IRAFEMER sto #.

2. ZIEFRBEMRS: service servermanager stop
RBATEEFERKIX 15 DA EEXF], ErlgeRBnEERIRAUBIEXFTIE,

3. MEE<Shell i exit

>Nz =N A C Sz =R ey ="

"X A FEA"

HXER

"&I2 StorageGRID"

KHEMN
EXRAENEBIEZH], DIAEIEIZEN_EFFE NS 2 EBARS
il
1. BREIME T =
a. MIALLTFE<: ssh admin@grid node IP
b. HAFF|HAVES Passwords. txt X
C. AN T e root: su -
d. B NFF|HEIZERS Passwords . txt X5
PlrootFF BB RE. IRTFEMER s to #o
2. EIET A FIETHFRBEIRSS: service servermanager stop

RS EIREREKIA 15 P A geXiH], EAREFETEERIIAGUSIEX AT,

3. MENLENEIMREEFE 1M 2,
4. NREFERBIZ Linux M
BRI EVURIERR,
b. 21t &5 storagegrid node stop
C. XHFAIENIRIER S
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S. IR RIEEVMware B LIZTTHERIRETN R IFEAREMER XF8<: shutdown -h now

TR WA, #EHITUHF T service servermanager stop fp<:
()  EABHER 2/ shutdown -h now BB, BREHEHEEA EEFEHT

MNFigE, aSRXAEHIZE, BIREFNLETHHRS. ERATH T—F,

6. NREXANGETA:
° 3F SG100 = SG1000 fRSSi&&E
. XA EBIR,
ii. EFFEEBERLED B,
° 3F SG6000 I&E
. EREEET R T ENREEFER LED 1B X,

LHFEEREENBUES NIREh23MT, Itk LED =i, TMERILL LED X, ARBXHREIR.

i. REFNREEIR, AEEFFEEEIR LED B,
° ¥F SG5700 i&F
I FFEETHREENEEEFER LED B,
LUEEBEFNHIES NIREH2EET, Itk LED S, EBHMERFIL LED X, REBXFAER,
i. XFIGEER, FEE LED MItRETREDEL,
7. \En$ShelldiEsH: exit

HEER
"SG100F1AMP; SG10008R5Zi&H="

"SG6000 7"

"SG5700 1Ff&I%E"

KAFFT AR FEIFE TR

BIgn, MRBEEEFERLD, EAIEFEXHAE StorageGRID £4t, LU TTEEEMID
THITREXRAM BRI

KA REMEFRFIE T RE, EEETREE, ERTERREHNNNR,

>k

R LEARSS H KA T =

7k #StorageGRID £ ZH]. BAMLFEILEENWET = LIETHREIRS. REXHF
FrEVMwareE#\#/l. Dockerd25#1StorageGRID &%,

KXFUIAES

260


https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html

SNRATRE. AR LAFIREF LERIAE TS = ERIARSS |

* BRFLEMXT R LRSS,
* REFELEFEET S ERRS.

B 7F%, ERUEREEET AR K EM T E MR T REPRTS.

@ MR—DENESZTIPETR, BOXRFAZEN, BEFEZENLEBNFRETRALE. NRE
NEEETEETR, BREXAZEN.

@ MRFE. EALURT RN —aLInuxEHTEZ R S —aLinuxEHARITENLER. MASRM
PIAEBYZHREL AT A 1%

"Linux: R RESEIFTEA

p
1. B & P RN RIEF 18 A,
2. [BERIBIMNXTR] ERISIMNEXTA:

a. AL T®H%: ssh admin@grid node IP
b. M NPFIHMEER Passwords . txt X

C. WAL T an < root: su -

d. BNFRFIHAIZR Passwords . txt X

KrootAAFR BMERE. IRTRFHREMEN $ to 4o

w

[stop_all_services|fZIlE TR LIZTTHIFABEARSS: service servermanager stop
RS PIRERBKIX 15 DA REXH], AR ERBEERII ARG XALIE,

4. B8 FPRBNTE, FLEMEFEMET R, AT RMEEEET S LRSS,

1] LURAE RIS L L 15 = ERIARSS .

@ E%f@ﬁ?ﬁ?fﬂ@ﬁﬁ service servermanager stop L EFIGEFET R LRAR
5. WEHBMIEEUEHBT R
S WMFFEENR, EERTHNSR BRI A M FLET R ERFRERS,
6. JFF7E Linux EN EEBTHITH A
a. BRI ENIRIERS,
b. F1E¥ 5 storagegrid node stop
C. XK ENIRIER S
7. J¥FEVMware M LIZTHH S figEEET 2. BERREER XF#H<: shutdown -h now

TICHE R A, BERITUILPE service servermanager stop M.
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MFigE, SR XFATRIEEE, ERENATITHRS. BB T—%,

8. MREFEETA:
° 3F SG100 5 SG1000 ARSS1&&
I XA E IR,
i. FRFEGER LED X,
° F SG6000 I&&E
. FFEEET R ENEaEFEE LED B,

LR EREEFENEUES NRGhEET, It LED =i, TMERIL LED X, SARBXARIR.

i. XAIGEHEIR, ARFFEGEBR LED BN,
° 3tF SG5700 i%H
I EEEEITHIRREEMNEREEER LED B,

LR EREEFENHUES NREh2ET, It LED =i, TMERIL LED X, ARBXHRIR.

i. XAIg&ERIR, FHAE LED MtRERENELL.
0. WIRFTE. BMEpLShelFEH: exit

tAY, StorageGRID P& E X,

HEER
"SG100F1AMP; SG1000AR5Zi&H="

"SG6000 7FfEIEE"
"SG5700 1Ff&I%E"
BEMg T =

REBLUTIRFEST S X ARG BT S

@ MREANMEEXABE 15 X, WERDEAMNET 28, ERTBRKARALF, B75R
HITEE Cassandra #IENMETIE, XIFMrIgEsBHEUEERKX,

KXTFULES
SNRATRE, MERLATIRFEEMET R

* BANEETREERR,
* BREAMXT REE,

@ MRENESZSTIPETR, WEBSIENE, XETR/FERER.

p
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1 T EETNRMERIEEEET R TN EIR.
@ EENBSFEETRZE, BREFERIEETR.
2. JEPE I T RAIEFET AN
TR LR E RN T X T R BT R

3. BEIFFEMXT RBIEN.
4. FRIINEEIRER,
o BE*IR AREEMET RIVRES. BIEFMETREERIIREE" green KZ,.

Dashboard s Alerts ~ Nodes Tenants ILM ~ Configuration Maintenance ~ Support ~

A StorageGRID Deployment StorageGRID Deployment

A Data Center 1
w DC1-ADM1
v DC1-ARC1
» DC1-G1

Network Storage Objects ILM Load Balancer
1 hour 1 day 1 week 1 month Custom

’ DC1-81 Network Traffic @
v DC1-82

DC1-S3
4.75 Mbps

A Data Center 2
DC2-ADM1

« DC2-S1
» DC2-S2 4.00 Mbps
DC2-S3 3.75 Mbps

4.50 Mbps

4.25 Mbps

A Data Center 3 == Received Sent
» DC3-S1
/ DC3-S2
« DC3-S3

{F£FADoNotStart>Z {4+

MREERAZIFNIES THRITES AP HEELTE, WAsESERESA DoNotStart XX
HRBHIEE B oS EF/EE Server Manager BB &hARSE

()  SBERAZHERERMIMER DoNotStart XEERS, 7 RERMSMIRLLS .

EFHIEARSZ BTN, 1351 DoNotStart X4 E T EMIEBIMRZHE RF, By, Server Manager &
DoNotStart X, MRXHFEFE, WEEIEARS (UNSZHEXPEMARS) B, MiBk DoNotStart X4 E,
SR LERIARSS B TR BEhREF B 5D Server Manager YB3, MBR DoNotStart X5, BREF=EENR

&flo

PELEFRB RS BB EIRERB M AR LE NTP RS B50. FRERRSEMKHT NTP ARSS, 0R NTP RS FRiz
17, MFEEIETT
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FARS A NDoNotStart S {4

N

TR DoNotStart SXHFRMEIMNE T = EEMRSHERF, ERILMELES MRS B,

a. MALF#<: ssh admin@grid node IP
b. HNAFHIHEEERD Passwords . txt X

C. AL R es <t Elroot: su -

d. MAPFIHAIZ Passwords . txt X
HrootAAFR BMERE. IRRFFMEN $ to 4o

2. 7 fNDoNotStart>f4: touch /etc/sv/service/DoNotStart

Hef: service REMIEBRIRIARSSHIZTR, FlU0:

touch /etc/sv/ldr/DoNotStart

LT3 8132 DoNotStart X1, FEEXHARR,
EH/B5h Server Manager &I RfG, Server Manager ¥ E#HE5h, BRSA=EMHB5M.

3. M#p<¥ShellFiEsH: exit

fHFRARSZ FIDoNotStart I 14
fRIB&BE LE AR 53 2 5hAY DoNotStart 4R, A EIZARSS -
BEENRA

BNTER Passwords. txt X4

Bt
1. BRIIMIETI R
a. WALIT#<: ssh admin@grid node IP
b. FNAPFIHEERS Passwords. txt X
C. WAL T an < root: su -
d. NS HAIZERS Passwords . txt XM
HUrootFIRF B ERGE. RAFFEMEN $ to 4o
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2. MIRSS H R MIFRDoNotStart>ff: rm /etc/sv/service/DoNotStart

Hih: service @REZBIRIR, I40:
rm /etc/sv/1ldr/DoNotStart

3. )E’.EjJHE%Z service servicename start

4. M\EnLShellEH: exit

JServer Manageri# 1T FEHERR

RAZF R s R ERITHEHIRES. LUAE 5 Server Manageri < HYa) IR R,
inlServer Manager &S

SNER{EA Server Manager BT ITRIE, HHOEHRBEX .

5Server ManagertB*<BIiE1RH ESIE R EServer ManagerBEXHH. ZXHEMT:

/var/local/log/servermanager.log

OB HPRAXHENHEIRES. IRFE, BRI ARERATR. RAFEIEREEESXH
B RLIRARTH .

THEZRAHIIRS
NREWNVEIENRSEHNE RS, BERAERBLIRS.
BREENAR

BNTER Passwords. txt X&

KTFULES

Server Manager Al iTIRESHEM BT AEIMZILRARS . MNRARSKMK, Server Manager EZIAEHE
B, MREADHABIIIRSIEHAEM =", MZRSEHFNEIRIKES. Server Manager FEZEABRE
ME5.

a. AL T®%: ssh admin@grid node IP
b. M NFPFIHAEER Passwords . txt X

C. WAL T an <L root: su -

d. NPT HAIZR Passwords . txt X
HrootFAF BMERE. IBAFEMER $ to 4o

2. HINIRSHIEIRIRA: service servicename status
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f5an:

service ldr status

MERSLFHBIZRES. WSIREILITEE: servicename in error stateo fiI80:

ldr in error state

(D BERSN aisabled. HENHREBIIRSHDNOSArS IS,

3. RSB BHBIIRSRMREIRIRA . service servicename restart
NRIRSTAENEH, BHRARAL.

4. MELShelldiEs: exit

XS

1B 25 AIDONotStart T ¢

IRET RGE

{EFILUE StorageGRID FRRIRET5:E, MG BITNEMBNRE. RERET
BB R LNFAESERINNGE, RESTRINEAARIRE, FHERERI BN
BHRRERIEE

RETRRENTERE

BHIEETREE, EaMEMMEMEPRHNIERETR (R) BiAE—2iE
StorageGRID ihmHIREIKE (B . WIESKEAAEHIEERIINILE, MNMER
BANERAUFRBIREDN R, HEIHZELTFMLERS
NATEEIGETR?
MRFE, BT REIRET R

* EEIRLARIEREHRINIZE,

* ARIMET R UFIBEE BRI ER AN

s BINMRFERE, MAEN StorageGRID RFEHHIIFEAET =2

* IRETEEME, Fa0E RAID =M DDP-8 i s DDP-16 ¢ RAID-6

* BRHIEIET RINE, UAFFERINIEIAEIERSSE (KMS)
EABNEW StorageGRID W45?

fEAEI =1 StorageGRID MAHFREM—MFHIENET R EREREIBITgE. BEERAMNBENLG, B8
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IR EEREIXENLE, SHRUEREENENEZF NS, EEATRERBHING, ZNEERE
ik StorageGRID M4 14 RESVEUHERT FAMERYIRR TR M E MRS ERE,

REZRIRERN, BN StorageGRID EEMBUBEERIEEIRET IP ik, ATFENRERSERBEANIRET
REBTFRE—ML, EESTABRIRE LN IMMLIEE IRET 1P ik,

BingERA Y
BRRENREXNSEERNET R, HFEXRMLEELIE TR —Z4E StorageGRID Ui,

* BRRSIREFTUARTER RN EERET REMXT R0
° ALK SG100 IRT mig & efEE] SG1000 AR5 BARIRE, LUBREET REMXT REYINEE.
° ALK SG1000 R TTRig&E = fZE] SG100 AR5 BiniRE, UEANBRESTLUNNAEFEHMEE
SG1000 .
40, $NRKE SG1000 FHRISEFERFEET R, MEFEREBETAMETET =
° ¥ SG1000 RTIRIKEFEEHN SG100 AR BIMRER M EIRORIRAZREM 100-GbE FFEE] 25-
GbE »
° 8G100 #1 SG1000 & EFRBREIMIMLLEREE, ErUKERBAIREFEFTMALLT SFP RiR,
* ERANEFHREN S EXNEFTHATEERNEFHET RNEE.
° MRBIEFERESRT REBEERENEREE, NEFMKEFHENSELONAEEENEANEE
(LA TB AEAI) ©

* IRATFRETESEENE (SSD) , BIMFHEIREPRENIVERNSFHRENTRT RRBIREIEEEL
£, NEMEEPITERDBNBAEFHESE (UL TB REA) HIHEHBIRFHET SRR EIRE
LSRR A &

Fan, EREEE 60 PMREIZEH SG5660 JRIFET mIKE = EEEE 58 M EIRENZEHY SG6060 B
REHY, NEREZEITE SG6060 BINKEPLEFTAWIREIZE, UFRFEFHEHESE, (BHRRFTLEs
SSD BN IR G B A IR EREFHERETF, )

B2, WEH 60 MNELH2EH SG5660 JET RIZHFAIE T SANtricity shZSH4E 7t DDP-8 , MIEA DDP-
16 ECE 58 NIRTHEE A/ \VEEIRY SG6060 BARIEEAIRERE SG6060 I FMANBE MM TEEIR, RAE
B8 T FENER,

A U EME BRSSP E EEEE X REE T A YARAIDIERE R, HFIKEH * 1768 * 1IN
e o
IefgEAiEl, UTEREERASEHIERIEE., BXNEERISENVIBISEREN EHITERE,
* BMC [0
s PAMBIRE
* SANtricity R4t E1E2s CERTEFEHETR)
* RAID iR, CERTFEMETR)
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WL R] R PR L Fe fE?
INRAEFIZEGBIU TEMAR, WEEIREEEHEMEZER:
* MEREHIZ

© RS S BINRE Z AT

BRI BN ETRE

* HTFEETSR, BIERBTROBERRE
BRSRNE, SRS MRS .
BT AT EIAER
EREIRETRZA, ERRTEEIRETMER,
BHg BB ER
BRECREFEUTIRE:

CETR (EERIRE) MBI ) RELFEREENRE:

© BREEFEET RRERMAT AR E TR MRS RE.

REFET RigE e R EIFREMEIR S,

* WTFEETNRENXTRIZE, FORIKENEMSETCEHEBRENLE; B2, BoUKEREAES
EE LY SFP 1RIR,

o o0

4\
B
o 'fﬁ"l:l’ﬁ

R
AN DZEN

fan, eI SG1000 T RIgEFERA SG100 , WAILURE SG100 i&&FEH#E) SG1000 1&&F.

* WFEFHETRIZE. RNRIRENBEMSETCEERRENILE; B2, BRSO NEE5RISEER
HEARNEFHERE,

40, ERILOR SG5600 T3 mig& B A SG5700 8¢ SG6000 %

iﬁ%ﬁ*%,@ﬂ’ﬂ StorageGRID #HE&EME, UMBBEEERBNERIZENRTIZ StorageGRID REFIHFEIRET

WO
EERERETR
REIRETRZA, BBIEEUTER:

© MR EIE R MRENR BB IRET 1P stk, UEEARRERESBFgEkaER. IRRTRET
EENEHT IR, BREX LRGN IP i,

&R IP U@ 5B ERRT RISEUTR—FNF, RETREFAFEXE M, RIREMERRE
R AIEREE StorageGRID NEEET R, A RERIIeE&ERE,

* REZ AWML EBIEERRE, MMEARRER StorageGRID WM RESEIERT AMERER FRH
- E S SR el e

() 1/ 1-GbE EEMSHTERKESHA SHCEEE T,
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* BEBMRERTREARAEERSSE (KMS) #HITTRNE, UEEREZAEREIMSEREN
EEATNRINE, EERRELEFRNEREETRLRSBAT TRIMNE,

BT R BEREE T UABREN T SMEIRE, EHRERREURBIRT R EMBMHMAREE, &
%= BEhITEUBRRENNE,
° "SG100F1AMP; SG1000fRSZI1&&E"
° "SG5600 EfiEIEHE"
° "SG5700 TFfiEIRE"
° "SG6000 7FfifigE"
* HERT N ENBEMEHE LM RAID B RHEIRKINLE, UEETUEREZ NG EMEERTEREE

EES. EAUENREER TR TIELEEEXRRET R HRIRADRANER, EFREN*&F
fi#§ * B,

BT SMBEREE I UEEARERN RAID I&E,

* KB BRVETE SR T R T AR, BHIENEITHRNEMED A ERE BnE T EE LR E, 11
—R5ekg, RAEjgesm bxll Sa9820E,

c —RBREERE—MEET R, =EARESMEIEERHITEM StorageGRID #3PIhEE,

* REREET ARG, BoUEREMEMRERSHRERENRES — I RET RSN EIR.

IRETRRERFSE

ZEIEAREFE/LRNEAEERT R (EEERNLE) MBIF (7)) REZEEHE
o

ERBHONE

- CERHRANETREREINERNER, HEEEMEALH CERERR,

* MERIEERIZE LAY StorageGRID I8 FREIEFMAEE S StorageGRID RARIEMRASILES, B
E, AIH4 StorageGRID & & RERRFE .

s REEREBINE%E, BIEECE StorageGRID #EiZ, SANtricity RAEEIER ((XREEIEE) 1 BMC 0,
° BZE StorageGRID #E1%EY, 1HERIGET IP ik,
° FREMEPEIREY, AR RENERICE.

@ FTERAIBEMIREEC RS, REF StorageGRID IRBLREREFLTHARS. BT RREIRER
, BRROE B ML &R EIZF DU,

* BHEILUEFEANBEREERAT RINE,
* B UABERRE ((NREMFIRE) 188 RAID Rl
* "RETRRENEEFIMER"

"SG100F1AMP; SG1000AR5Zi&H="

"SG5600 IR E"
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"SG5700 1ZfiEI%E"

"SG6000 FFAEIZE"

—RRANFEE—MEET R, LUREF StorageGRID MM RER #3ERT A%

p
1. BEENIRT R B THFE,

"RgEE THIPRIL
2. NiEFi = £ StorageGRID IREREIEFH, EEIHIRERSHR, ©&F - BARE

NetApp® StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Installation Advanced -
Home

A\ This node is in maintenance mode. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation, go
to Advanced > Reboot Controller to reboot the controller.

This Node
MNode typs Storage =
Node name hrmny2-1-254-sn

Primary Admin Node connection

Enable Admin Nods
discavery

Primary Admin Node IP 172.16.0.62

Connection state Connection to 172.16.0.62 ready.

Installation

Current state Maintenance mode. Reboot the node
to resume normal operation.

Enablz Cloning

FEET RIERSIRBER N REB T REED.
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NetApp® StorageGRID® Appliance Installer Help

Home Configure Networking « Configure Hardware ~ Monitor Installation Advanced ~

Home

A\ This node is in maintenance mode. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation, go
to Advanced > Reboot Controller to reboot the controller.

This Node
Node type Storage A
Node name hrmny2-1-254-sn
4
(T:Ione target node connection \\
Clone target nede IP 0.0.0.0
Connection state MNa connection information available.
Installation

Current state Waiting for configuration and
validation of clons target.

Disable Cloning

3. WF * mEEMT R IP, WMADKLBERT IR IP #itt, UEMEHATREREERRE, AEEE
RE S

BE, RTINS P itt, (BNRFEERAEMMERERRERIBECRRE, BRNZMS
L BT REY IP i,

() 1/ 1-GbE EEMSHTERAIESHE SEERETIE,

REHWIERMZ&ERE, 1E "Installaton” B0H, RHRLESBH * FR7RE
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NetApp® StorageGRID® Appliance Installer He

Home Configure Networking « Caonfigure Hardware « IMonitor Installation Advanced «
Home

A\ This node is in maintenance mode. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation,
go to Advanced > Reboot Controller to reboot the controller.

) The cloning process is ready to be started. Select Start Cloning when you are ready. To terminate cloning before it completes and retum this node to service,
trigger a reboot.

This Node
MNode type Storage ¥

Node name hrmny2-1-254-sn
L]
L !

Clone target node connection

Clone target node [P 10.224.1.253

Connection state Connection to 10.224.1.253 ready.

| |
Instaliation

Current state Ready to start cloning all data from
this node to the clone target node
using the Admin Network connection.
£\ Attention: the Admin Network
typically has less bandwidth than the
Grid or Client Networks. Use the Grid
or Client IP of the target node far
faster cloning.

Start Cloning

| Disable Cloning |

SIRFEMIEREZNRE, NASEA * B, DIMRIREETIN SRS * . FRLMER
1% HY StorageGRID 18 & RFIEF ETUYFIH T XER@, —RNER—NAIEER , REZHEFREHN
TUWBENEH. BRFIERERZUEA * FFiamkE * .

B FHERE R, * SRS RIETAREAEIERER StorageGRID I LKA X LA ZMERIEEN

8o
"G ET R E R EIAEK"

4. ERT R LR~ FiaTE * o
S. WRET R BT R LM StorageGRID IR&RERRZF BITREHE,

BT M BERT = _ERY StorageGRID 1§ & RERFIETERIIPRE,
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Home Configure Networking ~ Configure Hardware « IMonitor Installation Advanced ~

Manitor Cloning

1. Establish cione peering relationship Complete
2. Clone another node from this node Running
Step Progress Status
Send data to clone target node Sending data, 0% complets, 8.99 GB transferred
3. Activate cloned node and leave this one offline Pending

"Monitor Cloning" TNE#Z {7 & 28 M ERBVIF AR |

c*BURBENEFEXR * ETRREIKEMEENHEE,
°* METTREES—ITR  FETHIERRNHEE, (REIENX—H0EFE/LREEA T

Blo )
° * BUARENT RAEEBRN - B ERERECRTAE RTINS R BTN AR RETHRE
RESHHE,

6. MIRFEERETHRZARULREIEHRFET R MERS. BERT R L5 StorageGRID RELEEF
FNEAHEEFE SR ERBITHIEE. AEEE ENRBEEStorageGRID *

ARSI FZARIL:
o SET R HAIFRNHERIAN StorageGRID o
c BT RBRENMRERS. EEHBEMRETRNRRE, BMNTE 1 PEHRBIRETE
FRINSER g S

* RT R A BART RAHE 1P Hidk:
° WE, BT RBERARVSRART RREME, BEMENE IR (P #it,
° WIE, BT ABERRS IS BT RaIEE 1P ik,
s BfRT ISR 4EPERFH I StorageGRID , MMEHHRT =,
RIGELRTFMRERS. MEEENEMREMIT AT —IE,

TEEEEMRERNILE(NIRTaER)"

MNRIGEREBHIMARE. FHEERT 2AStorageGRID IR ELERZFENNE. EFEESRE
@ MEhEHIE. AREFE ENBEIEFER . ERTRAMEFEANENRRMGE, EETTRR
PEIRED R o

MRBEMTRLZERININEER , WEFPHIBEREAIMEENERBERIZE L. BirTSRIIERIA
StorageGRID f5, Bi&& LHBAFHIEEE, FEEE, IRFE, 15 StorageGRID ZHEPI EMRRIZE LA
THERILEIE
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* RRigE AR M ZIREN BT FTREAMEE, MIREFEDERVNE I =EBIMEERNIRE IP
Hohk,

* BRISEREANTRET RAHITIRE,

* NRIRIGEARBHAT StorageGRID , EEFZRILZE.
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