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NetApp® StorageGRID® Help v | Roat v | Sign Out

Dashboard  Alerts - Nodes Tenants ILM ~ Configuration « Maintenance « Support

Grid Passwords
Change the provisioning passphrase and other passwords for your StorageGRID system.

Change Provisioning Passphrase

The provisioning passphrase is required for any installation, expansion, or maintenance procedure that makes changes to the grid topology. This
passphrase is also required to download backups of the grid topology information and encryption keys for the StorageGRID system. After changing the
provisioning passphrase, you must download a new Recovery Package.

Current Provisioning Passphrase snssane

New Provisioning Passphrase = sssssssses

Confirm New Provisioning | eseeeesses ’
Passphrase

2. WAHRIREREEE.
3. WA ZIDIEIE, BEELAELEENFR. HEFBIR2DMFR. BEEEXS KNG,

(D) srREzREsEREReUE, 22, FENEPIREECRT,

4. EFMNBEEIE. AEREERE
FCEREREENSTME, RIBETR—MREIRINERE. WERFIEREIN D F—2,

NetApp® StorageGRID® Help ~ | Root ~ | Sign Out

Dashboard " Alerts « Nodes Tenants ILM ~ Configuration « Maintenance Support «

Grid Passwords

Change the provisioning passphrase and other passwords for your StorageGRID system.

Provisioning passphrase successfully changed. Go to the|Recovery Package page to download a new Recovery Package.

Change Provisioning Passphrase

The provisioning passphrase is required for any installation, expansion, or maintenance procedure that makes changes to the grid topology. This
passphrase is also required to download backups of the grid topolegy information and encryption keys for the StorageGRID system. After changing the
provisioning passphrase, you must download a new Recovery Package.

Current Provisioning Passphrase
New Provisioning Passphrase

Confirm New Provisioning
Passphrase
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groups Operations on groups

GET /grid/groups Lists Grid Administrator Groups

Parameters

Name Description

type

string filter by group type
(query)

Available values : local, federated

v |

limit
integer maximum number of results
query)
o Defauit value - 25
marker
string marker-style pagination offset (value is Group's URN)

(query)

marker - marker-style pagination offset (value

includeMarker

boolean if set, the marker element is also returned
(query)

v
order
string pagination order (desc requires marker)
(query)

Available values : asc, desc

Responses Response content type | application/json v I

Code Description

200
successfully retrieved

Example Value Model

"responseTime": 2621 03-29T14:22:19.6732",
"status™: "

"apiversis

"deprecated”:

"data”: [

"displayName”: “"Developers”,

VAV S S S

MEMBREEFTEHLMBE, FINASNABF ID. RS, REXLEE, |

R R0, LUREXFRFRRIES.
HERTTEENRAIERIEN, IRE. EAURTHS KT #E
BEHA

REFIFENEMSH, WREFEEIBERIEN,

BEHIT

EEMN A UHEIBERES .

P

IJ\
L:\

A RER E A HAth API 153K

FEHNEK,

1T




WIS EIE API kit sz

MR EIE API (ERRRASIE SR ZAF TR R,

f5lan, LEiER URL 387 API A7 3 o
https://hostname or ip address/api/v3/authorize

MR |HIRASHEHITT * FRE _* BN, WAFEE AP NEBRAKLEEE, R * 5IHRERS _* i
1T7ER, NBFEE AP BURERAR A ERIE, RENEREERIE RGBS T REIREAET I
EIRIEFA M EECRRIZE B XS API RRZAS TS

API BB R kRS $hRA
5|AkR AR 2.1 2.2
5|ARRARHEE 2.1 3.0

B/R%%E StorageGRID 34RY, N=BRARMREHMIEEIE APl . B2, EH%KE StorageGRID HIFTIEE
k7B, &ABaI LG 2= D—1 StorageGRID IhEERRZSHIIAAR API o

(TR UEFIPIA IS AP BB SIS0, BXIFMEE, SN Swagger API STRSHEY
©) conll "~ BHABTIEEIE AP S BURHRHAATS, EREHHSRSS

EZNERFEIUTANIFENEFA:

* MMRZARSL /9 "depression: true"
* JSON MR/ IEX 8 & "depressioned” © true
* NMS.log F2RM— 1 EFANES. flu:

Received call to deprecated vl API at POST "/api/vl/authorize"

HRE S A AR A S5 HPEE APIRR 2
BERLIT APIIEXRIR[ERZ 574509 APl EBRRATI&R:
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GET https://{{IP-Address}}/api/versions
{
"responseTime": "2019-01-10T20:41:00.845z2",
"status": "success",
"apiVersion": "3.0",
"data": [
2,
3

FIERISTEAPIRRZS

SR A pathSEIEEAPIRRAS (/api/v3)Hin (Api-Version: 3) o WRFEMEEXFEAME, MARKE
REERRRE,

curl https://[IP-Address]/api/v3/grid/accounts

curl -H "Api-Version: 3" https://[IP-Address]/api/grid/accounts

[ LE Bk &K 915 (CSRF)

&R L@ A CSRF $hR%3R{ER Cookie IS HI0E, #EBNBHLE StorageGRID SEIEE
hRIERE (CSRF) K, MEEESRNEFEIEScBEAItT2INEE; Hith
AP| E Pima] LUEZREE RN E S BB ILtIhEE.

MNRREHE TR R M EMIESRIER (FIEIFER HTTP REALR) , NALXERBERAFH cookie &
MRLEERKETRERE LHE,

StorageGRID Fl@I 5 CSRF <hEEBIFALE CSRF K. BAG, 57E Cookie AR IS 15 EARRRS T
ERVBIEXSHHNNE LA,

EEAILINEE. 1BISE csrfToken BHISEN true SR WIEERE, FRIAMERN falseo

curl -X POST --header "Content-Type: application/json" --header "Accept:
application/json" -d "{

\"username\": \"MyUserName\",

\"password\": \"MyPassword\",

\"cookie\": true,

\"csrfToken\": true
}" "https://example.com/api/v3/authorize"

WNR Atrue. MAAGridCsrfToken Cookie=fERAMENEIZE NMIKEIRSME R AccountCsrfToken
CookieRERMBYEIRE N E R EIERS.
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WNER7FTE Cookie , MIAJLUEBARGEIRSHIFABIER (POST, PUT, patch, delete) EATMEIELTINZ

* o X-Csrf-Token Frk. #RLBVEIRE NCSRFZhEcookielI{E,
s WFESRBERIBIEXMIHE: AcsrfToken REFHBHIERIEXESE,

BXREMTROMIFAER, BFSEA API X1,

@ % E T CSRFLKECookieBVIF R IG5RHSLHE "Content-Type: application/json" {EAiF
KEVARA. IR FBLISONIERIEXMEAFTCSRFBUERIEIIMRIP

MRBATRERER. NERAPI

AR B HStorageGRID R4 BEFHE R ER(SSO). NARBEERITEZDIRIEAPIERE R
M EHEMAR EIEAPISFEF B IEAPI,
MRBEATERERER. 1BEFIAPI

NREBRERER(SSO). MBI —RTIAPIERHAITIEMIA . ZEEMAD FSIREXM W& EEAPIT
H P EIEAPIE M & 7 IIE L hHo

BEENAR
* &HNEEF StorageGRID FIFAMEXS AR SSO BFRAMZEE,
s NRBFEFEFEIE AP, SEIEFHEFKS D,

XFIAES
ERIMEIIELHE, AJUERUTRAIZ—:

* . storagegrid-ssoauth.py PythonfilZs, {iiFStorageGRID ZEXMHBE R (. /rpms 3 FRed Hat
Enterprise LinuxZ{CentOS. ./debs &R FUbuntugiDebian. # ./vsphere EBFVMware)o

* cURL IEKBYRAI TIER.

MRBITEREDE, WEHTIERAREREN, BRI THEIR: A valid SubjectConfirmation was
not found on this response.

(D 7l cCURL TIER TR RIPER R SME S B

NREEANRURLIRIGAEHEIA . NAJReSBEIHIR: FRZFHISAMLARZ.

B
1. R T AR Z — RS D I0IE SR
° fff storagegrid-ssoauth.py PythonfilZs, #ESHUE 2,
° A curl iI5 K. HBEFRE 3,
2. NREFFA storagegrid-ssoauth.py HIAS. GHIZAEEHLEPython iR 23 HITT TR AN,

HIRTRES, MANUTSHE:
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° SSO AR &

o &% StorageGRID BYig

° StorageGRID A9t

° MRBIHAFAFPEEEAPI. BENEFKFID,

python3 ftmp/storagegrid-ssoauth.py
saml_user: My-s50-Username

saml_domain: my-domain
sg_address: storagegrid.example.com

tenant_account_id: 12345

Enter the user's SAML password:
R FF R F R R R R E R R F R F R R R F R R F R F AR R R R E R R R F R R R FF R EE R E R F T ERF TR EE R TR F TR EE

b e i i Lt L L

StorageGRID Auth Token: sbeboybf-21f6-40by-afob-scboacfbager

W IZH T StorageGRID ##X$H, WE, ErRILUGSEATFTEMIER, RUFERFER SSO BEA
APl 95 o

3. MNREMEA curl IEXK, BEAUTRIESE .
a. ERRBERMENEE,
export SAMLUSER='my-sso-username'
export SAMLPASSWORD='my-password'
export SAMLDOMAIN='my-domain'
export TENANTACCOUNTID='12345'

export STORAGEGRID ADDRESS='storagegrid.example.com'
export AD FS ADDRESS='adfs.example.com'

@ FiH RN EIEAPI. EERO{ENN TENANTACCOUNTID,

b. BIZFIWE R BMNILIEURL, [RIZHEIR [EEPOSTIERAIXE] /api/v3/authorize-saml. FMIELZH
PR E tJSONZRED

IRAIETRTHERER FHIIEURLAIPOSTIAEK TENANTACCOUNTID, ZERIEE12E! python -m
json.tool LAfHFR JSON 4wh5,

curl -X POST "https://$STORAGEGRID ADDRESS/api/v3/authorize-saml" \
-H "accept: application/json"™ -H "Content-Type: application/json"

-—data "{\"accountId\": \"S$STENANTACCOUNTID\"}" | python -m

json.tool

HERBIBER 24— URL RIZAE R URL , BARBFEISMNY JSON TR,
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"apiVersion": "3.0",
"data":

"https://adfs.example.com/adfs/1ls/?SAMLRequest=fZHLbsIWEEVS$2FJTuv7. ..
sS1%2BfQ33cviwA%3D&RelayState=12345",

"responseTime": "2018-11-06T16:30:23.3552",
"status": "success"

C. fRTF SAMLRequest MMMRZAIREY. LABIEELEm<SHER.
export SAMLREQUEST='fZHLbsIwWEEV$2FJTuv7...sS1%2BfQ33cviwA%3D"

d. M AD FS SREREEEFimiAX ID 19522 URL .
—MAERFER E—mAHE URL IBREREKE,
curl

"https://$AD FS ADDRESS/adfs/ls/?SAMLRequest=$SAMLREQUEST&RelayState=
STENANTACCOUNTID" | grep 'form method="post" id="loginForm"'

tErBR SR P iRIEXK ID -

<form method="post" id="loginForm" autocomplete="off"
novalidate="novalidate" onKeyPress="if (event && event.keyCode == 13)
Login.submitLoginRequest () ;" action="/adfs/ls/?

SAMLRequest=fZHRToMwFIZfhb...UJikvo77sXPw%3D%3D&RelayState=12345&clie
nt-request-id=00000000-0000-0000-ee02-0080000000de" >

e. REFMNFREFIHEXR ID o
export SAMLREQUESTID='00000000-0000-0000-ee02-0080000000de"

f BIEHNERRXE E—ImR RRYR PR,
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curl -X POST
"https://$AD FS ADDRESS/adfs/ls/?SAMLRequest=$SAMLREQUEST&RelayState=
STENANTACCOUNTID&client-request-id=$SAMLREQUESTID" \

-—-data
"UserName=S$SSAMLUSERQ@SSAMLDOMAIN&Password=$SAMLPASSWORD&AuthMethod=For
msAuthentication”" --include

AD FSiR[E] 302 EEM, HEMMBRFHEREINER o

@ R SSO RABAT ZERRSMWIE (MFA) , MERPEAHEREEE BN
B HE TR,

HTTP/1.1 302 Found

Content-Length: 0

Content-Type: text/html; charset=utf-8

Location:
https://adfs.example.com/adfs/1ls/?SAMLRequest=fZHRToMwFIZfhb...UJikvo
77sXPw%3D%3D&RelayState=12345&client-request-1d=00000000-0000-0000-
ee02-0080000000de

Set-Cookie: MSISAuth=AAEAADAVSHpXk6ApV...pmPO0aEiNtJvWY=; path=/adfs;
HttpOnly; Secure

Date: Tue, 06 Nov 2018 16:55:05 GMT

9. %77 MsIsauth MR M cookie,
export MSISAuth='AAEAADAVsHpXk6ApV...pmPOaEiNtJvWY="
h. {5 S8 POST 8 Cookie 3§ GET &R A IZFBEE(IE.

curl
"https://$AD FS ADDRESS/adfs/ls/?SAMLRequest=$SAMLREQUEST&RelayState=
$TENANTACCOUNTID&Client—request—id=$SAMLREQUESTID" \

-—-cookie "MSISAuth=$MSISAuth" --include

MNARKREE AD FS REER, MEBEEHEINEER, MIBNIESE SAMLResponse [RiETE— &
B FERH,



HTTP/1.1 200 OK

Cache-Control: no-cache,no-store

Pragma: no-cache

Content-Length: 5665

Content-Type: text/html; charset=utf-8

Expires: -1

Server: Microsoft-HTTPAPI/2.0

P3P: ADFS doesn't have P3P policy, please contact your site's admin
for more details

Set-Cookie:
SamlSession=a3dpbnRlcnMtUHIpbWFyeS1BZGlpbi0xNzgmRmFsc2Umcng4NnJDZmEKV
XFxVWx3bk1l1IMnFuUSUzZCUzZCYmJ1iYmXzE3MjAyZTASLThmMDgtNDRkZC04Yzg5LTQ3ND
UxYzA3ZjkzYw==; path=/adfs; HttpOnly; Secure

Set-Cookie: MSISAuthenticated=MTEvNy8yMDE4IDQ6MzI6NTkgUEO=;
path=/adfs; HttpOnly; Secure

Set-Cookie: MSISLoopDetectionCookie=MjAxOCOxMSOwNzoxNjozMjolOVpcMO==;
path=/adfs; HttpOnly; Secure

Date: Wed, 07 Nov 2018 16:32:59 GMT

<form method="POST" name="hiddenform"
action="https://storagegrid.example.com:443/api/saml-response">

<input type="hidden" name="SAMLResponse"
value="PHNhbWxwO1lJ1c3BvbnN. ..1lscDpSZXNwb25zZT4=" /><input
type="hidden" name="RelayState" value="12345" />

i. {R7F SAMLResponse TERREFE&H:

export SAMLResponse='PHNhbWxwO1lJ1lc3BvbnN. ..lscDpSZXNwb25z72T4="

- (FFEREM sAMLResponse. Bli#EStorageGRID/api/saml-response & StorageGRID &{45%
IELRERVIEK.

BT RelayState. BFERAEFKFIDRINREEEREIWEEIEAPL, 150,
curl -X POST "https://$STORAGEGRID ADDRESS:443/api/saml-response" \
-H "accept: application/json" \
--data-urlencode "SAMLResponse=S$SAMLResponse" \

--data-urlencode "RelayState=$TENANTACCOUNTID" \
| python -m json.tool

MR E34% B 1 3IE < héo
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"apiVersion": "3.0",

"data": "56eb07bf-21f6-40b7-af0b-5c6cacfb25e7",
"responseTime": "2018-11-07T21:32:53.4862",
"status": "success"

a. ¥ S S IIEShE B 1F A MYTOKEN,

export MYTOKEN="56eb07bf-21£f6-40b7-af0b-5c6cacfb25e7"

EMERT LUER MYTOKEN M FEMIBER. FUTFREASSORERAPIEYA .

MREATERER. NMAPIFEH

MREEEESFF (Single Sign-On, SSO) , MATM—ZRTI AP IEKFITIRITHER , AEFHWIRE
12 AP HTHF EIE API
XFIAES
MREE, IFMNALENFHEFHENAEE StorageGRID APl , %, & AILIM StorageGRID fii &
BrUFHE (SLO) , XFEEBEMH StorageGRID £ H,
BB

1. BERESZFHEIER. BEE cookie "sso=true" ESLOAPI:

curl -k -X DELETE "https://$STORAGEGRID ADDRESS/api/v3/authorize" \
-H "accept: application/json" \

-H "Authorization: Bearer SMYTOKEN" \

--cookie "sso=true" \

| python -m json.tool

R[BLETH URL :

"apiVersion": "3.0",

"data":
"https://adfs.example.com/adfs/1ls/?SAMLRequest=fZDNboMwEIRfhZ...HcQ%$3D%3
D",

"responseTime": "2018-11-20T22:20:30.839z2",

"status": "success"
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2. {R775F5 URL .

export
LOGOUT REQUEST='https://adfs.example.com/adfs/1ls/?SAMLRequest=£fZDNboMwEI
RfhZ...HcQ%3D%3D'

3. EETH URL ZFiER UL SLO HEEME StorageGRID o

curl --include "SLOGOUT REQUEST"

iR[E] 302 PR, LEETERERER T4 AP .

HTTP/1.1 302 Found

Location: https://$STORAGEGRID ADDRESS:443/api/saml-
logout?SAMLResponse=fVLLasMwEPwWV0o7ss%...%23rsa-sha256

Set-Cookie: MSISSignoutProtocol=U2FtbA==; expires=Tue, 20 Nov 2018
22:35:03 GMT; path=/adfs; HttpOnly; Secure

4. MikR StorageGRID HAEH SR,

ffip& StorageGRID EAH SN ITEARXSAER SSO . £H cookie "sso=true" HARFKIEMH. N
FAF % MStorageGRID ¥, MARFMMSSORE.

curl -X DELETE "https://$STORAGEGRID ADDRESS/api/v3/authorize™ \
-H "accept: application/json" \

-H "Authorization: Bearer SMYTOKEN" \

--include

% 204 No Content MNVIETAFIEEEHE,

HTTP/1.1 204 No Content

£ StorageGRID £ £iF+H

ZRUPE—NINEEEEN S, ATE StorageGRID B4 |81 K StorageGRID A5
SMNEBR G2 BRI R £ R {E %R,

StorageGRID AL LT LI :

* £ HTTPS EENFEE * IRS[ILH * . RSB[IEPATEZFHARSBZERIULL2ERE, AT IR
WIEARS 2RI S PH N BIERH R 2EERITE. RS[NEFIHHE —MEBRIA.
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** BRIRIER MRS HENE P RSA S S0 HTEHWIE, MMRELRIRERERER NS NI
iE FFAIREBAZBIREEITINE,

YEPIRER HTTPS EREIIRS N, RSB[BIEAELILE BRNRSJ[IEBHITEN, FF mETFR
SRERSHIIPRIA ERNE 2 #THEERRIIEIIES. MIRERLER, WEFPHRKERRENAE BB
5iRSBHRITE.

StorageGRID ABERLEZAARSS 2 (FIMNAHTHSRER) EMERNZTFE (B/40 CloudMirror EHIARSS

o

SMERIERAAMNM (CA) FILMTEENEAREES L2 RBAIBE XIEFHHITREAER . StorageGRID X8
FE— T AREIEBMANH(Certificate Authority. CA). AFERRREBIEMABRBCAIER. BIABER T X
LRECAIEB AT RPN A StorageGRID RENR T, RAERILIEIFEFIFRHERRECAIES. BREEF
MR, REMERERBIMIOEBMATMERNBESCGER, i, EXFRIEBNFIREERE, BEFRRI
RO =S

* BEX CAIEBAZMIFASHER; B2, BESCEBNEAWIEARSS S ERMmiEERIES,

* FrE BRESGEREY AT GRS LB ARG RLEN,

"RiaRL

* StorageGRID 35K CA RBNEBMLEI— X (#57 CAIEFE) o

@ StorageGRID i &ETEFIE WM& _EAERIBVR(ER YL CAIER. TEFHIES, BHFREE—TH
SMRIERBMANEERNBESNESR, UBERIRERS CAIEFR,

AR EEMNE A IRERBRENTREISMHA L. ERERRZA, EBRESFTE StorageGRID ECEFIH
HIFRBIEH,

P PR Description SMuE HAER
BEARPWIER P ZERESIEFRLE EBE>YRREHE > "EEEEAE G
, f# StorageGRID & IRIEH* R
BEASITHMERE P imih
1031 T B 0IE,

© ARIFIRIAIINER
B R imiAIE
StorageGRID
Prometheus %X

i

* RVFERIMNET
BLenir
StorageGRID .

24



IEH
SPERAIES

BRER (8SS0)
IEH

FAEIEIRSES (
KMS ) iE$

B MG RIXE
HBEFIEH

IEFHEE
Ars52%

Ars5 28

Ars3 28 F0% F i

ARS3 2R FN% F iy

Description

FtStorageGRID 5
SMERACctive
Directory. OpenLD
APE{Oracle B AR
SR BREEHTT
Bp%it. BTE%
Ba. MMmaireE
AFAF BINBRSR

HITEE,

MHETFERE
R(SSO)IEXR
AYActive DirectoryBx
BEPEIEARS(AD
FS)#IStorageGRID
ZEHEZHITE 9
Ik,

¥t StorageGRID 5
HNEREAEIEARSS 28
(KMS) Zi8lrvE
BHTEHRIE, %
RSS2 A
StorageGRID i&%&
TRREINEESR,

X SMTP B3 FHBfE
RSBERTERE
%1#9 StorageGRID
ZEINEZEH#HITE R

J3E,

* NR5 SMTP AR
SHENBERE
FaEZLE (
Transport Layer
Security , TLS
) > WATHEE
BB F R AR SS 25
CAIEH,

* X SMTP BBF
HRFARSS R HRE
B P ImIEFH#HT
SRR, 7
:‘;EE%F i IiE

SiE

EC&>* iR Hl*>*
SPEE"

EC&>* iR Hl >
BRER

&> RYgE*>"
R EERS

Lik> B FERIR
%*

FAER
"ERSEKE"

"REERER"

"AINEREERS
22(KMS)"

"SRR AR
HEBR"
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Description

FS3 SwiftE P i
5MXT R EET
= E#IStorageGRID
T EF 23RS 28]
HIEHITE N
ik, eI UERRE R
T Eadin sy EE
B4 AR B T 2R IE
B, BEFRmNBARER
EiEE
%StorageGRID BY
SRR EHTERIED
iléﬁﬁ*ﬂ*ﬁ?iﬁ%%&

D BT EISITE
BRIE
& StorageGRID £

EfREIERERSZH
IEFo

% P im Web 3%
28#0 StorageGRID
EEREZERERE
HITRRIIE, £
F eI IS EIE
M EIESS, m
retlLeES,

LI PRI AEE
2 AP FIFHFREIE
AP| EZHITE R
iFo

f&a] LUERAECA
IERH EEBESGE

o

3t MStorageGRID
LEEME MRS
I E (51490S3 Glacier
¢ Microsoft Azure
Blob7Efi#)AYiEZ#H
TEMHMIN, s
REEREREPEE—
N ARERIEP,

SiE

&> Mg E >
AR R

&> MBI E >
AR5 8IEH*

* ILM >*7fiEith

FEAER
* "BOE A E T Eies
i 52"
* JJFabricPool ¢l
%ﬁ%ﬁflz?%%%ﬁﬁ”ﬁ

"} FabricPool
[iTo=1
StorageGRID"

* "ECERRSS2RIE
:Bu

* AR E ISR
AP SRS E

B XRS5 2R1E

:FEII

“EH ILM BIENR"



JEB JEHER
TERSESIER ARSS2E

WNREFMEAPIRS IR ARS8
RIRSSERIUED

1 T EERARSS

It RfBIF, StorageGRID 78 4RSS 28,

Description SiE FAER

M StorageGRID c HREESE > ERBEFKS
T &IRSE S3 F6E =6 (S3) *>
RBENEZHITED * EEIRSmR *

gﬁiﬁo

WEEFET R LA EE>*MEIEE> "IEETENRSE
WO ERBLS(LDR) fETASsiEa* B LUEREIFET
REFIMEXT R LD B CLBARSS"

A RHEE B

25(CLB)IRSHI%Z

£ S35 Swift&R Pl

EEHITEHRIE,

1. #&BJLATE StorageGRID HECE f1 & T #igsim mH LS EMARSS SRIEH,

2. R BB S 8 T #i28ih =AY S3 5 Swift B iRERE, HRE LB LEREF iR,

3. HEPHREBRFICREIEN, ©HEA HTTPS EZEF A HFERIKR,

4. StorageGRID 2fERB&AHE ZRMRSIERLHATIAN, HEAETMLANS AT,

°. BPImBERARSHRE R SHIEPEIA LN R HITHRRIIEIIER, MRERTE, FFIRKERER

HAE BIRRIRIE.

6. PR IRIEITREIERIXE StorageGRID o

Tl 2 SNERERIAEIEARSSEE (KMS)

It RfBId, StorageGRID & HE i,

1. eI LUE RSN A EIRAR S 2 NHIE StorageGRID ECEH KMS B s, HIREX CA EZHIARS /IS,
B BFIRIERBUREFIHEBNERZER.

2. [EFAMMREIER, TRILIECE KMS RS 8H LERSHBNEFHIEBUREFIHEAEHR.
3. 4 StorageGRID T RREMEZRIRN, ERM KMS RSB AHIER, BEREEIEBPHEIEURETTAR

R,

4. KMS REB[BIWIBEREE, HREERLUEME StorageGRID .
5. KMS RRS5 284 A IIEFERH TR,

1= &2 7 Xt StorageGRID AYifia]

ER LB LU T A R IE I B2 R X StorageGRID RZRUiAIR]: FTAE XA AEHEO. &
IBEBAMARF. BBEPSEF(Single Sign-On. SSO)UKIREE P IHIEH LA
YtStorageGRID 15tr#H T 2N ERIAIR),

* APy g R
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* “ERBMEKE"

< "EIREIEAE"

< "EIBARMAR"

* "XfStorageGRID {# £ REF(SSO)"
C "EEEEEREFIRIER"

B By AR
NREBBI B ASEERIR], BFTAERAIMR S R E iR o

TESMNERBA A _E 7]

TR LUBE MR AT A B K S E i L K Z 63 StorageGRID B2 T = LA R EAM API 89351E), f
n, BT EREMGEERIRGRZI, ERIsEEHEN LA P RSB AT ER RN SIS,

Port Description OB ETF ...
443. EETRNEIAHTTPS  Web X H23FERE APl B ima] LU RIS E1EES,
iAW WIREIEAPI , R BIERMNEFEEAPI,

©oED IR0 443 BATRERIRE,

8443 BIETE MR EIESS * Web Y2 MEIE APl BRI EILIER HTTPS
% =R TGRS E IR IR EIE AP

* Web N*a 23N EIE APl Z PR R G RIEA SR
SRERFAFEIE AP .

© RN B RRIEL,

9443 BIETA FNIEF B2 * Web Y22 MEIE APl BB EILUER HTTPS
i 52 PR PHinEF EEEMAF EIE APl

* Web NS 23FNEIE API Z P im TR RIMNIR E IR
SRR EIE AP 6

© RN R RIEL,

@ SIRMEEIEENAFLEESHO LFTREHESER (SS0) , NMREFEAPEIELSER
HITERIE, MATEREIA HTTPS i (443)

S
"B REIPI EIEE"

"4NER StorageGRID REASSO. NIEIEFEF K"
"WHE . BPIEEED P atAmEO"

"EETAEES R
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"Z2%E Ubuntu 2X Debian"
"I VMware"

"% Red Hat Enterprise Linux 5% CentOS"

EREMEKE

FERSMNEKSHLIIRISELANBRNEE, HATRAPERARAENEEERE
StorageGRID ,

EESHEE

IR T FH BT Active Directory. OpenLDAPEXOracle Directory ServerE Hith RS SR EEREIRAMBA. W
AR ESRELS,

ERENNE
* RS RS R B RS,
* EAMBEH R R,

* MR NBARRER(SSO). MpsTifEFActive DirectoryEREX S B3R, HEEFAAD FSEASH1RMH
BF. BEN"EARRERNER, ™

* &AM fE B Active Directory. OpenLDAPZXOracle Directory ServerfE R B 11 HIEF,
()  RBERKFILOLOAP V3RS, AARRRAZHE,

s MNREHREREREZ S ( Transport Layer Security , TLS ) 5 LDAP RSB E5#HITERS, N B0 HE
FAER TLS 1.2 80 1.3

KFIAES
MRBESALUTREMEXESA, WATANREERLES IR

* B, EBATNARIUEREIMNEERSEHIRED KRG IZANEENRAITIES,

* AMERBCEMRNEFANEFAFRE, HRATNAFPAIUEREEFEERS, HRETHEPEERTH
ZA D BRI RAITES .

p
1. SR EE > HREG>* B RS
2. R BRSNS *o

B B A T ACELDAPARSS 28 F ERo
3. 7 LDAP BRSSEAE DR, EEFEACER LDAP ARSSEEL,

& /] LR Active Directory*. * OpenLDAP*Eg*E1th*,

@ WNERIEIF* OpenLDAP*, MIATACE OpenLDAPRRSS 28, 155 A X< BZE OpenLDAPIRSS 28
BN
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() sz Hfth * 5115 Oracle BFARZSISAI LDAP RS SREM

4. NSEFET * Hith * , 1HIHS LDAP BHE D PHFE.

°*HAFPE—RT . 85 LDAP AFHB—IRIRFHEMMRIR, EMERT saMAccountName &
FActive Directory#l uid 33 FOpenLDAP, IR EFAZE Oracle Directory Server. IFHIN uids

° *FF UID* : B4 LDAP BFBIKAM—IRRTFRIEMERNRBIR, LtE4FMTF objectcuId &M
FActive Directory# entryUUID XfFOpenLDAP, SNEREFEIE Oracle Directory Server. &N
nsuniqueido. 8TAPEEERMPHNETRLIAE— 32 U+7NHFIEHRTF, KA 16 FHHFRTBEE
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o AE—FIR:. SALDAPAM —IRRTHEMENRBIR. EMEMTF saMAccountName & FActive
Directory#l cn 33 FOpenLDAP, ¥R ZEHAZE Oracle Directory Server. iEHIN cno

° * 2 UID* : 818 LDAP ARYKAM—IRATTHEMENZFR. LWEMZFMT objectculD &R TActive
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° FH1HF: LDAPHRSE 230VARSS 28 AR SRIPHAL,
o *Um * . FFEIEE LDAP ARSEZ 28R,

@ STARTTLS BY2tiAimd79 389 , LDAPS FYERIAERIA 636 » 1BE, REFHANIEECEIE
t, @A LUEREREC,

C PG BIEEE LDAP RSBOMFNESRET (DN) HREHE,
() ¥ Active Directory , EEAIUERIEEIINE REHAAS L AR

EERRAPYUMERTIHANA R UKiAR LT B IERIARER
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2,

() aw—aiEERAES AEADN AR —,

° FAFEMEDN: 18 ZRA P RILDAPFINAYE] 3342 FR(DN)RI T2,

()  mrw— s ErER Ry P DN A AR,



6. EEHMERE(TLS) B H. EE—IRL2IRE,
° fEFISTARTTLS (BiX): ERASTARTTLSRIFSLDAPRSSHRBELE. XEZINATED,

o * fEFA LDAPS* . LDAPS (E7F SSL Y LDAP) EIN{ER TLS 5 LDAP ARS328EFEE, BT ERS
MRE. ZIFIET,

*JE(ER TLS* . StorageGRID £4:5 LDAP RSB 28 ZEIHIMERER A EIRIF,

@ U0 Active Directory fR532858%HISEHE LDAP &2, MIARZIFER * AMEH TLS* 1EI,
A {ER STARTTLS 3¢ LDAPS o

7. YNR¥EF STARTTLS ¢ LDAPS , BEFHE T RIFEEZESMIER,
* FERIBERFKCAILR: FERRERE LLZENBIACAIIPHRFEER S,
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MRERIRE, BB EXZDIEBEFIFFILE CA B AESR,
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LDAP service type

Select the type of LDAP service you want to configure.

Active Directory OpenlLDAF Other

Configure LDAP server (allfields are required)

Hostname Port
my-active-directory.example.com 389
Username

MyDomain\Administrator

Password

Group Base DN

DC=storagegrid,DC=example,DC=com

User Base DN

DC=storagegrid,DC=example,DC=com

ﬂh%ww,w‘%wwwmww

BXES
"TRFEH TLS EENEE"

"ERRERERIEX"
pelbeziziall vau
"EREF KA

ACE OpenLDAP [R5 28A9 &N
WRE(FER OpenLDAP IRSZ2HITENELE, NAAMTE OpenLDAP AR5 28 EALEREIRE.
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Admin Groups

Add and manage local and federated user groups, allowing member users to sign in fo the Grid Manager. Set group permissions to conirol

access to specific pages and featuras.
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a. TEMRERSED. EFEHEP
b. EFFFIKF. ARRERIBKS
C. NRER T EA B SR ERE. FEUHETZEEE. ARBELREFS

Edit Tenant Account

Tenant Details

Display Mame 53 tenant account
Uses Own ldentity Source [
Allow Platform Services W

Storage Quota (optional) GB -

B 2 RAE P K P DUE
a. EEFEMEFKP. BEER ARULHroot AR SHERIIHEPIKS,
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b. FEHFEIRIERH. BRI AT >

¢ WRELENIEFA NINREERSEFH— P EXEADE RIAR "R,
d. JE5Ho

e. HAER LI BAFRRAFR SO EHREREIE,

BXER
"ERERERIEX"

BB

“EREF KA
fERDERN

7 /9StorageGRID FIFa&HISShEE S5 F(SSO)zHi. BRI UFERDERAEEN NI MK
#7515 E8YActive DirectoryBX & B2 I8IEARSS(AD FS), BFESSOG. ErI L EH B
SRAUCEINLFHNAMNMENKT A EE. EMERVERASENE
FiStorageGRID AP HISSO,

ERENNE
* ERER R R R B RS,

* BRI EERERIHRR,
KFIEAES

BASSOG. MRAFSIRBERIEET S, MStorageGRID £MAD FSEZESMHIITFIEK, Rid*. ADFS
2[[StorageGRID XN IRIENN .. F8RENIEREBER. FFHRINIER. MNSRAPRE—EH
ME—HRIRT(UUID),

E 71 StorageGRID (ARS1RE)FIAD FS (BH1REER) AR SHRIEERH#ITLLERE. Eum
7£StorageGRID FECEFLIRE, ETE. EXITEAAD FSASINEET RRIBRB S EE. &E, B8R
& [@% StorageGRID LS SSO .
FRVEERE, TUBEMRTIEERE, FERBA SSO ZalllitfraigE.
BPIBIERADEER. BFEHE. XFRBHEN, MNREESTEStorageGRID FEZESSO
@ [EIZENRIEZEAD FSIR#iAEE. BEZRMAENEET SSSOME S (SLO)#HE. BHE

BR*. ¥iAStorageGRID igE. NAD FSHHNEMEETREIREKMAEE. ARBRERE U
BRSSO,

p
1. RERNERERER

IEEHE 87 Single Sign-On TiE, FHikiF * B2/ * &,
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Single Sign-on

You can enable single sign-on (S50) if you want an external identity provider (IdP) to authorize all user access to StorageGRID. To start, enable identity federation
and confirm that at least one federated user has Root Access permission to the Grid Manager and to the Tenant Manager for any existing tenant accounts. Mext,
select Sandbox Mode to configure, save, and then test your S50 seftings. After verifying the connections, select Enabled and click Save to start using S50.

S50 Status # Disabled " Sandbox Mode " Enabled

@ MRKETRSSORTIET. EHIAEEFActive DirectoryBR B NEAS B 195, IHEN"EHA%E
RERHER,

2. EFDEEILIE,
LA E R B HiREERNAI A IRE. EERREERSBOP. *RBLEFEARIK, EERTEIERE
ERR B PBS IRZHIZEE (FI90Active Directory).

3. EEMNRERERS S
a. MASAD FSHERHZTTEE2MERENE SRS B R,

@ EEHBEEIRSEM. B8 FIWindows Server Manager, #E#F*TE** AD FSEIE*, M
BERER, &F * REKSSNINIERSEY * . KERSEMETEE-NFEF,

b. i%ﬁ&%{ﬁﬁ{#ﬁﬁIlrﬁ]@StorageGRlD IEREESSOREIE SRS RERFMER 2 (TLS)RIRIFIE
%o
| ERRERG CAIMES *  ERREFRA LRRNRIA CAIEBHREER 2.
P ERBEX CAIET * : ERBEEX CAIERHRERT 2.
INREFFUIRE. B CAIEB XAMEREHIF RIS,

* *BNER TLS 1 B/0MER TLS IEBREIFER.
4. TERBAED . FEEERE KBS EENER T StorageGRID EIE T R AR SRR

° BiEN. MNRENMERE—IMEEDT S, HEGBTITRRASRMESEET R, 158N SG
StorageGRIDo

c NEMERESZNEEBET S, FESFME (HOSTNAME] EARIRFTH, Flil: SG- [HOSTNAME]. Wt
ERBER— R, Eh OS85 M EET SRS TANT. ZIFAFEFTANEINE. <18 B4R
#StorageGRID AN ENEET RtIBRKEBAEE. WENEBETSBERIAEE, IHRERR
A UZeME R HEHEAEET =,

o BERE,
© FBEERIMCHE * RF * BH LERIDH.

Save

° PR ERDERAAIAEN. WIAREEBRANEERI. ErRILUEEAAD FSABTEET REER
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S EEF M R R E R (SSO)M HE RIETH(SLO)HIZ A E A AR T

Single Sign-on

You can enable single sign-on (S30) if you want an external identity provider (1dP) to authorize all user access to StorageGRID. To start, enable
identity federation and confirm that at least one federated user has Root Access permission to the Grid Manager and to the Tenant Manager for
any existing tenant accounts. Mext, select Sandbox Mode to configure, save, and then test your 550 seltings. After verifying the connections,
select Enabled and click Save to start using S50,

S30 Status " Disabled * Sandbox Mode " Enabled

Sandbox mode

Sandbox mode is currently enabled. Use this mode to configure relying party trusts and to confirm that single sign-on (S50} and
single logout (SLO) are correctly configured for the StorageGRID system.

1. Use Active Directory Federation Senices (AD F3) to create relying party trusts for StorageGRID. Create one trust for each
Admin Mode, using the relying party identifier(s) shown below.

2. Go to your identity provider's sign-on page: https:/fad2016.saml.sgws/adfs/|s/idpinitiatedsignon_htm

3. From this page, sign in to each StorageGRID relying party trust. If the SSO operation is successful, StorageGRID displays
a page with a success message. Otherwise, an error message is displayed.

When you have confirmed SS0O for each of the relying party trusts and you are ready to enforce the use of S50 for StorageGRID,
change the S50 Status to Enabled, and click Save.

BXES
"ERRERERIEX"

TEAD FSHRBIZEKHMSEE

& AZER Active Directory H%Aﬁﬁﬂ_zu_l:ﬂﬁ% (AD FS) ARAFZHHNEINEETREIE
KE A EE. EEILUER PowerShell 5<%, M StorageGRID § N\ SAML st#3EsFshia
NEHER BN AF 5 51

{EFWindows PowerShell Bk #i 5 {=1F
&R LUEFAE Windows PowerShell RIEBIIFZE— a2 MK S 151,

TEBENAR
. %ﬂxE'f StorageGRID HEEESSO. HEMERFZHENEET AN MREE R (3P )F&H SRR
Fo

@ 1BA TN StorageGRID REFHENEET REIZERH S EE. NETEETRBERNTS
51, AIHERAFATUREMERIEHETAMEET =

* 8B 1E AD FS RIS EEREL, aILAIR Microsoft AD FS 3%,
* IKIETEER AD FS IR, HEAETERERA,

KTFUIAES

X L35 BAIE RS FWindows Server 2016[IHHIAD FS 4.0, INREEAZEWindows 2012 R2[IHAJAD FS
3.0. SAERISETE BBEARR, MREHEMEE, H5E M Microsoft AD FS X4,
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SHIE
1. MWindowsFFia g, AEEHPowerShellBfR. AEEE UEBIERBHHEIT
2. 1£ PowerShell G 1R, BALUTHS:

Add-AdfsRelyingPartyTrust -Name "Admin Node Identifer" -MetadataURL
"https://Admin Node FQDN/api/saml-metadata"

° J&FATF Admin Node Identifier' K. MABETRNKHAIRRT. SERERNELETNTES
#El, Bla: - sG-DC1-ADMIo

° &ATF Admin_Node_FQDN F. HMAEB—EETNRNT2REERZ. WELE, ELUSBATRR
1P ititk, B, WMREFFLLEN P #ill, EFR, MRILKHSEER IP It REER, EHIE
MNEREZLEE )

3. £ Windows Server Manager &, %% * TH*>*AD FS &I& *,
BTG 2R AD FS B2 TH,

4. %% * AD FS* > * {R#IA1EE * o
LB R B A# 5 5 SR

O. AT SR AYIRI TS (S EARNNI E)42 Hl SRBK ©

a. HENERINIBIZRI R 5 5 1E.

b. HRBTEME, ARERF * RELEITHIERE .

C. IRl HIERER,

d g8FH WA ARBEHE
6. IR L RGN eI 2 AIE X EE:

a. HENERINICIZ BRI 5 5 E.

b. HRBTIEE, AFERE * RIERTRBLMREE *
L2 ray ) G S
d. EEEMNERTIE L. MFIRFPEFRLDAPEBMIENBRLE . ARRET—F%
e. FEEEMMTIE L, BN ZRET.

(9]

Fgn, I8 * KR GUID BEXALZFR ID*,

f. SMFEIEFME, R * Active Directory* o
0. TEBREYERAY LDAP BIEFIH, N * WK GUID*,
h. TERRETRAVE HFRINERIFERET R, M TRIFIFRAIEE * B ID*,
L BETER AEREWE
7. BIATTEIRERIIS No
a. ARPHERBAETUUHTAEE .
b. HINBIETE * Ihm *, *HRIRFF * M BE *IEmMR EHFE,
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NRER DI, BN S THIEIL RS IEH, HERFFaANERIR,

8. B8 LRSI, 7 StorageGRID ZFHHIFFE BT REEEKN S EE,
9. 5ERlfE. IR[EFIStorageGRID "I PR fk#i /5 EE" UMINECE EM.

BESNKSTHIEIR ARG EE
TR LB AR SN EET 28 SAML TTHIER S NS MRS S ERE,

ERBEHNE
* EEEStorageGRID PEEESSO. ¥ BAIERSTE MEET M2 T E (PRI ST

A%

fTo

@ BA AN StorageGRID REFHENEET REIZBRHSEE. NETEETR/BERETS
51, AHRAFATUREMERIEHTMEET R

* 8B 1E AD FS REIBMKHM G S1ERVEZL, WETLLAIR Microsoft AD FS X,

* WIETEfEMA AD FS E12%7t, HERTEESA,

EFIES
X L35 BRE B FWindows Server 2016K1tHHIAD FS 4.0, 1R EERHZWindows 2012 R2KIHEIAD FS

3.0. MARINRELE BEARR. NREFEMEER, 1ES 0 Microsoft AD FS X4,
TB

1. fEWindows Server Managerdl, BH*THA* JAFiLEFE* AD FSEIE"

2. TEIRIET. BERMKBAEE

3. TEWelcomeDlmE L. E&#ZF*FEEARI . SAFRT FFE".

4. JFHF * SANBREE S NTEL S AMMLE LR TRBVEEE * .

5. 7F * X cEuEiE (ENMBH URL) * A, BALEET R SAML THIENUE:

https://Admin Node FQDN/api/saml-metadata

&MATF "Admin_Node_FQDN . BMAB—EETRNT2RERZ. GIEHXE, ELUNBT SR IP
ik, (B2, WREELREAN IP i, 5, WRIKHSEER IP IR EELL, B ERNE
MU LIEE )

6. THEH S EEBS, RERMSEEHXFZAS.

@ WMANERBIREY, BEASET SNEXAIRAR, SWIZEIESSA Single Sign-On TIE L
BT eMEE, FI80: sG-bpCcl-ADMI,

7. FNINAEERFN :
a. HRBELILEME, ARIERE * FIERIRIEARERE * o

b. BTN
C. EEEMNERIIE £, MFIRFPIEEFRLDAPBIEENBERAIX . ARBEE T—F%



d. ZEEMNTIE L, BN ERETR,
BiIgn, R * FR GUID BEXHAER ID*

e. WFEMTEME, 1%E#F * Active Directory* .
f. TEIRETRAY LDAP BT, EAN * WK GUID*,
0. TEBURRAVELRIERIFEESIR, N THIFIRFIERE * EFF ID*
h. gH*FER* AEREHRE
8. HIATTEURERINS Ao
a. AP EAM S EELUITHAEREY,
b. HINBIETE * imm *, * NIRRT * M * FE *EWR ENFE,

NRER DT, RHIARKS TR E R EH, SERFFaNERIR,
9. &8 LAY EE, A StorageGRID ZFHHIFIE EET REEEKM S EE,
10. 5EpfifE. iR[E1ZStorageGRID 1 "MIitFTH f#i 5 (5E" LAFIAACE [Ef.
FEIRBIRM S EE
NRIGERTSNRHEHSERVESE, WA AFERNE,

BEBENRA
* 8B 1EStorageGRID FEESSO. FEMERFAHRENEET RIS MREF A (SIPHIIL)FKE S HRiR

o

2

C

B

@ B StorageGRID AAFNENEET REIZKMGEE. MNEIMEETRIBERMS
5, THRERAFTURSMERMEHEEMEETR.

* [EE3X1SHStorageGRID EIERE EERBEESXGER. HEIEINAM L Shel EREIEET o

* 8B 1E AD FS eI A S1ERVEZL, WETLLAIR Microsoft AD FS X4,

* WIEEEA AD FS EE&8T, AEBTEERYA,

KXFIAES

X5 BRiE P FWindows Server 2016 AIAD FS 4.0, WNREEABIEWindows 2012 R2MIHHIAD FS
3.0. ME£FERRES B BBERE, MREEEMEED, 152N Microsoft AD FS X1,

B

1. fEWindows Server Managerdi. BH*THA* fAGEEE* AD FSEIE*
2. TERIER. BERMKEAEE

3. TEWelcomeDlmE L. EZF AR . SAFRT FFE"

4. EFEFMANE XA ANEUE. RAREET—F%

S. TIPS EERS:

a. ALLEETRRNERET.
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NTHRER-EE, BEREETRIKRBIAMATY, SHEREESNERERNELERN—E. FN
. SG-DC1-ADMlo

b. Bkid itk BRI ERE Bl ik S hEINZIIE o
C. & URL Ti@E L, %7 * BAX SAML 2.0 WebSSO WhiXMIZ1F * Ei%1E,
d EANBETEM SAML RS S URL :

https://Admin Node FQDN/api/saml-response

EATF "Admin_Node FQDN F. MNEETRNTEREER. WNEXE, EEILATIREY P it
it B2, MRETELAIMAN IP L, EFEE, MRIKHSEEN P UL EELR, EHNER
EReIZIILEE )

e GREMRANIEL, BER—EET REVRMAIRAE:
Admin Node Identifier

IEFATF Admin Node Identifier' F. HMABETSRNEHATAFT. SERERNELETHNTES
tHE, fl%0: ~SG-DC1-ADMI1,

f EERE, REKBAEEHXARS.
IHEB R TR 4R SR TR R 15 A ISR B M EAE

() ORRSTUINEE, BERBTUEE, ABES - FETTREREERS * .

6. EREEMNES. BRI
a. TEEEFEANEIRTIE £, MPIRPIERISLDAPEMIENEFRELZE . AREETT—F%
b. FFECEMMNIE L, BN ETREM,

Fgn, % * KR GUID EXALZFFR ID* .

c. JWFEMENE, &I * Active Directory* o
d. 7EBRITRAY LDAP BT IH, AN * HKR GUID*,
e. TR RAEHMIMEIFERATIR, KN THFIRFPIERE * Z#7F ID* o
f pE . REREHE
. ARBREERBAEEUITAEEM.
8. £ * imm * &Mk L, RELEH (SLO) REHR:

a. BERMSAML *,

b. %E4F * iR SEEY * > * SAML EHH *

C.IEEBE>CEEM .

d. £ * 85 URL* FEF, IABTMIEETRERFEHE (SLO) B URL :

https://Admin Node FQDN/api/saml-logout
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iEATF "Admin_Node FQDN TF. WMABETANZLREERZ. (NEHXE, ErLIET =/ IP
sk, B2, MREIEUAGEN IP i, BEFE, WNRIILKFAEER IP A ETR, BAMEHHE
eI EE, )
a BEHEHE*,
9 &R *EME L, IBENKHAEENSRIER:
a. AIMBENIES:
" NREBEKBEENXERUEP E1EE] StorageGRID , IHIEFIIER,
F MREZEEENXED. BERIEET A, AFHE /var/local/mgmt-api BEETRAER.
SAIGAIN custom-server.crt IEPBXHE,

“F: MERAEETANRINED (server.crt), MIREETRHIMEEE, WEMET RV ENRE
REIANIES, BREEERKRHASET.

b. BF*WA*. ARRTHE"
RS BIERRREFH Ko
10. B8 FARPEE, A StorageGRID £FHHIFE EET REEEKM S EE,
. ZEpifE. &[EIZIStorageGRID # "MFIE K 75 EE" LA E EH.
MRS EE

£ ¥} StorageGRID 52#IfEFAR R ER(SSO)ZAl. BFHIABERELERRERMEE
H(SLO)o MRENEBNEET RGBT KA EE. BRIAETUNEINEET RE
FASSO#SLO,

ERBHNE

* B EARF R SRS R AR EE,
* ERRAE R RIR

* EBFEAD FSHEE— NS MM .

p
1. g RERNERERER

B R £ R Single Sign-OnBiE. Hifk#E 7D EEIE,
2. ENEENGAP. HEEBSHRMAEFERITEVEE,
HURLZMIETE BX GRS B FERPRANEIRERN.
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Sandbox mode

Sandbox mode is currently enabled. Use this mode to configure relying party trusts and to confirm that single sign-on (S50) and
single logout (SLO) are correctly configured for the StorageGRID system.

1. Use Active Directory Federation Services (AD FS) to create relying party trusts for StorageGRID. Create one trust for each
Admin MNode, using the relying party identifier(s) shown below.

G. 5o to your identity provider's sign-on page: https:ffad201E-.saml.swsfadfsfls!idpinitiatedsignnn.htnD

3. From this page, sign in to each StorageGRID relying party trust. If the SS0O operation is successful, StorageGRID displays
a page with a success message. Otherwise. an error message is displayed.

When you have confirmed SSO for each of the relying party trusts and you are ready to enforce the use of S50 for StorageGRID,
change the S50 Status to Enabled, and click Save.

3. BEIbHEE. HERBUIURLERIHMMEEINEEER. LIRS HREREFINERTIH,

4. BNECIUFEHRASSOERE|StorageGRID |« iHEF BRI TR Z— EFEFEET S BKRB SRR
. ARRHERS

You are not signed in.

C Sign in to this site.

I SG-DC1-ADML j

%éﬁzl%;ﬁj_\lu\gﬁu)\ﬁﬁp % *” ‘Z\Er.llo

S. BINERIEXS A P R FE.
° YR SSO BERFEHIRIEMTY, WERET—FAMINER.

+" 5ingle sign-on authentication and logout test completed successfully.

° JN3R SSO #ERM, MR R—FHERES. EEREER , BERNEERY Cookie HEIH,
6. E8 RS BUBIAEET BRI EMEET =,

YNRFAESSOBERAEHIRIFIMIN. MATLUSASSO,

BRERER
RN ER NPT StorageGRID kHi S EEZ/E. ERILUIBRERER(SSO),
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* BB TMENBRRESAZEL—PEKEH. HER oot R EENIRD AL 1ZH. M TFERMABHEFK,. &
HIAE DB — S AP XM EESENE P EE2E B BrootiARN R,

* fmwn e R 2EUNR PR B KB 5 S 1E-
3
R EEEIRRERRERERS
LLEEE B /RSingle Sign-OnBimE. FiEFT* W EE*
2. >|'_|' SSO 'U(n_.\EE&?‘j * E:Eﬁﬁ *o
3 BERE",

LR R —REEHER.

A Warning

Enable single sign-on

After you enable S50, no local users—including the root user—will be able to sign in to the Grid
Manager, the Tenant Manager, the Grid Management AP, or the Tenant Management APl

Before proceeding, confirm the following:

# YYou have imported at least one federated group from the identity source and assigned Root
Access management permissions to the group. You must confirm that at least one
federated user has oot Access permission to the Grid Manager and to the Tenant Manager
for any existing tenant accounts.

* You have tested all relying party trusts using sandbox mode.

Are you sure you want to enable single sign-on?

=1

4. BEES. ARREHE"
I, ERRARERER.

@ FrE AP ERIERASSOLRMSEIERE. AR EEE. MISEEAPIFIFEF BIEAPI, 7y
R Z/&BiA18) StorageGRID o
PRESER

MREFBREERAERER (SS0) Ihek, WeILBRALThEE. SIARARRER
, AEAERASMNIERS.

ERENNE
* R N RS R B RS,
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* BRI EBRERIRRER,

p
1. R REIFRIEHI R R ER

A& 2R Single Sign-On Tii,

2. iR~ BB %,
S BECRES

I REER—FEEHELE, EREtAFRNETUER.

A Warning

Disable single sign-on

After you disable S50 or switch to sandbox mode, local users will be able to sign in. Are you sure

wou want to proceed?
o

4 BECHE

TR&EFE StorageGRID B, &7 StorageGRID B RTH, EaAHiaN\ZASHs B4 StorageGRID FF
B P B,

IR SEAAEFEA— T EETRINERER

MRELREFR (Single Sign-On, SSO) RAKREHIE, EAIGELEERIIMNEEIE
25, EXMIBERT, BAIUAN—IEETNTRIGNZEAHEHBHE SSO . EEAHENR
F3 SSO , wJuiARTmaYan< Shell o
BEENAR

s B BB RERIA R,

* IBNINER Passwords. txt X&

* & TADE Zsroot A P AV Z2 D,

KTUAESS

N—TEETREA SSO 5, ErILLIAHE root AR B EREIMEEESS. ERIF StorageGRID R4%HIR
2, BT EHERIAERT < Shell EEET R EEHBA SSO,

J— IR AR SSO FRPMMMREFARMSET M SSO WE, MEEBENSAE
(D) RWELH - BA SSO* SHERRIBETRS, H#EAFEIEN SSO REMBRIFE, B
S EHTER.
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g
1. BRIEETS:
a. WAL F&<: ssh admin@Admin Node IP
b. FNAFIHAIEERS Passwords . txt X
C. BN T ap <tk Eroot: su -
d. WMAPFIHAIZR Passwords . txt X

rootFAAFR B ERE. IBTRAEMEN $ to 4o
2. BT F&%: disable-saml
I ETR—%ER, IEHm<ER%R this Admin Node only .
3. MIAEZEH SSO .
ET—FHER, BrTRILEEAERER.
4. )k Web 55 28iA 1R E—EIE T = LRI EIRER,
ME, HTFEEA SSO, RETMREERERIH,

S. EF AP & root M7 root AFMEIEER.
6. NREERFEESEIF SSO EeEMIIHATEAA SSO :
a. EFECEIHRITEI RS E R
b. BRI EMIIETR SSO K&,
C. BERE ",

g diSingle Sign-OnTIHEFHREF = BB NE MM EFBASSO.
7. MREHRFEEMREFTELOMEEESEMIGIIEA SSO !

a. JITEERITHIERIES
b. BEFH. ARXHAMIEEESE,
C HEETRLEMBEM SSO ., ERLHITUTE—TE:

* BT TFE%: enable-saml
LR ER—%ER, BHm<EAFR this Admin Node only o
HINERH SSO .
ET—%FHR, BrTRLEBARERER.

o BRSNS = reboot
8. M Web N528th, ME—EIET 2ihRMEEIESS.
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9. HIALLATIE 2 StorageGRID BERTUE, FH AL SSO EIEA BEIHIRIME E IR,
HXER
"TRERAER"
REEEARF IR

BRI LUE AR P iRl P A IE Y /N ER R F inih iR StorageGRID Prometheus#8iEZE, &
PimiEBigft 7 —MER M T A 55 StorageGRID &R £ o

MREEEFRIN ST T AiARStorageGRID « MABERMISEIESS LERERF P IHIER. HROEBRE
EEFFISET A,
AMIBEREFPIRIED
ERNBEFRIER. S LURHE CHIE P ERME SRS ER—MER,
BEENAR
* IBATEA root FIEIAR,
B SRR AR B R EIMAS E IS,
© BB B IR T AV IPHIAE I A .
* B E BL& StorageGRID BIREORS ZIEBHABHENCAS
* NRE HEEECRNER. NAtitEN EATUREIIEPHN AT ZHMEREH,

p
1. EWREER . EFREEE > EEE > & P IRIER.

IR 2R P IR IEF DU,

Client Certificates

You can upload or generate one or more client cerificates to allow Storage GRID to authenticate external client access.

I+ Ach:l| /‘Er'lt ® Remove

Name Allow Prometheus Expiration Date

Mo client cerfificates configured

2. 3E%F Ao

AR B EAZIEBDIE,
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Upload Certificate

MName @

Allow Prometheus @ [

Certificate Details

Upload the public key for the client cedificate.

Upload Client Certificate ‘ ‘ Generate Client Cerificate

3. BA— N F1RIB2NF R ZEHSHEB B FF.
4. BEAIMNRSIET BifinlPrometheusiBin. 1HIEF* A iFPrometheus*Ei%1E,
S. HESAEMIED:

a. B HEER. BEE i,

b. BEARIEP. BEEE I,
6. B HEZIEH. BEHRITUTIRE:

a. EF EEEPIRIERS

b. XIS IIEPEINE ZH,

FEEBHNRE BRE. RABEZCERTHIE I BPEM*FEL,
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Upload Certificate

Name & test-cerificate-upload

Allow Prometheus @ [

Certificate Details

Upload the public key for the client cerificate,

Upload Client Cerificate ‘ | Generate Client Cerdificate

Uploaded file name:  client (1) crt

Cerlificate metadata & Subject DN: /C=US/ST=California/L=Sunnyvale/0=Example Co/OU=ITICN=* 53 exa
mple.com
Serial Number: 0D:0E:FC:16:75:B8:BE:3E7D:47:4D:05:40:08:F3:7B:EB:4A:71:90
Issuer DN: /C=US/ST=California/L=5Sunnyvale/O=Example Co./0U=IT/CH=* 53 exa
mple.com
Issued On: 2020-06-19T22:11:56.0002
Expires On; 2021-06-19T2211:56.0002
SHA-1 Fingerprint: 13:AADG6.06:2B:90:FE:BT.7B:EB: 1A:83 BE:C3:62:39.B7 AG:E7:FO
SHA-256 Fingerprint: 5C.29.06:68:CF.51.50.B8.4F A9 56 FT AT AB.3C 36 FAZDBT 32 A4:CH;
7485 2C8D:EG.67:37.C3AC 60

Certificate PEM €

J
MCkNhbE1mb3 FuaWEXE ]

SES8 xCzRJBgHV

Copy cerificate to clipboard ‘

[

a. EFRIEPEHIBIZIMGIR . RERIEPMIEEI SN T A,
b. fEA%RIE TR BEHIFHMMETIMBEIE T A,
C. EEFEMRE UTE MBI PRTFIED,
7. BERMIER. EHITUTIRE:
a. EFERE P IRIER
b. HNEIET RHIHE SkIPHE,
(BTN —TX.509 F RA(tBFR A BT 43344 FR(Distinguished Name. DN)). UHEREIIPHEER,
d. (ALENEFIEBHERKRE. BIMENT30X,
e EEER

o

IR FEZR BT EdE . EBPEM MNERET AERFR.
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Upload Certificate
Mamz & test-cerificate-generate

Allow Frometheus @

Certificate Details

Upload the public key for the clisnt cedificsts,

Uplesd Client Certificste

| Generste Client Cardtificate

Certificate metadats  €) Subject DN: /Ch=tastcom
Serial Number: 0B:F2:FB:78:B2:13:E4.0F :54:83:30:35:58:8F: 2A4:03:53:BO:EZ:0
A
Issuer DMN: ‘Ch=tast.com
Issued On: 2020-11-20T22:44:48.000Z
Expites On: - 2022-11-20T22:44:48 000Z
SHA-1 Fingerprint: 8E:08:8C:F8:3E:20:88;E4:C8:42:52:5F: 32, TE:ET:63:808:88:F3:3
o
SHA-258 Fingerprint: 73:02:51:83:ED:D3:8%:AD:7E B8 :4C:AF AE:34:76:B8:42:FE:0D:
EF:73:C0:A4:68:C2,EB:85,84.C2:04:7ABD

Casificate FEM &

B wESERHABGAITEAwk IaEVsdCoFhd OwHho M 2 xTT

M3 IORDOEW  ATHR Ew D T VOO DDA R 0 R XN LR v b T CCA S Iw DU Y JRo 2 ThecBAQEREOAD
goEPADCCADeCggEBAKO24E S e e EuBb2 B cidf Mt TeExLeBEmtdvIwszlgrwh
KgHEZIBEYI0N/ Vo720 2miEE yEwk yQTXSC0E Invr 0 S TRLIR fh =T oo Laly E
De=BEFYzd02axinEl /X ANTEcERET ST OO Cudc 0V uVlexdy2 1T SSokn i Bmla
EivnkUTCBSCEEyTFalaoisleTH IO BOxBECpADT FOEaIy2 £6Kg5eS
FEOCoLRcNaXlaslOdDT4 ZgTgo¥ U DT a oo h Ix0n SO A E SR £ v gSiwE2PETUBM
1oBGmuc faWHdbpLeNp0 eI Ve P hgh e R g x Wi =t KCAWEL R QM MATwEwYDVR ORBAww

Copy cerificate to dipboard

Certificate grivate key @ | ———" BEGIN ‘RI: FRIVATE FEY---—— "~
HIIEpQIBARKCAQEAr TZ0H2bHak+=ad0r Bk y iy T 1/ +1NuzEn0EaE T LB FO2ENC /Bl
EdnaUHlghCEoq vk l1Ha Y borTHCTJBOQE 15k 1+ RIME - dhZ ScExCEwige K2VRUD T
CwE e B TP Do 0 F4R TN Bk ix VT S I TOMa T i J s R SV EH I IOVE I RygeMEY Sas
TR g TR P I Bn T T0S 4 Sogylw oM EVDOg R /A TUHTEEokngPaTHto i L2/ 0 2Dms T8
25Cg=203xad: gPulimoWo5h8kTnowEiHNHI £mi Dyxnkp S BN OMaDm/ oY «JEaW
IwZEERSpE S lukska kT DAVHONG TODFES CARAcIBACCEEUEY4pEOHOns
SuELEDedy v/ SCn+Rdmrodg B S xWECDrE IR1EDG+HThY r Edon EXHO0+ACTVAC)
HE1QET%DVpwEs Spublsri¥ Sere rEnp Bl CMaH Y BT xS ub U Tag sl
s IR FEIvAE T flrZx WY dn02RPE i rog Y gellge S Y (N7 32 03 naTrme Tdma Y EEE

Ad4Hvaon

Copy private key to dipboard

A& You will not be sble to view the cerificate private ey sfter you close this dislog. To save the keys for future reference, copy end paste the values to
anather locstion

a. EEFIEPBER B . AR SNRSEET AR,
b. W REFAAERIZIEINGR . AR EPUEESMBEIE T AF,

()  ®lxtEER. CREAEEULSA, FEAEHNHREME.

C. B RTF UTEME E RS P REFIEF,

8. MBS IET A LB TIRE, 40 Grafana o
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UTREREEEZRT—1 Grafana Rfjl:

HTTP

sg-prometheus

URL

https://admin-node.example.com:9091

Access

Whitelisted Cookies

Auth

Basic auth

Server (default)

With Credentials

TLS Client Auth

[ @ ] |With CA Cert

Skip TLS Verify

Forward OAuth Identity

TLS/SSL Auth Details

ServerName admin-node.example.com

Client Cert

a. * ZIR* L WANERBE.

StorageGRID REEIEE, BEMXIIRME—NBIRFN RN ERE,

b. *URL * : MNBIEBEY SIS IP ik, 1EF HTTPS i 9091




f5lg0: nttps://admin-node.example.com: 9091

C. BA* TLSEF IR A EACAIER*,
d. F¥EEEORS[/IEPHCARHABEHFHAEMZITLS/SSLEHILIEFMAER TH"CAIER"H,
e *fRSBF[/RM* | WABETREZ,

ARS5 28 R MR 5 BIRIE AR S5 SRIE B B RAVIE & ILAC,
f. GRIFFHMIXM StorageGRID A4 & HIBIERBFFALA,
WE, @R LAERIMERESIE T AM StorageGRID ifi7] Prometheus $&1To
BXREMHER. 1558 0StorageGRID MSiEHIHPEHERRIR P,
BXER
"“f§EFAStorageGRID £ iFH"
A EIEENE A EIEREE BT RS FIER"
"WIEARK; EPEHERR"
GIEEIERE RIS
EOI UREBIE B IUEREZ M. BANZAPrometheusifinl, & TE a0k B HAR _EEFIES.

TBEENAS

* B EAA root I RITNPR,

* ISR S AU ST 2R S REIMAR EIE SR

© B EEEIE T R AV IPHENE IR

* NREE FEMEBAAA. e AEARMITEN A,
B

1. &R R E > A RG> P IR,

LR BB P IRIERE, IRFIHIEIES.
KPFIHTIEREIEAR AR, MREBERIHRRELH, NWRPZET—FHEHREER,

|4 Add || # Edit || % Remove |

Name Allow Prometheus Expiration Date
) | test-certificate-upload v 2021-06-19 16:11:56 MDT
® test-cerificate-generate s 2022-08-20 09:42:00 MDT

Displaying 2 certificates.

BRI MAY RIER .
EFR ¢ AR ¢ o
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LB B R mEEIE T X A TR

Edit Ceriificate test-certificate-generate

Name @ test-certificate-generate

Allow Prometheus @

Certificate Details

Upload the public key for the client cerlificate.

Upload Client Cerlificate ‘ ‘ Generate Client Certificate

Cerfificate metadata @ Subject DN: {Chi=test.com

Serial Number: 0C:11:87:6C.1E:FD:13:16:F3:F2.06:09:DA6D:BC.CE:2A:A9:C3:53

Issuer DN: /Chi=test.com
Issued On: 2020-11-23T15:53:33.0002
Expires On: 2022-11-23T15:53:33.0002

SHA-1 Fingerprint: AEEG:TOAY.D3CI39, 7409 F3.6298.:81.8A,87.C0n43:168:89:AT
SHA-256 Fingerprint: §3.07:BF:FF.03:1E:84:F1:04:67.C6:16:B0:35:26:00:.C6:A3:13:11.TE:5ED
EC7TATEEF:23:14:55:30:56

CEATIFICATE-———-

Cerfificate PEM @ | ——— BEGIN
yzCOREDghs

ZERMASER

fag;{bl'-!z‘l"-'-"'l\.'cr'__""{JQ:ZITS OzUgl00Ma2EJUCH

4. IHEBHITARRRES.
PEFRF AT AR SRR P RFIER.
6. NRE _EE T HIES:

PR RIERE I 2B IR RIE BRI EI SN isiT T B

b. fEMA4wIE T AR RE R FHAMEE SMB IS IE TR,
c. fEShER i T AR REHMEIERMFAHA.
7. YNRERL T FIEP:

a.

b.

P RIEBE R ZIBI AR RO BraE 2SR T T R,
AR EHI 2B e iR I B IG RIS R s T B

()  =lFER. CRELASBEREHILALSA, BEATHNHEEME.

S ER s TRERREHMIRIEBM A,

""ahg"'"""‘“‘-ﬂcﬂ SExbzBgbIZmZ8zigpwlMu
zd._aJ...ﬁ OwHhcHMGE
hOZEH0LeNrETC

qf.,qu‘uuide_q

r L0 Hk;ﬂJX\eEﬁ.ch
EARMEMBUWEWYDVRORERWW

Copy cerlificate to clipboard ‘

B[]
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EEMRERREFHIED
NREARBRBIED. TLUSEMER.

ERENNE
* BT root SHITHUIR,

© ERREAR NS E R EIEE,
S

. SR ERE > IR B PR

IR B RE P IR IIE. AETIHIAIES,

|4 Add || # Edit || % Remove |

Name Allow Prometheus Expiration Date
() | test-certificate-upload ' 2021-06-19 16:11:56 MDT
® test-cerificate-generate « 2022-08-20 09:42:00 MDT

Displaying 2 certificates.
2. EERERIFREIEBAMAY 2I%RH,
3. & 5F * MR > o
eI B RHIARHEE,

A Warning

Delete certificate

Are you sure you want to delete the cerfificate "test-certificate-generate”?

| cca [
4. 5 HE

HEUEFIF AR BRo

FEERREERS 2

%ﬂMEE—ﬁﬁ%?%%%ﬁ%ﬁ%%ﬁ(KMs)%ﬁ#?ﬂﬁ%%ﬁ%ﬁﬁt%ﬁ

TARZIREERSEE (KMS) ?

ZAEIEARS 2 ( Key Management Server , KMS ) B—MIMEE=F R4, AIERARAEETIRFEMEY
( Key Management Interoperability Protocol , KMIP ) J33xEBx StorageGRID s _EH StorageGRID && T3
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RiRHINEER.

BRILER— T RZ N ZREERSFKREELEREEAT * TRIMNE * IRERVES StorageGRID R&ETIA
T RMBER, BIEEREERSFESXLERETRESHER, ERIURIPEE, BIERFEMBESOF
iRt RuNLtt, FgEESHITMNER, BRIETRAUS KMS BIE, TN EHIEE EREREE,

StorageGRID A= EIB S EEATFIKET RETIMEMBENIMNIEZ R WREHTRIERAIMNE

®

BUSCE B EX R AR 2 5o

#EStorageGRID MNZ& A%

RIAE RS 2R RIRIF StorageGRID #4#E, MM 7 HEINANS EZIRSS 28, FHELM T HENAIE
EMEER. fITRRERESAERRBEREEZAN. MIRFERHEL, BFSNEREERS R

StorageGRID 1= {#t 7 ZMEIEMNZIET, ENEFARGZE, UHEMES EZNEHIE

RIPEK,

TREBRL T StorageGRID e BIIINZE A%,

AN T

WL E RPN ZHEERSSS (
KMS )

SANTtricity System Manager #HJ3X
ML

B RN PRI

T1RIRE

&/ LI StorageGRID IS AL B
AEERSHBEE> RARE>E
IPAEIERSER). HALLEEBAT
RINE. AR, ’ET REEED
KMS LUERZIAMZZ (Key
Encryption Key , KEK) . IttZ4A
BTFxEME LNEIRENEZRH (
DEK) #H{TINEHEMAEE,

MRRNFEEEBR T RELSE
Ihge, MIBTLAUER SANTtricity R4t
EERCENEERETH, B
ZRIPIRThES_ ERVEE, TERF
FALttZ$R,

] LATERAS BRI A EE R
MEMEB(ELE> RPIRE > T
EI), BARE, EAREFHED K
LA REAMNZRIFII RE =
EHNEREHAITINE,

ERYR

REHAEIBAT * TRNE * 19i%
BT R, ®8E LHFRE IR I
LI RKR T MEIEA OMIBR. BT
5% StorageGRID 7ZiEFIARSS1&
BEEFER,

BEE2WENE (Full Disk
Encryption , FDE ) IXGH2SEXBEFR
= ERIEFRE (Federal
Information Processing Standard

, FIPS) I¥chasmyiFfEigdE. &%
Ixzhas L RYFRA R eI Bh LE YR
ERFMEIRFOARIPR. T EER
FRLEFHIGEHEFRRSIEE,

"SG6000 7Zfifi%E"
"SG5700 TEfEIRE"

"SG5600 FFfifigE"

HENNS3FISwift iR EdE, MA
FHEIMRARME, FWRTEIE
A E B EIRRINE,

E BT RN
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Jilikzagrinil
S3 FiEDERMNE

S3 WRARSS\WIHME (SS3)

ERZEFRMNER (SSI-C) #
17 S3 WRARSS WIRMNZE

INERE BRI

StorageGRID #MERRIFT R IN%E

70

TRIRIE

[EEER PUT 23 ERANEER A 73
EBBRAME, EEIRENREIM
BRI RESTEHNAEEITI

Ho

& /] L] @R S3IE K UFEENR
HEIFE x-amz-server-side-
encryption IHRIR,

fEerLAR) R S3 iERUEFHE—
MNEHEE=MERIRK,

* x—amz-server-side-
encryption-customer-
algorithm

* x—amz-server-side-
encryption-customer-key

* x—amz-server-side-
encryption-customer-
key-MD5

MREHEETF S5, WATUTE
StorageGRID MR FENNZR 75 7E 5T
BANEREBUIREFEESTNE,

ER M REIBRMTTEEERN
StorageGRID Z /i, &RILATE
StorageGRID MR RENNZR 5 75T
XEESRR T EIRHITING,

ERTR

[T NBISIH REUE, HIHNF
D EAEEME. WEFHED X
RRME . WRITHIENH AU
HHRERINE,

"R S3"

[T NBISIH REE DAL
MRIBEME. WRTEHIENHA
BUREIEARINE

StorageGRID fA R EEZEH,

"R S3"

[T NBISIH REE DAL
MRIBEME. WRITEHIENHA
BUREIEARINE

Z4ATE StorageGRID Z4MNATTE
IH,

"R S3"

FREXNREE, THUEMAREKE
HIE, RIS ENRIEFEEER
B,

SNER TR TS % A) LASE AR b N
BREMER, SIS HAHAM
HEEAER,

RN REIEM TE (RAKE
TIREAIE) o

SMNEBINER 75 7 BT LASE P AR st I
BHEIENER, AILUSHIHAVEM
HEEGER.

"Amazon Simple Storage Service
—HRARIERE: EREFIHINE
RIPEUE"
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ERZMME S E
RIEERER, E—RAUERZMMETSE, F40:

* eI LUER KMS RIRIPIGET =, tAILAEER SANtricity R4 EIRSRP ARG L2 NRETER—IZ&HHY
BNZEZIKspEE L " d #HITRIEME " #ik.

* EEILUER KMS R RIFISET R LHIER S, B UEREENRMEMNEETERNRE MR E
HITINE

MRIABE—NMBOWNERFENE, BEEEFEIRIBIHEREIZRINE. BRZSMEINBNEZREHIN
A RERL Ao

KMS Mg & ECE R

EERAEAEERSSE (KMS) RIPIRE T = LR StorageGRID BB Z A, #NTThM
BERERES: IRE—1TEZE 1M KMS IRSSFURNSETTRBBATRME, STTHRXMINED
BfSE, BREEIERBH#HIT.

IREEI SR T EH KMS 75188 T = _EfR3IP StorageGRID $IEHNER T B,
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MEERTRT KMS IgBMIREFREHITHIT, B, EAMREREENMNMRETABATRMEZAIHZE
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KMS setup

Create a StorageGRID
client in the KMS

Obtain KMS details:

¢ Host names and port

s Alias for encryption key
e Server CA certificate

* Public client certificate
e (Client private key

Add KMS to Grid Manager
for a site or group of sites

Poweron

or reboot?

Appliance setup

Enable node encryption in
Appliance Installer

install appliance:

e Disks are encrypted
with data encryption
keys (DEKs)

* DEKs are encrypted
with temporary key
encryption key (KEK)

Deploy appliance asa
node in StorageGRID

Has a KMS

been configured for
the site?

Appliance receives KMS
configuration

Appliance connects to
KMS to request key

KMS key replaces
temporary KEK

Appliance is secured by
KMS




EZIAEERS 2.
L ERAEERSS(KMS)
KRETHEERSREEUTEEATE,

TE BE0

A8 KMS #3%F, HmEE KMS 3 KMS &8558 II—  "TEKMSHRiStorageGRID L& HE Fim"
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X Appliance node without node encryption enabled
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Key Management Server

If your StorageGRID system includes appliance nodes with node encryption enabled, you can use an external key management server (KMS) fo manage the encryplion keys that protect your StorageGRID at
rest.

Configuration Details Encrypted Nodes

You can configure more than ona KMS (or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Eefore adding a KMS:

» Ensure that the KMS is KMIP-compliant

« Configure StorageGRID as a client in the KMS.

» Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For complete instructions. see administering StorageGRID

|4 Create| | # Edil || ® Remove
KMS Display Name © Key Name © Manages keys for & Hosthame & Certificate Status ©

No key management servers have been configured. Select Create.

2. ;EFE e
LR B RARINEAEERSEEASHE 1 (AN KMS FAER) .

Add a Key Management Server

0 :

Enter KMS Upload Upload Client
Details Server Certificates
Certificate

Enter information about the external key management server (KMS) and the StorageGRID client you configurad in that
KMS._ If you are configuring a KMS cluster, select + to add a hostname for each server in the cluster.

KMS Display Name @
Key Name &
Manages keys for & - Choose One — v
Port @ 5606

Hostname & o

3. 79 KMS F{&7E1% KMS FEZE R StorageGRID B IIGAUTERo
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LB R BRI R A EIRAR S5 2R M SAYSE 20 (L2 ARSS 21IEH)o
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Add a Key Management Server

o—0

Enter KMS Uplead
Dietails Server
Certificate

o
Upload Client
Certificates

Upload a server certificate signed by the certificate authority (CA) on the external key management server (KMS) or a
certificate bundle. The server certificate allows the KMS to authenticate itself to StorageGRID.

Server Certificate &

2. HEEBX M
LB B RARSS BIE BT iz

EBrowse

=1 3
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Add a Key Management Server

o 0

Enter KMS Upload Upload Client
Details Server Certificates
Certificate

Upload a server certificate signed by the certificate authority (CA) on the external key management server (KMS) ora
certificate bundle. The server certificate allows the KMS to authenticate itself to StorageGRID.

Server Certificate @ Browse k170vCA pem

Server Certficate Metadata

Server DN:  /C=US/ST=MD/L=Belcamp/O=Gemalto/CN=KeySecure Root CA
Serial Number: 71:CD:6D:72:53:B5:60:0A:8C:69:13.0D0:4D:D7 .51:0E
Issue DN:  /C=US/ST=MD/L=Belcamp/O=Gemalto/CN=KeySacurs Root CA
lssued On: 2020-10-15T21:12:45.0002
Expires On: 2030-10-13T21:12:45.0002
SHA-1 Fingerprint: EE:E4:6E:17:86.DF:56:B4 F5:AF:A2:3C:BD:56:6B:10:DB:B2:5A 79

= 1

() wRELEORBIBEGE, NEMEBNTRES SRR ESIETN+ L,
3. 3% T—%
LB B R RN A SRR S RSN H35 (LEBPRIES),

$3F: HEBEFIRILES

ERMEREERSSHZASHE 3P (LEFFPIHIED) H, @TLXJ:T?%F‘”“E%*D%
FPIHIEBEEZH. EFPIHIEBRIF StorageGRID [ KMS #1759 381,

p
T M*FE3 (EEFFIFIER) * 5, WEAFFIREBRUE,
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Add a Key Management Server

—0 0

Enter KMS Upload
Details Server
Certificate

Upload
Client
Certificates

Upload the client certificate and the client certificate private key The client certificate is issued to StorageGRID by the
external key management server (KMS), and it allows StorageGRID to authenticate itself to the KMS.

Client Certificate € Browse

Client Cerificate Private Key @ Browse

2. HEBRRPRIEHXH,

HEBPR BRE P imiE BT iz,

3. B EFIRIEBNERAERRMUE,

4. EEFAEAN Mo
LB R g P ImIE R A

Ll

U ilE

FERAERANITHE.

oo | e [
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Add a Key Management Server

S

Enter KMS Upload Upload

Details Server Client
Certificate Certificates

Upload the client certificate and the client certificate private key. The client certificate is issued to StorageGRID by the
external key management server (KMS), and it allows StorageGRID to authenticate itself to the KMS.

Client Certificate @ Browse k170vClientCert pem

Server ON:  /CN=admin/UID=
Serial Number: 7D:5ABA2T:02:40:C8:F5:19:A1:28:22:E7:D6:E2:EB
Issue DN: /C=US/ST=MD/L=Belcamp/O=Gemalto/CN=KeySecure Hoot CA
Issued On: 2020-10-15T23:31:48.0002
Expires On: 2022-10-15T723:31:48.000Z
SHA-1 Fingerprint: A7:10:AC:39:85:42:80:8F FF:62:AD-A1:BD:CF:4C:50:F 3:E9:36:65

Client Certificate Private Key @ Browse k170vClientKey. pem

=13 B

o WERTF

MAZAERRS B IRET RZERIER, MRFIAEENYAN, HEE KMS LINEIERBESR, Wi
MR EIERS 2GRN D BAEIERS [/ IE LR,

(D A0 KMS 5, ZAEERSS S IIE EANEFIRNSKIIENER AR, StorageGRID AJRERR
FKIX 30 DA BEIRIE MEBRIKIPRT. EIRIET Web X528 74 BB E HATIAS.

6. INRIERF * RF * WETEIRHEE, BEEHERMAGEE, AREER"HE*
Fan, WMEREFMIAKLK, EAIEESUE 422 ¢ Unprocessable Entity 51z

7 MRFEARFYAEEMAMRINDERE, 185EE * BHERE

86



Add a Key Management Server

O—0 0

Enter KMS Upload Upload
Details Senver Client
Certificate Certificates

Upload the client certificate and the client certificate private key. The client certificate is issued to StorageGRID by the
external key management server (KMS), and it allows StorageGRID to authenticate itself to the KMS.

Client Certificate @ Browse k170vClientCert pem

Server DN:  /CN=admin/UID=
Serial Number: 7D5ABA27:02:40.C8:F5:19.A1.28.22.E7.D6.E2.EB
Issue DN: /C=US/ST=MD/L=Belcamp/0=Gemalto/CN=KeySacure Root CA
Issued On: 2020-10-15T23:31:45.000Z
Expires On: 2022-10-15T23:31:49.000Z
SHA-1 Fingerprint:  A7:10:AC:39.85:42:80:8F FF 62:AD:A1:BD:CF-4C:90:F3:E9:36:69

Client Certificate Private Key @ Browse k170vClisntKey. pem

Select Force Save to save this KMS without testing the external connections. If there is an issue with the configuration,

you might not be able to reboat any FDE-enablad appliance nodes at the affected site, and you might lose access to
your data.

] e [ o

4% * BHIRAE * TRAE KMS BB, BRSNS 5% KUS I s, MEAS
()  mECEmE , Ntk EREnSEMES L CERSANBIEETS, E0a
RAZE, (EATBTAB MR,

8. BEMINES, MRHLERFRELE, HEE *HE .

A Warning

Confirm force-saving the KMS configuration
Are you sure you want to save this KMS without testing the external connections?

If there is an issue with the configuration. you might not be able to reboot any appliance nodes
with node encryption enablad at the affected site, and you might lose access to your data.

BR7F KMS B2E, BEXRMNiXS5 KMS 89%E#Z,
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EEKMSIFAER

BRI IAEE B X StorageGRID 24N EZAEERSSE (KMS) BIER, BfERSES
MZ P imIiE B SRS,
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Key Management Server

If your StorageGRID system includes appliance nodes with node encryplion enabled, you can use an external key management server (KMS} to manage the encryption keys that protect your Storage GRID at
rest.

Caonfiguration Details Encrypted Modas

‘You can configure more than one KMS (or KMS cluster) io manage the encryption keys for appliance nodes. For example. you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS

» Ensure that the KMS is KMIP-compliant.

« Configure StorageGRID as a client in the KMS.

= Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For complete instructions, see administering StorageGRID.

| 4 Create | ‘ # Edit | | o Remove|

KMS Display Name Key Name © Manages keys for & Hostname @ Certificate Status ©
® | Default KMS test Sites not managed by another KMS (default KIMS) 10.96.95 164 " All certificates are valid

EEE KMS HRFMER.

FE& Description
Kms EREZ KMS B9 1% 2 o

FEABR KMS 5 StorageGRID &P IHHIZAR B
BIEMNEA 5 KMS xE%BY StorageGRID 453,

tFERETSE StorageGRID | IESEMZ R * R
Hitt KMS (BAIA KMS) BIEfjubs, *



FE Description

FHE KMS H5E2PREZ B K IP ik,
MREHTVSHINBHEERSE, WSFHXHEN
IREZBNTRIRTEIHZ N IP ik, WMREBTER
PMAERNZIREERSS 2R, NEKFTIHE—D KMS B

FTEMREHFDY P it LI S EF R E A EIEAR
QELEE,JQKEO

ffl30: 10.10.10.10 and 10.10.10.11 B
10.10.10.10 and 2 otherso

BEEESHPHFIBAINSG, BEFE—TKVS, A
[EEHE * A8 * o

HEPIRES HEQEEﬁE:B, A% CA IE BB IFIEBHHFPRES
B, BEHE, BMEERIEASRA,

* JE. * StorageGRID mJREFEEKIX 30 5 A

BEEFTIEPIRES. ERATRIFT Web 257 8E
EFELAIE,

3. MNRIEFRENRH, FERHE 30 D8, ABRIHT Web H5E

@ N KMS f5, ’fﬁE.“EEEER%%D‘IE_tE’JﬁE%JkMJI-J_LEDJLTﬁEE%DO StorageGRID FJ#EE
EKIX 30 DA SRS MEPBHLIRRTS. EHTRIHF Web L2371 BEEE LR,

4 MBREBRSTHETIEBE LB R, ERIRFBREEBR

E%StorageGRID By IS AN PEHERRIRER. ES IE X KMS CAIEBEIRE*. * KMSE FimiE 2| #A*F0*
KMSHARSS 28 IE BRI B EIR B IURE,

() SREWEHD, EURRRBREEBE,

BXER
"I BPEHEER"

EAMETR
RSB StorageGRID RANERM * HAME * RIS T RH0ES.
TR

1. SR EERRGERIREERS R
IR B R AEIERSSEIH, EERARGERENFEREBEENTAERAEERSSE,
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Key Management Server

I your StorageGRID system includes appliance nodes with node encryplion enabled, you can use an external key management server (KMS) to manage the encryption keys that protect your StorageGRID at
rest.

Configuration Details Encrypted Modes

‘You can configure more than one KMS (or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS

= Ensure that the KMS is KMIP-compliant.

= Configure StorageGRID as a client in the KMS.

» Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For compiete instructions, see administering StorageGRID

= Create | ‘ & Edt | | & Remnve|

KMS Display Name & Key Name & Manages keys for @ Hostname © Certificate Status ©
® | Default KMS test Sites not managed by another KMS (default KMS) 10.96.99.164 +" All certificates are valid

-

MITETRER, £ * BT R * EI o

Key Management Server
If vour StorageGRID system includes appliance nodes with Full Disk Encryption (FDE) enabled, yvou can use an external key management server (KM3) to manage the
encryption keys that protect your StorageGRID data at rest

-
Configuration Details Encrypted Nodes

i,

You can configure more than one KMS {or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one
default KMS to manage the keys for all appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a
particular site.

MET REB-RYIH T StorageGRID Z4HFEREA * TRMNE * IRERILET o

Configuration Details Encrypted Nodes

Review the KMS status for all appliance nodes that have node ancryption enabled. Address any issues immediately to ensure your data is fully protected. If no KMS exists for a site
select Configuration Details and add a KMS.

Nodes with Encryption Enabled

Node Name Node Type Site KMS Display Name © Key UID © Status ©
SGA-010-096-104-67 (§ Storage Node Data Center 1 Default KMS 41bi...5c57 «" Connected to KMS (2021-03-12 10:5%:32 MST)

BEERPEMRETNRNER.

5l Description

TIRANE RETRIBT.

REl=E St TEREE: F6E, ERIMX,
Uh e LZETI A StorageGRID 5= BI& R,



5l Description

Kms ERER BT =8 KMS R 1% B T,
SNRAKFIHAER KMS , FEFREEIFMESET-R LRI KMS o
"AINEAEEIRSS 2R (KMS)"

#EA UID AFMig&ET R ENSIEHTNENRZNINEZANE— D, BE
BEINERUD, BRATREERTE LR,
X% (-) RTEA UID KA, AJRERENIZET R KMS Za#F

EERREER

Status KMS 5ig&T R ZERERRS. IRTREERE, NYEzsE 30
2%41@%&—}% B KMS ECEfR, PJRERE/LO 7 sEEMMERIK

I8N0

COERD  ERARIFET Web ISR REE B A,

4. NIRRT KMS [EER , iFIZBMARR IR o

EIERH KMS 12/EHfiE], K& * BEEZE KMS* . IRTREMSEFERE, WERTRERRES
( administratively down 3§ Unknown ) o

HMRSEE XN F R R StorageGRID £k
© FEME; Kms BB
° Kms EZEIR
° K F Kms MNZZEHZ TR
© Kms MEBZBRBE
© Kms BT ARNE & B TRE
© KREZEKmsIES Jl StorageGRID MiiaFIARFE HEb i3 B 3 S L SRR I OB 1.
() EARUIERAMEMNG, URREHRESIR R

BXER
"MK BPEHEER"

RIER A EIEARSS 2R (KMS)
mgn, WRIEPEIRKEEE, B EERIEEAEIERSEZNVEE,

EREHNE
- EAREEE AT EERS BT EETNER",
* MREHYBHAKMSERNES, NPABEE "B KMS 1 EET,
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Key Management Server

I your StorageGRID system includes appliance nodes with node encryplion enahled, you can use an external key management server (KMS} to manage the encryption keys that protect your StorageGRID at
rest.

Configuration Details Encrypted Modes

*fou can configure more than one KMS {or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS

= Ensure that the KMS is KMIP-compliant.

= Configure StorageGRID as a client in the KMS.

» Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For compiete instructions, see administering StorageGRID,

| o+ Create | ‘ # Edit | | & Remove|

KMS Display Name & Key Name & Manages keys for @ Hostname © Certificate Status ©
® | Default KMS test Sites not managed by another KMS (default KMS) 10.96.99.164 +" All certificates are valid

REFBERIEN KMS , JAFIER * 45iE
5E, EMRETAEERSHEASHN TR 1 (WA KMS FHAER) * PRFAEER.

FEE Description

Kms ERER MERERR, AIEEBNEARIRLE KMS o BT 1 2l 64 NFRZ
E—.Io

ZEARBFR StorageGRID & FixfE KMS HEYHEtIZ R 2. HANTF 1 & 255
DNERFZ I8,

FERDRERT, ERFBRBEZRR. HId0, WMRE KMS FE6s
BTHHE, Y%?ﬁﬁu VEABYFTE A8 B 2 5 271 & B A A 2 iE R
&, NABRIBE AR TR,

PMEiEdER KMS BRI (518) FheE®

A, MBI EH KMS PRI

$A. StorageGRID ER{EREREZ AR M KMS i5in]
@ PUEIERNFIEZERRE (USRERIEMZ MR

) o MNBEXNEEE KMS HZARIZ, N

StorageGRID AJRETC A& X EIEH I TREES

EREREERSSFIEEFIANER"



10.

1.

FE

EERER

Port

ENH

Description

NREEERBUERIFER KMS , HEFERIKERINKMS , WA

LOZESE * RERHEM KMS EIERIER (BRIAKMS) * o IR SFis

RRER KMS B #9FRIN KMS , % KMS BB TF&ETHA KMS By
FRB U R AR R ARINR A <o

AR UIRBRIBUERISER KMS , N EEFEEMIE SR, W0
REHREINAN KMS , W RS EL R0

KMS RSS2 FEZABETIREM MY ( Key Management
Interoperability Protocol , KMIP ) @5HinE. 2AIA/0 5696 , B
KMIP #5 &R,

KMS MY5E2RER BTN IP ik,

* E: * IRSBEIEPH SAN FEEMME S S ENEY FQDN 5
IP i3k, M, StorageGRID ETAEEE] KMS 3¢ KMS &
B RRS 28,

YNREFE KMS &8, 1HEFMS 4 NEFPHE MRS FARMENZ,

IR T

LR B iR EERSEMSE 2 5 (LERSS[IED) -

INRFBEERARSSFIES, 1B * HE * H LEHXF.

ﬁg*—F_ﬁ*o

R B R EIERSEMSNE 35 (LEFFIRIER) -

MRFBEEREZFIREBMNEFWIEBETREN, BEE * W * H L3t

T REFE

MR EERSFS MR ENFIET RIIERE TR ZEINER, NRFAETRERYER, HE
£ KMS LREIERBES, NWEAEERS G ANZIZAEERS S E LHRP.

MREBTERHES, BEEHBFAGRE, ARERHE

flgn, WRAL KMS EFNEREBRS— KMS B2, SEEEMRALK, NaTsesUEl 422 :

Unprocessable Entity &1,

MRAERRERBRZAFTEREFINERE, BHERE " BRIRE

IR * SRHIRTE * AR KMS EB, ERSMIRE MRS X KMS NRESE, RAS
() wEEm@EES , WA EREHRynES FEERSRNENEET R, EE
BRZE, EABTRBAEE,

LB RTE KMS L&,
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12. EEWMINES, MRHLERFIRFEE, HEF*HBE *.

A Warning

Confirm force-saving the KMS configuration
Are you sure you want to save this KMS without testing the external connections?

If there is an issue with the configuration, you might not be able to reboot any appliance nodes
with node encryption enablad at the affected site, and you might lose access to your data.

Cancel

BfR7F KMS E2&, BRMNIAS KMS BIER,

BRI EIEARSS 23 (KMS)

EREERT, CUERENREREERSH. fN, NRESERES, NTERES

MiFRuE =T B KMS o

BEENHNA
s BB EE "THSEIERSBRIEIESIMEK",
* N TES root AR,
s BAERSZIFNN RS E R IR EIER,
EFUES
EUTERT, EaTLHIFR KMS ;
 NRILHBEEA, RELSTEERATAMEMEET S, WL SE AR KMS .
c MRENESCEFEEHSEANKMS , HEEEBRISETSMNE, el LUBIERZAGA KMS o
PIE
1. ER B R ERIAEIERS 2

IE R EREAEERSSENE, ERERT ERENMEEAEIERSSE.
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Key Management Server
I your StorageGRID system includes appliance nodes with node encryplion enahled, you can use an external key management server (KMS} to manage the encryption keys that protect your StorageGRID at
rest.

Configuration Details Encrypted Modes

‘You can configure more than one KMS (or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site
Before adding a KMS

= Ensure that the KMS is KMIP-compliant.

= Configure StorageGRID as a client in the KMS.
» Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for

appliances that do not have node encryption enabled.

For compiete instructions, see administering StorageGRID

= Create | ‘ & Edt | | & Remnve|

KMS Display Name & Key Name & Manages keys for @ Hostname © Certificate Status ©
® | Default KMS test Sites not managed by another KMS (default KMS) 10.96.99.164 +" All certificates are valid

2. EAFEMFRE KMS RUBRIEIZH, ARERE * kR * o
3. BEEEEWIEERHNEREIL

A Warning

Delete KMS Configuration
You can anly remove a KMS in these cases:

= You are removing a site-specific KMS for a site that has no appliance nodes with node

encryption enabled.
= You are removing the default KMS, but a site-specific KMS already exists for each site

with node encryption.

Are you sure you want to delete the Default KMS KMS configuration?

=

prict i
LEEPRE MRS KMS BCE.

BIEHEF

EARMREIER, TSGR MEIE S3 f Swift BPIEARFEMEMEERNSR, KisFM#EE
RERUKREIEE FinE StorageGRID RFRETSHITHIIRIERIFE 1K,

(=Tl v

PP RIFEREEEMEIRS (S3) RESTAPI 5 Swift REST AP| (9% 5 FRF2RF7E StorageGRID 77
EIEOE
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BIRMEPIKFE, ERILEEUTER:

* KB EREAR.
* AP (S35 Swift ) R ERAMME A imHiN.
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() AroErEsETEESE HRAD) , TARWEEE BEAD) .

* J05R7A StorageGRID 242 T SHEE, MNEM-NEXSAHRSR " RGN " ANRREEHEF Ko
* 403 StorageGRID ZFARERARERER (SS0) , NFREFKFAZEABECHNEHRERHENRNS

iR, URFRFRYZSHE root A BIH96 %M.
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T EAREH StorageGRID EFEHIMKREK,

BT REEERIER 0 R FAREREKPS, ETLMER Grid Manager MisE MR & B
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Tenant Accounts

View information for each tenant account.

Hote; Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date. To view
more recentvalues selectthe tenant and select View Details.

[+ Create || ® View details || # Edit || Adtions || Expartto CSV | SearchbyNamelD  Q

Display Mame & # Space Used € 11 | Quota Utilization @ 1T Quota & H Object Count & I Signin &

Mo results found.
Show 20 ¥ rows per page
2. F/F RIS

LB BneZB A KA TIE, IIEPEENFEREURTFEEEIStorageGRID AABHERER
(SSO)s

° YNSRKFEMASSO. MIGYEEF KA ER N AR,

Create Tenant Account

Tenant Details
Display Mame
Protocol & 53 7 Swift
Storage Qluota (optional) GB -

Authentication @

Canfigure how the tenant account will be accessed.

Uses Own |dentity Source W

Specify a password for the tenant’s local root user.
Lsername root
Fassword

Canfirm Passward

° WNRBEA TSSO, NEIRMEF KA TIERF I TR,



Create Tenant Account

Tenant Details
Display Mame S3 tenant (330 enabled)
Protocol & g3 T Swift

Allow Platform Services W

Storage Qluota (optional) GE -

Authentication
Because single sign-on is enabled, the tenant must use the Grid Managers identity federation
service, and no local users can sign in. You must select an existing federated group to have the

initial Root Access permission for the tenant.

Uses Own |dentity Source [

Single sign-on is enabled. The tenant cannot
use its own identity source.

Root Access Group gagrp oo

=1 3
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MNRBRATFEMRSS, WHEFBILUER CloudMirror EHIFINEERIGRIIMTIARSS. SRR ERAXLET R
KIRFIFEAERNNESHEREMARE, 17 v EETERS " o

4. B TFERCETAES. A LUBAEARBEANRIZHEARAGB. TBHPBH, AR, MTHIFIRPERE
1L,

NRAEIEFAETIRECEH. B FRET,

@ HPANEFREAMRTEZERE (WERA/)N) , MASYIERE HEXD) o ILMBEIZHMLH
RIS AR AFRERRNECTE. MREIEHM. HAKFA BT AR R,
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B, WP HEEEREETESTN, MEMEEERE, AMTE,
5. R EERECHANAL. FRENTSBHTRE
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b. 397 B9 Hiroot FAF S REREE.,
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R ... HITIHLIRAE ...
EZRIEO LIARIMR EIEE B RRTHEXELLAFIKPIESES.

TP EIERM URL AT

https://FODN or Admin Node IP:port/?accountId=20-
digit-account-1id/

* FODN or Admin Node IP RFE2fREFHZHNEET mavIPHiit
* port BXFEFIHO
* 20-digit-account-id i BIME—IKFID

EFiRO443 Lipin MR EEes. B BEHEEF . ARHArootifnEx&EHEPENEFPIEE,
KA A Hroot A P 1% B 25

BT % 44315 RN SRR, H BHET—F LlrootHFRERES,
Rz Hiroot BB P i B RS

[step_sign_in_as_root]]rootS & REIFHF :

a. EECEEF KA MEER. BE*LlrootH I E R R,

Configure Tenant Account

" Account 53 tenant created successfully.

If you are ready to configure this tenant account, sign in as the tenant’s root user. Then, click the

links below.

» Buckets - Create and manage buckets.
» Groups - Manage user groups, and assign group permissions.
» Users - Manage local users, and assign users to groups.

¥ ER B R— M REBEETIS. RREMES UrootAFP B EREIFAFIKF,

Signin as root

a. BEiHEUEREEFIKP
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FNEESSEEF EESPTFENN T E. Bemitim. B2 A XEREF KPR,
b. B * 58K *
10. BEMEEIHEEF. EHRITUTRE:
MREERNZE ... PATUTREZ— ...
R 443 * EMREEED, EFHEP. ARRTHFPIMENIER
* 1F Web X 5233 NFEFRY URL :

https://FODN or Admin Node IP/?accountId=20-
digit-account-1id/

° FODN or Admin Node IP Rt&MREHZHEETRMIP
kil

° 20-digit-account-id i BIME—IKFID
= PR * ERREIERSRP. &P RARREERES
* 7£ Web JI 528 NTEFRY URL :

https://FODN or Admin Node IP:port/?accountId=20
-digit-account-id

° FODN or Admin Node IP@RZ[REHZHEET SMIP
ik

° port RXRIEF R RiRO
° 20-digit-account-id EfAFHIE—KFID
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Tenant Accounts

View information for each tenant account.

MNote: Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date. To view
more recent values, select the tenant and select View Details.

|4 Create || @ View details || # Edit| | Actions ~ || Exportto C8V | Search byNamefD  Q,

Display Name €& A Space Used © 1 Quota Utilization @ 1T Quota @11 Object Count @ 1T Signin ©

® Account01 A00.00 KB 0.00% 20.00GB 100 L3
O  Account02 250 MB 0.01% 30.00 GB 500 w]
O | Account03 605.00 MB 4.03% 15.00 GB 31.000 =]
() Account04 1.00GE 10.00% 10.00 GB 200,000 *]
O Accounts 0 bytes — Unlimited ] )

Show 20 ¥ rows perpage

R B RERIE K

MRENREE 20N A LRTE. WAILFEE—RES I NE LETHNITHR, FRRRERERZE
FIDEZREF K

I RERERFAES. RENIRIFERE,
MHEMETRIFIRAP., EFBERERL"

Change Root User Password - Account03

lsername root
Mew Fasswaord LTI

Confirm Mew Fassword
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Tenant Accounts

View information for each tenant account,

MNote: Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date. To view

more recentvalues, select the tenant and select View Details.

, RERELT

SRS S NTFE

Q

Display Name €& A Space Used © ! Quota Utilization @ 1T Quota @11 ObjectCount @11 Signin ©

® Account01 500.00 KB 0.00%
O  Account02 250 MB 0.01%
(O Account03 605 00 MB 4 03%
(0 Account04 1.00.G6B 10.00%
) Account0s 0 bytes —

2. EERBYRENTEFP KA.

20.00 GB
30.00 B
15.00 GB
10.00 GB
Unlimited

Search by NameD
100 =)
500 w]
31.000 +]
200000 *]
0 =]
Show | 20

¥  [OWS per page
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Edit Tenant Account

Tenant Details

Display Mame AccountD3

Allow Platform Services

Storage Quota (opticnal} 15

Llses Own ldentity Source
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HWRER, MRBFEAEFIHESERZIBIEF O R 1 XTI R RHNIT S3 API QIZIR(E, NSME
RGOSR 1 AR H A0 E KIZIR(ERTEH
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BREREES MR LEENS, UEFSRSERRAILUEEEEBT.

X B BRSSEITEPEHRR

FalRSHERNIRRBEF EEEPRE, BFRIEN4r; B2, NRBAEEEN
fEATFaIRSIEERIRE, ErIaer] LUEAMSEERE R

Hrim = H IR je] 2R

PG ERAER EERE— I HE NS, TEEAFERS. 8N HRRA— M FERSHINEEF,
{540 StorageGRID S3 753 E&, Amazon Web RS 7ER, EHR@AIARS T/ A AWS LIEERM
Elasticsearch 8%, B NimR&#EIEIBZRIAIE UMIGIRIZZRITRERETE,

HARZBiRREY, StorageGRID AAZRWIEIHRESFE, UNEGAUEREENZENRALRR. K%
SMEPNUERN—PT RIS iR REER.

NRERIWIERY, NWZEBR—FERER, HRERIEIERVNER,. A BFNERDEEE , AREN
Fd iR o

() mmknmEPkrERTARS, NESOREEK,
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A IF S FER
WNR1E StorageGRID X iFRM AR A A EHIZ, WAL ESERMNEEREEERT—FER.

g One or more endpoints have experienced an error and might not be functioning properly. Go to the Endpoints page to view
the error details. The |ast error occurred 2 hours ago.

HPAFRAUEE " iHR " THEES MNRRNEMHEIRES, HBEHIRAESKINE, ™ R HEIR "
JIERENRRNSENHERER, HETHRAENNE. 8E5NHEIR @ BEifEdE 7 RAEM,

Platform services endpoints

A platform services endpoint stores the information StorageGRID needs to use an external resource as a target for a platform service (CloudMirror
replication, notifications, or search integration). You must configure an endpoint for each platform service you plan to use.

g One or more endpoints have experienced an error, Select the endpoint for more details about the error. Meanwhile, the platform service request will be retried automatically.

5 endpoints Create endpoint

Display name @ =+ Lasterror @ = Type @ = URI® = URN® =

my-endpoint-2 0 2 hours ago Search http://10.96.104.30:9200 urn:sgws:es::mydomain/sveloso/_doc
my-endpoint-3 0 3days ago Motifications http://10.96.104.202:8080/ arn:aws:sns:us-west-2::examplel
my-endpoint-5 12 days ago Notifications http://10.96.104.202:3080/ arn:aws:sns:us-west-2:example3
my-endpoint-4 Notifications http://10.96.104.202:8080/ arn:aws:sns:us-west-2::example2
my-endpoint-1 53 Bucket http://10.96.104.167:10443 urn:sgws:s3::bucketl

@ *EE—MEIR  FIFNELEIRERE R RSEERESPEERE ID . MREEASHRAZRFA
LX@FEJH: ID 1£ bycast.log FEIXB X FEIRNEZIFMAERS.
S5RIEARSS 2848 XAV R

MREEEET RN FEERSHERZEERE T FEAIE, WNRENRIERS A AIFRE StorageGRID FYEE
, MoJgEs R EHIR. B XL, BRERIERSSVRE, URARARBIESTERSEXEVER,

MERTALEHIR

MRAELE 7 RARERMERER, WHABERFHEEREET —FERER. ERIUEE " iHx " TH
UEEBXIHERNESFAER.
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&P IRIRIERIK

REF RS AT ESSH S3 FHEIR ENLRERRE FRIHRIERK, FWM, MRABEFRSIHEN (
RSM) FRS31ELE, HEHAEFEENTERSZHEEXRS, S3 FFIHEFER/RRK,

BOBERSINS, BHRITUTEE:
1R 2> TR MR,
2. R IR > FHETR > SSMY > YRS ¢
AIREM AR E B is R FHIR
tlginRfE, FARSBERERVEZASHREMLE, REBRTBEIAR FR#HTTHE. fl, sk
EARERHEIR, REWNT:
* AR EIEERRHETH,
* B EES BRAETE,
* TAFIEE,
9N StorageGRID BEIF]MEMHEIR, KERFEIRSZIER, BEIKI.
HERAAIME, g, MRMEFRRR, WEREFAMENHER.

dNRStorageGRID BEIFRAIMENiH R FEIR. NETEMEEIERPIE SEMHSMTT) ER, EEFEHLEH
ZEHR. IFHITLUTIRME:
7.7 = 2k =)W
2. EFUE S > ST R _ > B
3. ERINHEER LREH
EHHEMSEDYIY /var/local/log/bycast-err.logo
I8 SMT EiRNBPIRMNIES B ERIFHER .
BHEEEEMHTE
BEREET SRS HBHXNRBEE,,
feniE PR BN R TR ST IS R E iR & KAV E H S0E Al

N o o &

HPAUEFRZMEE, NERHITIUEREN.

TAEGETERSHE

IREMERRREEA HIEERSTAIRSHERS, WEFEMES R ERITHEAIRIRIERRL, EFARFET
SIRSHR. Blt, NREF T EIFLNEIE, F StorageGRID BRI BIRRSHITHNILIE, MrlsEak
IR

MRATAAIMENBRMEEEETERSZHER. WIEMREREPMRE SFH(SMT)ER.
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R T aRSSIERAIERE

MR AIFEIERAVREEB S B TR S WOERIVIERZE, StorageGRID B4 AIRERPRFIENHZFE D EL S3 IEKR,
REEFHFLAXEBRERINERIAER, F2&%ERS,

W—PRERIRIERE, X \RY S3 IERHITIEIRK, WMREFRWNEIEEERZINE, NN RENERER
RERSHNER. MRMEMIBEREFLIEM, B S3#BF (FId0 PUT BEXR) &ERKKK.

CloudMirror IEX KRB R FIRER B BARim R MERERIRIMN, FEAXEEKAS RNESIEEMEE S TRRENNEN
BRIEK,

TERSIBEREM
EEETEIRSHNERKBEER, BHRITUTIRE:
1. FEF T a
2. %% site > * FEIRS * o
&

3. BEEERBERER.
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Data Center 1

MNetwork Storage

13:50 1355

== Pending reguests

1.00

AR Dps

D75 ops

5D ops

D25 ops

Jops

1355 13:55

== Replicaticn completions

Objects 1L

Platform Services

1 hour 1 day 1 week 1 month

Pending Requests

Request Completion Rate

14:0 1405 1410 1415 1£20

== Reguests committed

Request Failure Rate

Cusiom

14:25 1430

14225 1430

1435 14:40 1445

14:35 14:40 14:45

Jops

1350 1355

== Replication failures

FaRS AT RER

1435 14:30

1435 1440 144t

"FERSAHR " ERETTAEER ERITTAIRSIRE, ENESTHABR RSM IRSEHETTRAD,

RSM S5 FIHRIG F B IRSIBR L EZIHE BRYHR.

BRRICER, BEHELR ERPLEEFET REE RSM RS,
e, HMRXEEFET RRRNASHREEIETEN R,

mlo )

®

HFER.

(RSM ARSI FtBE &1tk ADC BRSSHITFAET

MRENER EEZNEE RSM IRSHEFET RLIEEE, Nz EARFET SRS1ES
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BXEMER M TFEIRSHRETEEHFNER. B2 EXEREF KR,
“EREFKA"
BXES

"MK SRR
"EEEFEAERE"

ACE S3FISwift® F iz

EAMREER, ERILIEERITH] S3 A Swift 1A WNENE R P sk FAiERF1EEE)
StorageGRID RZLUFENILRIEENEE IR, B ZMARERED A E R F i
M EK,

& P im AIER A OB EE R U FME— TR FESI RN R
* EETRENX TR LA TERRS, IECAUREETRINXTRETANE (HA) ArEH 1P
ik
* MXTIm LR CLB RS, HEMAILUZMXT mis el AEAREN 1P it
CLB fR$3E5 . 7f StorageGRID 11.3 hRAZ AIBECE AV F I B] AR SR XT3 = L fE AR

() CLBIRZ. FIAEfikeE StorageGRID 1A BT MHIEF My FARZ R RN 52F8 01 1 T 538
BRSSHHTIE .

* FETR, BARAARINIAH TR
fZB] LURAETE StorageGRID R4 LACE LU T INEE:

s AETEERS: B LUET AR P ImEE SR G & T A28 RER P IR Ae IS E A 1 B T 28RS, I
M TEERiESR, SELIEEIROS, RREHES HTTP 5 HTTPS &%, BEALtin SR Fipa
(83 3 Swift) LUINETF HTTPS EZMIFH (WRERA) .
*  REMERFIENE * . S LUET SRR iEMKERBE AR EFRIESHEY SN, NREFHEMKZAREE,
NZ= F i 2 BB A £ B 187 25 i s i T
* SO AMA: ERLEE— 1 HEMET AN ERET SARNHALAR S EEEMHEE. BRI LUERRE

TEDNSEE =75 BT HBUANS TNHAERLILEE)-TRECE, A IRERER HA ARVEMN 1P stk
7o

Ieoh, BRI LIAEZREZEEIFET RoER CLB IR (BEFA) &Ei%E StorageGRID WEFixEA HTTP
, FEFLIA S3 BEFIHACE S3API in=IR R,

W EPIREEN IP A
& P uh R AR R AT AR A RAS 15 9 IP At AR 1% 15 R _E AR B9 O S % 5

StorageGRID , MIREETHAAM (HA) A, WEFIHNBEZER A UER HA A/YE
L IP HAEHITIER
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KTFUAES

R EBET B IE&EREE] StorageGRID BIAREA R R SHERLEFRERR IP thitfin O, XEHANTAT

FEREMHTESRERMSTANE (HA) ANER TOAENKEESEPERIER.

BIUEZUE
HA £

HA £

FHET R

Nl

B S3 B IRERFIMNX TR HA BNAH TSR, BEAUTEMRK URL !

& P IR EREIRARSS
AR

CLB

* . *CLBRSSEF
Fo

AR R
AR T EEs
CLB

*: *CLBRSBEE
Ao

LDR

IP #iik
HA £HBIREH 1P 3tk

HA £ARYEEA 1P 3tk

BEET A IP itk

MK T3 =AY 1P itk

PR TI =AY 1P sk
cER CERIMBERT,

CLB #1 LDR By HTTP
imERER.

FHETI =AY 1P dthik

* https://VIP-of-HA-group:LB-endpoint—-port

Port
* fAE TSR =R
ZRIA S3 RO

* HTTPS : 8082
* HTTP : 8084

BRIA Swift im0
°* HTTPS : 8083
* HTTP : 8085
* T E T a8 im0
b= E b
BhiA S3 iRO:

* HTTPS : 8082
* HTTP . 8084

ZRIA Swift O
* HTTPS . 8083
* HTTP : 8085
XA S3 iwA:

* HTTPS : 18082
* HTTP : 18084

ERIA Swift i

* HTTPS : 18083
* HTTP : 18085
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a0, NR HA HRYEPL IP k)Y 192.0.2.5 , i S3 faE Fé2sim =AVimS /7 10443 , M S3 B KA LAE
FLLF URL i#E#%%! StorageGRID :

®* https://192.0.2.5:10443
i Swift EPImEIZREIMXT R HA AR EFEsRins, EERU TSN URL :
®* https://VIP-of-HA-group:LB-endpoint-port

a0, R HA HRIEIN IP #IIEA 192.0.2.6 , Swift fAZ Fé2simmmEOS /A 10444 , W Swift FFIRA L
fEALLT URL 1%#£%| StorageGRID :

* https://192.0.2.6:10444
BRI E P i Ti&EEE StorageGRID B9 IP #IECE DNS &, BSAMMEEIEGEKR,
Bt
1. ARG SREREINEEIEE,
2. EERMRT SRR IP s, ERITATRE:
a. FEFETR*
b. EFREEEINEETR, WXTRHEFHETR.
C. M * BRI * IR,
d ETRESMHP, ETFTHREY IP it
e. B ERE S UEEIPvet g OBREY,

TR AR I N P im N FRAZ R B 5 R AR AR 1P sttt RO |

* *ethO : * PIFRIL
* *ethl : * BEWE (GiE)
" *eth2 . * BF IR (A1iE)

@ NREEEEEEETAENXT R, HEZTAEerAMARAEDT =, T
eth2 FE£ TR HA BRIEEIN IP Hhiit,

3. EEWE T AMANEIN IP ik, ERITUTIRE:
a. EFREE>MEIGE > T A
b. £&RH, BT HA LAY IP i,
4. ERNHTFERHERNEOS:
a. EFEE > WL E > H T Ea8iHa"
B B R BT EREATE, HPERT ERENHRTIR,

b. EFE—PimR. AERTREBHRR

IR T ARERS=ED, FEREXIHERNEMFRER.
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C. WHIABREE IR R ECE N e EMRI N (ST Swift). AR BUE
d. B FERTEAIHEENHERNEREOS,

@ NRIKOAS7 80 5 443 , MXEMXT R LEEERR, ANXEROZEEET R LR
Br. PrAREMREOSBENIT RMEET R EH#TEIE.

BN T

& e] LAfER StorageGRID fa & F#INAEAEM S3 1 Swift P i NI R TIERA .
AEFEBIESTEFET RZED A TERRIEEREARERRSEENERS

Bo
A LB LU R A R £ StorageGRID R iR SoI) 1 & T .

* EARHETERRS, ZRSRETEETRMMNXT R L, fAHTERRSREES 7 BAHTE, A%
FImIERHIT TLS &Lk, REBRABILSEFRET RIMMREER, XZRWAEFENH.

* EAERNHTER(CLB)IRS. ZRSBNREEMKTIR L. CLB IRSSRME 4 BHOETEHZIFHERM

o

@ CLB RS EHA.
s EMFE=FNEHTER, BXEFEMEE, BHEALH NetApp BEFRFR.

AETHN TERE— AN T EERS

T EHERS B EANNNEERMNEFIENAREFD R EFET R. BEANETE,
WAIE R IS S IR AR Ao B S 3 T s im <o

BRENEETRENX T REENHTESRRR, BAXETNREHAENHTERRS. EFEMFETR
ST RECE R R

M TERESEHIEE—NEO. —MMYHTTPEHTTPS). — MRS ZEAY (S3EXSwift)F1— PN EE
o HTTPS i EEMRSZ 2R IEH, BIMERT, &0 USRS iRORA MRS/

s BESH B HA) EIIPHILE(VIP)
* FET RBVSEMLIED
wOEEEIN

B A IRA LAAE SR T A BT &SRR SHERAT R ERENEARS, EERNMISM . w0 80 1 443 EEIE
TRERE, EEXEROEEENG RN XTI R ER T BT EHR(F.

NMREEHRIGMEM IO, WAREERERNREOEE N TERRER, ErIUERERMRSNEOEEiRR,
BX i R EMRGTEIRIG CLB inOFMARSS, MARREFERMS. RBRIREMLEP R B FRim
O E RS,

@ CLB R EZMA.
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CPU AT
EREET S A S3 5 Swift RER, S§MNEETAMMXT S LMNAHTERRSSMINET. @amsod
2, NETERRSSBEEZIEKEHEE CPU AN EESNEFEHT R, TR CPU MEEEER/ Lo EH—

R, ENEAESEMENER. BAMETRIREFIBERN 100% HRERSFHAR, WINFEEFETROE
&/ NEARNEE,

EFRLEBERT, X CPU AJBIEREBNIRT A H T &28AR S FRTERIIE R0

BXER
"RIFHIRE()"

ERE TR
TR LG, JRAEFMIBRA H T8 in <o

IEEREAHFEsimm

BMAHTESEREEE— RO, — PREMIN(HTTPEHTTPS)M— MRS KB (S35 Swift), d1RE!
BHTTPSIRm. N EEeEpARSS 2R IEHo

BREENAR
* AR root IHIEIA R,
* BRAE RSN R E RIS EEES.
* RFCHEEFRRNBA T HHTERRSHOIHEO. WM EMEREFIRST.

MR EFRSETSHO, AAEEAIERNRORE AR THRRS, ELUERER
() stmmOeiEss, EXemaEERaaERA CLB WOAMRS, Miens TSR
%, ERIERL AR BRI EITRT,

@ CLB RSB ZEH,

p
1. ERRE>MRIRE > AT EHRIRR

LB B S 3T 28 i = DU
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Load Balancer Endpoints

Load balancer endpoints define Gateway Mode and Admin Mode ports that accept and load balance 53 and Swift requests to Storage
Modes. HTTPS endpoint certificates are configured per endpoint.

© Changes to endpoints can take up to 15 minutes to be applied to all nodes.

4 Add endpoint port

Display name Port Using HTTPS

No endpoints configured.

2. RIS

B R R B U = I IEAE

Create Endpoint
Display Mame
Port 10443
Protocol (O HTTP O HTTPS
Endpaint Binding Mode i@ Global (O HA Group VIPs (O MNode Interfaces

Cancel

3. WABRREREM. HRIEEREHNHTE R AENTIRF,
4. WAROS., HERBMTETHNHOS T,

R ANIRC 5808443, MXZEMX TR ELEERR. AAXEROZEEET R ELEREN.

@ ;ﬁﬁﬁﬁﬁ%lﬂ%ﬂﬁ%ﬁﬁﬁﬂ’\]ﬁﬁ”ﬁﬂo BXBTARSMIINERRENROYIR. BEINSERE
LIS

5. HTTP 5{ HTTPS *LUEE Lhif s2 BIRILE hilo
6. R iR 4P ER T

° B FEUA): LB EEROSEMEMX T RMEET R LipEttinR.
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Create Endpoint

Display Mame
Port 10443
Protocol () HTTP O HTTPS
Endpoint Binding Mode (@ Global (O HA Group VIPs () Node Interfaces

@ This endpoint is currently bound globally. All nodes will use this endpoint unless an endpoint with an overriding binding mode exists for a specific port.

Cancel

° *HAGVIP*: RENEEHAATE XHIEPNPHIIEA BEF R IR R, IR TEXNIERRIUEEER
HENKEOS. REXEHEREXHHAAFRZRILES.

EREESERE RS EINIPHIAEFIHAL,

Create Endpoint
Display Mame
Part 10443
Protocol (O HTTP O HTTPS
Endpaint Binding Mode (O Global ® HA Group VIPs (O Node Interfaces
Name Description Virtual IP Addresses Interfaces

192.168.5.163 CO-REF-DC1-ADM1:eth0 (preferred Master,
] Groupl p
O Group2 47.47.5.162 CO-REF-DC1-ADM1:eth2 (preferred Master)

Displaying 2 HA groups.

A\ No HA groups selected. You must select one or more HA Groups; otherwise, this endpoint will act as a globally bound endpoint.

Cancel

° RO XAEEETNARMMgEO EGEtER. FLRINTEXNiRR A UEE EAERAYRH
5. AEXEREOFRIRILES.

’

PERE B RRT REC,
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Create Endpoint

Display Mame
Port 10443
Protocol (O HTTP O HTTPS
Endpoint Binding Mode (O Global (O HA Group VIPs ® Node Interfaces
Node Interface
[0 CO-REF-DC1-ADMA eth0
[0 CO-REF-DC1-ADM1 eth1
[0 CO-REF-DC1-ADMA1 eth2
[0 CoO-REF-DC1-GWA1 eth0
[0 CO-REF-DCZ-ADMA eth0
[0 CO-REF-DC2-GWH eth0

A\ No node interfaces selected. You must select one or more node interfaces; otherwise, this endpoint will act as a globally bound endpaint.

7. PR R

B R R E i = I TEAE

8. WEHE* S3 B Swift' LUETE b im m iR itamE KR,
Edit Endpoint Unsecured Port A (port 10449)

Endpoint Service Configuration

Endpoint service type @ S3 () Swift

9. MNFEFET* HTTP . IHIRERF.

IR RIEF R 2N R, HHTESRERNE LNRYIETHERBNERZM, KOS, HiFERID.
10. gNSHEF T HTTPS HE LEIEH. IBEF LEFIEH.
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Load Certificate

Upload the FEM-encoded custom certiﬂcate]:private key, and CA bundle files.

Server Cerificate Browse

Cerificate Private Key Browse

CABundle Browse

a. JEARSS SEBNIER T AEHA.

BES3EFIRALIBEAS3 APIIR R B# 1 TER. BEASE P in o] fe A TEEEI NSRRI PR A 15& ILEC
MZEERECTTIER. Fl. ARSBIEPBAIREEMAER * . example. como

"B E S3 APl i "

a. WATLLHISCASL,
b. JEHE * (277 *

IE R B iin R RYPEMYRIDIE TR,

M. INREFE T HTTPS HELERIES. BEFEMIER.

Generate Certificate
Comain 1 * 53 .example.com +
IF1 0.0.0.0 +
Subject ICH=5torageGRID

Days valid 730

a. W \1E& sIPHbiL,

TR ERBRARNETAR T ERRSHFAEEET RHRMXT RNZE2RETZ. Fli0:
*.sgws.foo.com FEA*BACRTRT gnl.sgws. foo.com M gn2.sgws. foo.como

"BCES3 APl s "
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a. EFF ... 4 LURINERE MR S IPHIL,

MREFERENES R BMHA)A., BRINHARERIPRYE R FIPHE,
b. (A1) N —"X.509E (L FR A AT 53 ##2 FR(Distinguished Name. DN)). UUMaE#EHRAE IEH,
C. (AIE)EFIEBHERRE. FIANERTI0K,

d. 8 ER o

iSH

LB R B i R AIE B R A PEMZR IS BOIE H 2R,
2. 8FHREF*S

HEPSQIE RS, AMTHBMRTE LRI T HAEREN. HOS. MDD,
xR
RISFHIRE ()"
EEYIUL
"R A

"EERAER IR

IR T B1eR i =

WNFARLEH(HTTP)iHR. &R LIES3HMISwift Z Bl Eckin MRS KR, WFLEHTTPS)iHR. &R LB
RIRSRBEHAEENERL RIS

BEEMNHNA
s BAEA root 151X R,
s BAERSZIFIN R B REIMNE SRR,

p
1. SR B> RIGE > 1 3 T Ei28 i o

LR B RA BT ERIRERIIE. XPFIHETRER
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Load Balancer Endpoints

Load balancer endpoints define Gateway Mode and Admin Mode ports that accept and load balance 53 and Swift requests to Storage Nodes. HTTPS

endpaint cerificates are configured per endpaoint.

| = Add endpoint | | # Edit endpoint | | X Remove endpoint

Display name Port
O  Unsecured Endpaint & 10444
@® Secured Endpoint 1 10443

2. EEFERENRS.
3. BEYRIEIRR

BB R R E i = I TEAE

Using HTTPS
No
Yes

Displaying 2 endpoints.

HNFAREMHTTP)ER. NEBTRMIFENIRRIRSEERD. MTFLEHTTPS)iRR. IHEERXIE

ENRRIRSEENIERE D WA TREIFAR.

Endpoint Service Configuration

Endpoint service type

®

53 O Swift

Certificates

Upload Certificate ‘ ‘ Generate Certificate

Server CA

Certificate metadata Subject DN: /C=CA/ST=British Columbia/O=NetApp, Inc/OU=5GQA/CN=* mraymond-grid-a.sgqa.eng.netapp.com
Serial Number: 1C.FD:27:8B.EG.ASBA30:45:A9:16:4F DC.77:3E:CA:80.7D-AFES
Issuer DN: /C=CA/ST=British Columbia/O=EqualSign, Inc./OU=IT/CN=EqualSign Issuing CA

Issued On: 2000-01-01T00:00:00.000Z
Expires On: 3000-01-01T00:00:00.0002

SHA-1 Fingerprint: 60:30:5A:8C:62:C5:B8:49:DC:9A:B3:F7:B9:0B:5B:0E:D2:A2.FTE.CT
SHA-256 Fingerprint: AF.75.7F 44:C6:86:A4:84: B2 7D:11:DE:9F 49:D3:F6:2ATE:D9:4D: 24 1B:8A0B:B3:.7E:23.0F B3:CB:84:8

9
Alternative Names: DNS* mraymond-grid-a.sgga.eng.netapp.com

DMS*.88-140-dc1-g1. mraymond-grid-a.sgga.eng.netapp.com

DMS*.99-142-dc1-s1.mraymond-grid-a.sgga.eng.netapp.com

Cerificate PEM~ ~~""" BEGIN CERTIFICATE————-

MITHfDCCBWSgAWIBAgIUHPOni+alujBFqRZP3Hc+xoBYr+kwDRYJEoZ IhvcNAQEL
BQAwb] ELMAKGA] UEERMCOOEXGT AXEgNVBAGMEE JyaXRpc2ggQ2 93dW1l 1aWEXGDAN
BgNVBLZoMDOVidWFaU21nbiwgSW5] L] ELMRAkGR] UECwwC SV HT AbBgNVBAMMFE VX
dWF3U21nbiBJc3N1aWsn IENBMCAX DT AWMDEWMT 2wMDAWMF oY D2 MwMDAWMT AxMDAW
MDAWH] B+MQawCQYDVORGEWIDOTEZMBCGR 1 UECAWQRNIpdG1 2aCBDb2 X 1 bRIpYTEV
MEMGR1 UECgWMTHV0 X BWLCBJbmMuMQOwCwYDVQOLDARTR] FEMS 4wLAYIVQODDCUg
Lml¥YX1tha SkLWdvaWQtY55zZ3FhImVuZ ySuZXRhcHAuY2 9tMI IBIjANBgkghkiG
SwOBAQEFAROCRQEAMI IBCaHCAQERAONUkWEEFg/BlULY+bIRE0MaVISC+RTSIZ102v
Hz4rSnrYCn,/WIRCT+fznmxzaG32RRUDInNLnX] ¥Yk+QUPRAIFZ+51dr6HIrYTE/NK

4. WiH R TITE BN,

HFARREMHTTP)ImA. ERTLL:

° TES3MSwiftZ B E ciim R ARSS KA,
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° ERARHEER, MFREHTTPS)HA. &AL
° TES3FNSwift B8] 2tk AR FEL,
° BHIRRSEET,
c BERRIEB
° YEHEPRHASEDS RIAR. EESERFNL 2IER,

EE—MERUETEXE LEMNERIAStorageGRID ARSZ2IEHHCAT B IEBAVIFHE Bo

@ EENMBUIRRAIN. BISAMHTTPESNHTTPS, gl — iR, &IRIHEAEIE R
HTERnR. ARERENDIN

5. Bk REF "o

BRES

[EFEOIRE S B FAEe )
EEMIS BT 208
MBEFEEENHTHRBS. LSRR,

EREHNE

s N TEAE root IH1EAR.

s BNIE RN SRR R IR E IR,
P

1. R B E > LIS B> & F 2 iR = %o

IR ERABTERIRERITE. XPFIHETRERR.

Load Balancer Endpoints

Load balancer endpoints define Gateway Mode and Admin Mode poris that accept and load balance 53 and Swift requests to Storage Nodes. HTTPS
endpaint cerificates are configured per endpaoint.

| = Add endpoint | | # Edit endpoint | | X Remove endpoint

Display name Port Using HTTPS
O  Unsecured Endpaint & 10444 Mo
@ Secured Endpoint 1 10443 Yes

Displaying 2 endpoints.

2. FEEREMIFREVIE R MY R EZE,
3. BERIERIHR

B BRI IA IS B E
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A Warning

Remove Endpoint

Are you sure you want to remove endpoint ‘Secured Endpoint 17

4. BEHE
o SR AR AR PR

RHFERT{FRE— CLB RS

MXTI R EEEZRAHFESE (CLB) IRSBEFA. W, BNERRAHFHEERS.
CLB BRSSEEMAE 4 BHHT AT, RIEAMN, RAMHNEERRBNNERMAE, BHENN TCP MMiEE
WEP BN ARFED RIREEFRT R, AEREEETSE, CLB RSBRINANKEE, FHERERR
SEE T RMMEE T RER TR, EEAENNEEEN, CLB TEEMEMERE.

BEEEAXCLBRSHER. BEFE > TR> NN ARRAMNXTR. BEFTER CLB* RHE
THERBETUA LE,

B Gri Toaloay I Overview |\ Aarms | Reports | Configuration |
w StorageGRID Webscale Deploymeant "
| Data Center 1 -
" o ‘\ Overview: Summary - DC1-G1-98-161
I'I-‘. T Updated: 2018-10-27 18:23:33 FOT
cLe
i@ e :
e Storage Capacity
a Respurcas
- : Storage Nades Installed A &5
o ,.‘, DC1-S2-08-163 Sioeage Nodas Readable: N/A )
s & DC153.95-184 Storage Nodes Wiitable MIA |
(c)-dfly DC1-ARC1-98-165 Installed Storage Capacity A =
;’;_'r‘ Data Centar 2 Used Storage Capacity NIA i ]
(i Dats Center 3 Used Storage Capacity for Data MIA |
Used Starage Capacity for Metadata: HIA g
Usable Storage Capacity N/A k]

WNRIEEIRER CLB ARSS, MINZZEFEH StorageGRID RSEHD & FERR AL AN,

GESEE
HERARS L

"SRRG A A"

BIERAEREFPHMLS

MREFEANEEFPIRMLE, WALUEINEERNRENRR EIESANEE P IHRERE
Bh{R4P StorageGRID &= EEK T,
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BINERT, 8TWET R ENEFIRNEISA trusted o WILEYL. BIABERL T, StorageGRID RIEEFEH
FSMBIR O LS & MET RBINGER (5SS MG ENFE XIINEPBENER).

EaI LB IR EE N T R LB P IHMLEA untrused EFV 3t StorageGRID RAREER L EM. MRT =
HEFIEMERAE, T RUER ENEE H A A28 = im0 R NILEE,

T BRI RIIER HTTPS 83 153K
RIGEREMXT RIELE IR LI HTTPS S3 IERIUIMIFIBENIERE, ERRITUTERSE:

1. A TEERESTIEEP, @il HTTPS 750 443 9 S3 BB i T a2t S,
2. ERREEFIEMETER, IEEMXT A ENEFPIHENERAE,

RERER, MXTREFIHEME LB NERESMIWER, Bin0 443 LB HTTPS S3 3EK#1 ICMP [g]
£ (ping) EXRBERIM,

T2 0 FETRAE S3 FARSIER

RIREENEFETRERLIL S3 FERSRE, EEMIESEFIRENS ERZEET REBIEMANLEE. &
NHITILEMD B

* ERAERFENENET, EREFETRENEFPIRNERAE.

RERERS, FHTARBEABESEPIENSE ERERENRE, BEeAiFRE Amazon Web Services & i H
IHIER

BXES
"L A"

"ECERH TSRS
EETRNEF ML RAE

MBEEROEEFBNE, UALIEES T aNE R RRERTEERTTE, 1%
ALY B AR AOHT T S E E SRIMR B

ERBHNE
* R I R SR R B RS,

* ERNREA root HIERR,

C MIRERBEES AAMETANEEXRENHS LETALRE, NEEX AR THBEH

() OREREBSRRTERER, DEEPREETESEY.

p
1. SR EEENZRER SR MK
HEBPR R AR AIEE F R4S DU,

L DIE %! T StorageGRID RAHFRIFIETI R, MRT R EMFFIHEMKZUMANIE, WATRRRAZIKRES
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Untrusted Client Networks

ITyou are using a Client Network, you can specify whether a node trusts inbound traffic from the Client Metwork. if the Client Network is untrusted, the
node only accepts inbound traffic on ports configured as load balancer endpoints.

Set New Node Default
This zetting applies to new nodes expanded info the grid.

New Node Client Network & Trusted
Default 0 Untrusted

Select Untrusted Client Network Nodes

Select nodes that should have untrusted Client Network enforcement.

Node Name Unavailable Reason
] | DC1-ADMA
1 | DC1-G1
£ | DC1-81
£ [DCis2
& |Dei-s3
DC1-54

Clisnt Metwork untrusted on 0 nodes

2. £ IREFTRRIME * BoH, BEEY BRIZESE MR RIIFT RN EBHNRINLE,

c*EMfE Y A RPAITRE, HEPIRNSZERE.

o AREME YL AV RPANTRE, HEPENEARAE. RIEFE, ERLURERE MBS ENRT
RINRE,

@ IS B AR EM StorageGRID &2Z4FHIIME T =,

3. 7E * BEEAREREFHEMETR * BoH, EFNNATEEREENAH TSGR EHITRE P IRERRD

TR
TR LOE AR S B HE AR AR B S B LU RS EUEE R B T <o
4 BERE"
LB 37 BV AN 52 5 SR BB ASERIN. MNREREENH TR RR, NEFF HERATEIRK.

BXER
"EEE N H TSR
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EEEAA%A

= 8] 1% (High Availability. HA)4HR] T AS3FSwiftE A intefta ] B ESIEER. HA
A m] BT RES MR EERENE S BRSNS AMEE,

* "HARHAS

* "W EEFHALR"

* "HA ARV ECE R

* RIS A AR A

* RIEE A A A

* "RIBRE AT A A

f+ARHAA
= A AR EAIPHIUE(VIP) AR X T RN E T RARS R EEE I,

HAAREET RAMX TR ERN— NS I MEEOHM. CIZEHALR. &R LUERE T MARMLE(eth0)sE
Fimi4E (eth2)IMILEE O, HAZAFRIFRE DML T E—REF R H,

HAZRZEP — N EN SN EPAIPHBIE, XS ARMNEIARRERNEOF, NREZOARATA. NESIPiiE
RBEF—NMzO, SEEREIRZEERF/ LN, FEREEUEEFHYAEFARREE[AZM, HE
ALK SEIE B EIRITAREIETIT.

HABRREEIROBIEE N TEZO. FrBRMEONEENEN. BEEEXLEREE. BEFTR> TR _>
R

DC1-ADM1 (Admin Node)

Chverview Hardware Metwork Storage Load Balancer Events Tasks

Node Information @

Name OC1-ADMA
Type Admin Node
D 711b7bSh-8d24-4d9f-877a-be3fadac2Ted
Connection State «* Connected
Software Version 11.4.0 (build 20200515 2346 Sedchbf)
. HA Groups Fabric Pools, Master -

: IP Addresses 192.168.2.208, 10.224 2 208, 47.47 2 208, 47 47.4 218 Show more +

BIEHALARY, ERILUEE—MEOFAEETEO, BRFROSENED. FRIELERE. SEVIPHITER
NECAEDED. BRMIER. VIPHtS BB EIEEE TS,

AR BBRE T
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* EEEERONT SRR,

* BB TV ZEONT RSB EMT RRNERE D25 %
* SEREOXH,

* RETFESRRSHEL,

* BRI AMRSEFLE.

@ REEMMZONT RIMNTHINBHRFRIE T ML RERS, FiF, CLBIRS (BFA) ZMg
EEFNEF EESRRSAB AL ERLZ.

NRHALBESREMMUL T RBEO. NWESRERBRE. SO RSB EEAEMT RBED.
SNfAIEFAHASH
HFZMRE. EreREERSAAMEHA)E,

* HA AR LA MR B IR T - SRR IREEE A BN EEEE,

* HA 4HRT LU S3 # Swift B P imieite o] A EIEEE,

* YR HAANXEE—NMEO, WElLURHEZ A VIP st H IR E IPv6 ik,
DEY HA AR EMNFE T SHPIEERMNRSE, HAAAREEEaI AN, A HA AN, EMIRMHAE
BRSS B9 S B R INE O,

CEETR Y SEAHTEHRRS, HAFRIMSERSIER EESR.

T MXTA Y SEAHTERRSH CLB kRS (BEFA) o

HA AR IR BB T SSARINE HA 4B
418] Grid Manager c FEETRERETR)

*FEEETR

Vi EEETROARERETR, RE4PTER
BEMEBIET 1T,

hIRE F EHEER C FEETRNIFEEETR
S3 8 Swift & iRl — A H T 2RSS © BETR

* XTR
S3 & Swift & imifiEl— CLB ARSS * XTIR

*3¥: *CLB IRZBEFEHR.
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¥ HA 45 Grid Manager 5 fHF E1E2845 5 FHRIIRS!
Mg E RS IA P BRI ARS HINMPE A S TEHAA it & B R 15
MRELEHERBNERIINESESHA EIER, WERTEHSNERERTEMETS,

HEXEETRATAN, TERITREEMRIIE. THREREHE, ErUERAMEEIESESET StorageGRID
R,

¥ HA 445 CLB ARSE G EARIRS!
CLB RS A EHEARZTE HA B R R4 15,

@ CLB RSB ZH,

HA BRYECE I

TEZAREATEE HA ANAEA . SMERESENRR.

Active-Backup HA DNS Round Robin
GW 1 (Backup) » GW1IP
HA Group 1 VIPs
_LP GW 2 (Master) DNS
Entry
GW 3 (Master)
_I_) —p GW 2P
HA Group 2 VIPs
GW 4 (Backup) GW = Gateway Node
VIP =Virtual IP address

Active-Active HA

GW 1 (Master in HA 2

(Backupin HA 1)
DHNS
Entry

] » GW 2 (Master in HA 1)
| (Backup in HA 2)
HA Group 2 VIP

SIS EESHHALAR., NE-ERHATGIFR. SEHESMETSMHAANBEHRITT B. XF=1HE
ZTRUKREAHELSHAA, EIERIUERERVIPASIRIE. BMEEREFET SBRVAEIRZZRHENL,

TRELETEFFIRET HARERNMLSE,
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Configuration e 7 9=

F&hED HA * [ StorageGRID &, FTIMB s — PMHAAFREFE— T ELTF
K#i X A, ,EEW( To BPNHAREDVE—
5

RS, LT ERRS

DNS #1& * IEEReFRE, . E&Fﬁiﬁ%i@[ﬁﬁ'l& XATRERLR
- TIREEM. TR
* Z2ZE7F StorageGRID ZIMCE
B,

* FERP LB ITIRRNE,

F&p-E5D * MEHHIEZN HA A, - BEFEE R,
* AJfE HA AR ET BNEREE  © T ETE StorageGRID ZHMEE
HE, B
* IRIRHPERT * BERPLEINE TR,
SIES T A4A

B B — S Z NS el B (High Availability. HA)AH. LUREN BB SsME T S
tﬂﬁﬂﬂﬁﬁjm'&uﬁ@o

BEENRA
s (SATER SZFN R E R EI MR E LR,
s IBATER root IH 18I R,

KFIEES
BROMBIUREUTRETEEETEHAAS:

 EOXTAFRXTRREET .
* BONTE T MR MLE (eth0)3L P IHMLE (eth2),
?%D«Z\’mﬁﬁﬁEEY%&JPH’,H}ZEEE\ WKETQ%DHCPEEEO

p
1. SR RRE>MRIGE > E A A

R B RS AT,
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High Availability Groups

High availability (HA) groups allow multiple nodes to participate in an active-backup group. HA groups maintain virtual IP addresses on the active node and switch to a
backup node automatically if a node faiis.

+ Creale| # Edit || % Remove
Name Description Virtual IP Addresses Interfaces

No HA groups found.

2. BE R
LEEPR B eIZ S A B I A AR,
3. AHABMEZFR. MRFE. EAILIRNEERER,
4. BEEEEO
LR B RmE A A AERMEAMNEE, BRIIETHEFNT R EOMIPvAFR,

Add Interfaces to High Availability Group

Select interfaces to include in the HA group. All interfaces must be in the same network subnet.

Add to HA group Node Name Interface IPv4 Subnet  Unavailable Reason

g140-g1 ethl 172.16.0.0/21  This IP address is not in the same subnet as the selected interfaces

gid0-gi eth2 47.47.0.021 This IP address is not in the same subnet as the selected interfaces

gi40-g2 eth0 172.16.0.0/21 | This IP address is not in the same subnet as the selected interfaces

g140-g2 eth2 A7.47.0.0/21 This IP address is not in the same subnet as the selected interfaces

g140-g3 eth0 172.16.0.0/21 | This IP address is not in the same subnet as the selected interfaces
] q140-g3 eth2 192.168.0.0/21

g140-g4 ethd 17216.0.021 | This |P address is not in the same subnet as the selected interfaces
Ivf] g140-g4 eth2 192.168.0.0/21

There are 2 interfaces selectad.

rooy
NRFENEONIPHINEZEHDHCPAER. MiZEOFRZEBRETIRT,
O. FEAINEIHALE I, ERERINZIHALL B OX RS AR,
HAERM M EOEEEN:
© WIMEMEE— MO,

NRIEFZMEO. WAAEEOERAIL T ML (eth0) S & F im 48 (eth2) Lo
° FREEOHSOIMTR—FMNH. HEUTEEERRRZINFMF,

o

PPN PR S/ N F I (AT R B A BRI F W )o
© NREEARRENT R BEFEEO. FERETHERS. NEMP ERSRMEEET R@AAR
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z

EEW RS NEET

AR E IR SE P EIERRAIHA,

* NAHTFEBRSHHARIPEERIREZEERETR. MXTREHE,

S,

EERER PN HEZMKT R U CLBARSS #

®

CLB lRSEFH.

Add Interfaces to High Availability Group

Select interfaces to include in the HA group. All interfaces must be in the same network subnel

Add to HA group Node Name

4
I

v

DC1-ADMA
DC1-G1
DC2-ADM1

Interface
ethl
ethd
ethl

TTHATRIF,

IPv4 Subnet

10.96.100.0/23
10.96.100.0:/23
10.96.100.0:23

Unavailable Reason

There are 3 interfaces selected.

Attention: You have selected nodes of different types that run different services. If a failover occurs, only the services

common to all node types will be available on the virtual [Ps.

6. BdE WA
EEFEREORBESESAMAREMNZEOS DRI H. BIABERT. JIRFHE—MEOBREFNERE
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Create High Availability Group
High Availability Group
Mame HA Group 1

Description

Interfaces

Select interfaces to include in the HA group. All interfaces must be in the same network subnet.

Select Interfaces

MNode Name Interface IPv4 Subnet Preferred Master
g140-g1 eth?2 47 47.0.0021 L
g140-g2 eth2 47 47.0.0/21

Displaying 2 interfaces.

Virtual IP Addresses

Virtual IP Subnet: 47 47 .0.0/21. All virtual IP addresses must be within this subnet. There must he at least 1
and no more than 10 virtual IP addresses.

Virtual IP Address 1 0.0.0.0 +

7 MREBFHEMBEOFNEEEERO. BEEBEEROTPERZED,
BEEFREOSEMEO. FFRIELERE. SEVIPIERDECLENED.

@ NRHARR XN R EIERHENR. WATUEREEEET R EEOFAEEET <o
RGP IEREMNEEET RIIT.

8. ETTEAYRINIPHILEER 3R, AHAARN1E10 N EIAIPHILL, SBEHNS (4=) URIN S NPHELLE,
B E MR IPv4 tilit, EHBEILEEERM IPv4 F IPv6 Hthlit,
IPVAsIERA (L FF B B 51 O Z B IPvAF R,

9. BEREF S
HEETIEEIEE HA 4B, SR LUERBECERIEL IP i,
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HEXES
"% Red Hat Enterprise Linux 3¢ CentOS"

"ZaE VMware"
"Z23E Ubuntu 8% Debian"
"E IR & T

miEE P AEA

1&0] LI4REE S A] M (High Availability. HA)ZA LA EXE Z FRAN ISR . ANaimibRiE
O. &I EFEIAIPHE,

BEENARR
* SATER SZFEN R 2R B R BN E LS.
s & TAA root IH IR,

XFIES

RIBHALARY—LERE T :

© AR, EOIPHEEAAS B 5 T4 AN RO TR — TR,
* MHABERIIRRIED. FIo0. MBHALRER T MEMENE P AT g0, NIRRT =
BRI R,
R
1. SRR > PR E > B A A,

LB R = A AT E .
High Availability Groups

High availability (HA) groups allow multiple nodes to participate in an active-backup group. HA groups maintain virtual IP addresses on the active
node and switch to a backup node automatically if a node fails.

Name Description Virtual IP Addresses Interfaces

g140-adm1:eth2 (preferrad Master)

HA Group 1 47.47.4.219
g140-g1:eth2
HA Group 2 47.47.4.218 g140-g1:eth2 (preferred Master)
47.47.4.217 g140-g2:eth2

Displaying 2 HA groups.

2. ERBREBIHAA. RERERE"
LB Bt v B I AR HEE,
3. (\Iik) SEFLBRYEMRELREER o
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4. 5iE. R BEEFEEO LERHAANEO,
IR I% B R RS AT A I AN O XEE,

Add Interfaces to High Availability Group

Select interfaces to include in the HA group. All interfaces must be in the same netwaork subnet.

Add to HA group Node Name Interface IPv4 Subnet  Unavailable Reason

gid0-g1 eth 172.16.0.0/21  This IP address is not in the same subnet as the selected interiaces

g140-g1 eth2 47 47.0.0/21 This IP address is not in the same subnet as the selected interfaces

gi40-g2 eth 172.16.0.0/21 | This IP address is not in the same subnet as the selected interfaces

g140-g2 eth2 47.47.0.0/21 This IP address is not in the same subnet as the selecied interfaces

g140-g3 eth0 172.16.0.0/21 | This IP address is not in the same subnet as the selected interfaces
] g140-g3 eth2 192.168.0.0/21

g140-g4 eth0 17216.0.0/21 | This IP address is not in the same subnet as the selected interfaces
v g140-g4 eth2 192.166.0.0/21

There are 2 interfaces selectad.

E3
NRFENMEOBYIPHINLZADHCPAECH. NZEOAFAZERETIRF,
o. WP EBH SRR E AN S M FRE O R S %A,
HARMMEOEEREN

N EA
WS

=/ DER—MEO,
° WNREFEZNEO. NFAEZEOEAINL T MM (eth0)ZHE F w4 (eth2) L,
° FREEOSMAKIITE—FMAh. HEMNTEEERIBINFMF,

|PIIAERE PR B/ N F P (AT R B A BY F D)o

° E%f&?&?\lﬂ%‘éﬁ&ﬂ’fﬁﬁtiﬂ%%ﬂ\ HERETHERES. NEMIPERSRAEE T RIBAAR

ZJo

*EEWNHSNEET R RIS SRR EE B EERATHA,
* AAHTFEBRSHHARIPEEZRIRNEZEERET R, MXTREHE,
T EERNHEZ M KT R U CLBARS HITHARR,

(D) cLemsERR.

6. BF A
EEFEREORBERENEORSFIIH. NI T, JIRPNE—MEOREFNERETEO,
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Edit High Availability Group 'HA Group - Admin Nodes'
High Availability Group
Mame HA Group - Admin Nodes

Diescription

Interfaces

Select interfaces to include in the HA group. All interfaces must be in the same network subnset

Select Interfaces |

Node Name Interface IPv4 Subnet Preferred Master
DCi-ADMA ethi 10.96.100.0/23 L
OC2-ADM1 athi 10.96.100.0/23

Displaying 2 interfaces.

Virtual IP Addresses

Virtual IP Subnet 10096.100.0/23. All virtual IP addresses must be within this subnet. There must be at
least 1 and no more than 10 virtual |IF addresses.

Virtual IF Address 1 10.95.100.1 e

7 MREFEMFOFEAEREZO. BEEEEEOTPEFZED,
BiEEEOENEO. FIELEKRE. SEVIPI SRS ECLAEMED,

(D NRHAB RN PR ERRBHRNR. MATUEFEEEET R ERROFAEEET R
REAPIIZREMNTEETRRT.

8. (BI¥%E)EHTHAL B INIPHEAL,
ERFE R IPv4 Hohk, EHBEIIEEE M IPv4 71 IPv6 Hoht,
IPvasEEA T F PG AL S ZHIPVA T R,

9. BiE R .

A S B HTHALL
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b= AT AR ELE
BT UBR B ERN SR B4 (HA)ZE,
BEENRA
s EAER S IFN R B R EI MR E RS,
s IITEA root 5 AH R,

NAMES

SNRMIPRHALR. N ERIECE FERIZAN— 1 EHAPHEIEAIS3ESwiftE F iR i T /A BiEE 2 StorageGRID, 7
BrlEE A imrh T, NAEMPRHALE Z BT EMPIE 2R MRS3sSwitE P in AiEF. B8 IMEFRiHUERE
fthPsbhb A TIERE. HIg0. REHALBBYEHAIPHINEETE REHAE S fEFADHCP v OB E AVIPHEtE,

p

1. G RE> MR E > SR A

IR B s r] A TUE,
High Availability Groups

High availability (HA) groups allow multiple nodes to participate in an active-backup group. HA groups maintain virtual IP addresses on the active
node and switch to a backup node automatically if a node fails.

Name Description Virtual IP Addresses Interfaces
g140-adm1:eth2 (preferrad Master)

HA Group 1 47.47.4.219
g140-g1:eth2
HA Group 2 A7.47 4218 g140-g1:eth2 (preferred Master)
47 47 4217 g140-g2:eth2

Displaying 2 HA groups.

2. EEREMFNHALA. AREEHER

L 2RISR AMAE S,

A Warning

Delete High Availlability Group

Are you sure you want to delete High Availability Group "HA group 17

3. BE T HIE "
LB R BRHALE

141



BRE S3 APIiE S5 Z
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EREHNE
* RN R AR E REINE EERS.
WREBRER R R,
* B FIAMARTHRARERITH,

. f

3 & a

ERITRIRALREY, BB E B TEAIES.
KFIEES
BEE P InAERERASSHmRENT. B IMITIATRREES:

* ERAMREIESR S3 inRIHR RMNEl StorageGRID #&%i.
* WREFIRA TS StorageGRID B9 HTTPS iEEHEPEH M E P IRFI BN EIEE#1TE R,

a0, WRIHRN s3.company. com. EATMBRATFHTTPSERZIIERBEIE s3. company . com I #l
IR BB EREESZHAZFR(SAN): *.s3.company.coms

* EBEX P inEMARY DNS fRS328. NEFIRATFRILEER IP HittEfdt DNS 2R, HWERXEIZRSI AR
BYENRRIES, BEEMBEARM.

BPBALGERMET S, G AR R IP M A ARSI P
() 4b%E5) StorageGRID . £ T HBE P BN ARFMITEZTIMG, LB DNS BRFE
STERE P Hoht.

&P IRATHTTPSEZBIEBEUR T & F im0 Al 2 Mg :
* IREFFIRERMHTERIRSHITERE. WIEEMH TSRS ERIER.

@ BMAHTEREREE B CHIES, HEUTUNE N RERHITERE IR RER R RE

o

* MRFFIREREFET RBMX TR ENCLBARSS . MEF IR ERMSEEXIRSFHIER. ZIEPEE
. e SPA YRR REE.

@ CLB IREEEH,

p
1. EFRE>RIRE>"HE"

IItB$3% £ 7R Endpoint Domain Names T1E,
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Endpoint Domain Names

Virtual Hosted-Style Requests

Enable support of 53 virtual hosted-style requests by specifying APl endpoint domain names. Support is disabled if this list is empty. Examples: s3.example.com.
s3.example co.uk, s3-east example.com

Endpoint 1 53.example.com x

Endpoint 2 + %

2. B (+)EfRARINEMFER. Einm FERPEmAS3 APIERIFHE TR,
NRIMEFIRANZT, WA S3 EPMEERNIBERIZS .

3. BEHRE"
4. HBIRE P inE BRSPS FrE RIS s %2 ILED,
o WHERAHTESRRSNVEF IR, M5 ZEF im&EE & T8 in s XEEVIEH,
o WFEIEERIEET RREMXT R EFEACLBIRSMNE iR, AEHMMEHNBEENXIRSZFER,
S. ANNFTEERY DNS 125, LUMfRe] LRI =R & iE K,
L2
IME. HBEFIRERIRSR bucket . s3. company.com. DNSPHRSS 282 E| IE AR .« E PG IETRER AT i
HITB R,
HXERE
"{EF S3"
"EEIPHIYE"
"B R A"
"ERE B E X RSB[R LUEZEIFET R CLBARSS"
"B AT ER R
NEFImBEBEHTTP

RINBERT, BFRHNAEFRFER HTTPS MEMNEZIIERET RIMNX TR LER
FABY CLB fRS5. ERILUEEAXEEREA HTTP , Bl NiHaEE = MA&ET,
ERENNE

© EUERES R B E RIS GRS,

* EUREAEH R HIBIER,

KFIES
RES S3 M Swift EFIRFERRSFHETI RRMXTI R LEFARY CLB ARSSEIL HTTP &R, A HEST
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tfES,

MFXER HTTPS EENFE A IRSERI N M TERRSHE R, EXRFTHILES (RAAETLES
HTESREREENER HTTP B HTTPS ) » AXIFAES, BENAXEEAHTEHSRRRIES.

BRI HE: BPEER P RO THER HTTP 2 HTTPS EE2IEFMT SsiEF AN CLB RS

B S3 # Swift & i fE AR YR
(D HEPMERERRA HTTP BESAI, ERERERNESREE.

p
1. SR BRI E NEETT,
2. EMSEIE S, P B HTTP & * EIRiE,

Network Options

Prevent Client Modification &
Enable HTTF Connection & 7

Metwork Transfer Encryplion @ AES128-5HA = AESZRG-SHA

3. Bk RE ",

BXER
"ECE A H TSR

"fiEF3 S3"

"EF Swift"
ERIAVFRITILE R P RS
@RI LUOEEFE LEZ P RS CU MO E BRI L5 ERY HTTP & P imiR(Fo

TEBENAR
* EATE AN NS B RIS E IR,
S BB R EIARNPR.

RFUIES
"FRIERFIREDR " RRAGCEENIRE, EREIEEFIRESUETE, UWTERGHRIES:

- * S3 REST APi*
MERTENE D ERIER
* EERIMEXNRYIE, AP EXKTTSER S3 X RITICHEAIEK
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(D IR ERNERTER T RAERINFED KR, iAEHERLENNREE, BPEXHT
BN RITEHTTIER.

+ * Swift REST APi*
© BisEaRIER
C EBEMMARNRIER, G, UTFRERES: PUTES, Wk, THESHE,
S
1 SR RERSEE ML,
2. FERAEITERSIR, e * TR PIREH © EIEIE,

Network Options

Frevent Client Modification

@
Enable HTTF Connection ]
€
Metwork Transfer Encryption () AES128-8HA (@ AES2A6-SHA
7

3. Bk RE

E1EStorageGRID M4EFNERE
R LUE AR SRR EMEIE StorageGRID WLEFERE
BB "ERESIHSwIftE FimERE" T #RINENERE S3 3¢ Swift B P if.

* "StorageGRID M /&M"

« "BEIPHyE"

* "THEHEH TLS EiEE"
"B ERNE"

* "ECEARSSERIER"

* "EEEFEAIEILE"
 "EEEEEANERE"

© "EIERE A"

* "HERRAES D
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@ BB T REIRE. TSR MEMAEFGE, BXMBHRITFAEE. BESRNE
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BITER
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ik, BENKBERTRAAEENLER, cUIRTEFREDHIAR. EENEBEER— M ETANS, TFE
Fih R Z EH TR,

& P mRLE

A%, BEFIHMER—MFRMLE, BE A TIRET S3 M Swift TP iR ARFEIAE, FEL &R LU#H#
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. ’i’l\ StorageGRID WM& T REBEBENHDECEINEITNERE— N T AMSEEO, Pk, FREEEHIM

* PR RE—TME LR ZMED.

¢ IFETMRTRES TS LER—IMHX, HEZNXBASTRUTFE—FMFR. MRFE, &I
TR XS E 2 2RI ER o

*ESIMTRLE, BMKRERIRG R —MFERINESED,

IS EORR
A% ethO
admin (A]3%) Eth1
ZPium (A1) Eth2

* MNRTREREE StorageGRID 1%, NS MMEHERFERD. BXFAES, BELERTENRE
BYZREEIE R,

s MY EHEBEhERIVARE. WREBBT eth2, M 0.0.0.0/0 3$7E eth2 LEAT MK, MNRKE
F8 eth2 , M 0.0.0.0/0 3E7E ethO L{FFEMI&MLE,

* AEEMRTRIIANEE, ERENESTREEET
* AJUERRT REEREREEENS, UEEMETEREZ ARSI RERF R H.
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BXER

"RIFHIRE()"

"L "

EEIPHL

ER]LIEE StorageGRID R MMETI RRY IP ik, AfS,
A LITERIIMET R A RITE M4 T,

BREENAR
B E R FFRIN R IR E R IR EE RS,

KXFUIES
BXEXRPHILIAER. BEMEM LR,

p
TR > AR T R > R
2. BEHIPHILHREENN B RES

HERIAE T Ay IP it S FERPFI .

Node Information @

Name 8GA-lab11

Type Slorage Node

D 0b523829-6650-4c6e-b2d0-31461d22bakT

Connection State +" Connected

Software Version 11.4.0 (build 20200527.0043.61839a2)

IP Addresses 102 168.4.138, 10.224 4 138, 169.254.0.1 Show less a
Interface IP Address
ethD 102 168.4.138
ethd fd20:331:331.0.2a0:08 feal 831d
ethD fefD:2a0: 08 feal:831d
eth1 10.224.4 138
ethi fd20:327:327:0:280:e5f fad3:a90¢c
ethi d20:8b1e:b255:6154:280 25 fed3:a00c
eth1 o0 280:e5 fed3:a00c
hic2 102 168.4.138
hic4 102 168.4.138
mic1 10224 4138
mic2 169.254.0.1

HXER
"RIEFHIE ()"

1R

II_;\

BJ LRI P itk
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SiFEH TLS EENEE

StorageGRID &4 Z—HARNEZWNEN, ATFRKEREZSE (Transport Layer
Security , TLS) EZFBFEMEKEMN=FZEBNIINE RS

L TLS bR
StorageGRID Z#§#M TLS 1.2 A TLS 1.3 EZZ AT B MBS M EZE MMM RS,

NTHERS—RIIMNBRGRE, BAIERTRISINBRALESERARN TLS BiE, MFIRAFZHHFE S35
Swift & P ik ATERF P E AR IR,

@ WilhRZS, 255, BIATMEEN MAC BIEF TLS ECEIRDIE StorageGRID FARAIECE, N
REVNXEREFREER, BRI NetApp FFA K.

LM TLS 1.2 ZRIBEH
FIFLTF TLS 1.2 BRBEH:

 tls ECDHE_RSA WIT_AES_128_GCM_SHA256

» tls ECDHE_RSA_WIT_AES_256_GCM_SHA384

 tls ECDHE_ECDSA_WIT_AES_128_GCM_SHA256
 tls_ ECDHE_ECDSA_WIT_AES 256 _GCM_SHA384
 tls_ ECDHE_RSA_ WIT_CHACHA20_POLY1305

 tls ECDHE_ECDSA_ING_CHACHA20_POLY1305

* tls_rsa_and_aes 128 gcm_SHA256

* tls_rsa_and_aes 256_gcm_SHA384

SR TLS 1.3 FREH
FiELTF TLS 1.3 ZIBEH:

« tls_aes 256 _gcm_ SHA384
* tIs_chacHA20_POLY1305_SHA256
* tls_aes_ 128 gcm_SHA256

BRI

StorageGRID &4 fEALHEZSL ( Transport Layer Security , TLS ) RIFRIE T =2
BRI ARZBITHITRE. MEERMNZIETETFIERE TLS B FINZEMET =28 pisHl s i
%/io ﬁtlﬂ% %?ﬁunﬁﬂj:ghumo

BEENRNE
* ATE R RN S 2R B RN E 1R AR
B MABRERIARINR.

XFIAES
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Eiu)klﬁ/m:, WLZERNNZ (R AES256-SHA EiE. Itbsh, ErTLAER AES128-SHA B A IEHIRE 1T

O

B 38

S
1. R ELE RIS B AR IEIN,
2. TR P, BMEREHMBENR N * AES128-SHA* 5§ * AES256-SHA*  (2RiN) ©

Network Options

Prevent Client Modification @
Enable HTTP Connection @

Metwork Transfer Encryption & 0 AES128-SHA w AFESZ2RG6-SHA

3. Bk RE
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&R LLB E X StorageGRID RZ{ERARARS I,
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S. WU DIE LAHATR Web I 5328 2 E o

BXER
"fEA S3"

“EHA Swift"

"ECE S3 APl i g"

EES3F1Swift REST APl S HIZRIARSZ2SIEH
O] LUR R 3 S3FISwift REST APl S {F FHERIABRSZ 28 B,
HIE

1. RS> LIS B> RS RIE

2. ERRIFHEAPIRS I SRS SRIE RO, BHEERIRIMNERS

3. BEHIAHEIERE * HE

EENREFEAPIR REVRGARRS SRR, SEENBEXRSHEBXAHRRMEF. HFETEMRSET
(V3= %ﬁi}\ﬂﬁ%%%ﬁ:ﬁll%}%?Fﬁﬁféﬁéﬂ’\]?ﬁAPI%F PESES

4. RIFFDIE AR Web 55282 B,

E4%|StorageGRID ZZHICAIEH

StorageGRID EAMRIBIEBMANII(CARFIPFREREN L2, WRE LEBSHIIES
, MIIEFBAREER,

BEENRA
* ATE R SRR S 2R B R SR AR
* B E B R ERIA AR,

XFIAES

NREET BEXRSRIED, WEFHNBEFNERBEXRSIIEPIIERS 8. tI1REZM
StorageGRID R4 E I CA I+,
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p

1 R AR E S RS

2. I REBCAIEHEB D .

AT NIk - —— BEGIN CERTIFICATE--—-—-— M- END CERTIFICATE

Internal CA Certificate

PR IEF AN,

----- AR,

StorageGRID uses an internal Certificate Authority (CA} to secure internal traffic. This certificate does not change if you upload your own certificates

To export the internal CA certificate, copy all of the certificate text (starting with —

Subject DN: [C=US/ST=California/ll =Sunnyvale/O=NetApp Inc /[OU=NetApp StorageGRIDICN=GFT

Certificate:’ \
| 1z ETjCCAzagAWIBAZ I JAMIMGF7i7AKQMARGCSGSTIb3DQERCWUAMHCXCZATBENY |

BAYTALVTMRMWEQYDVQQIEwpDYWxpZm3y bmLhMRIWEAYDVQQHEW] TdWSueXZhbGUx
FDASBENVBAOTCR51dEFWCCE ] bmMuMR swGQYDVQQLEXJOZXRBCHAZUIRVCME nZUdS

| SUQ=DDAKBghVBAMTABAQVDAE FwdyMDAZMDIyMDE2MDB 2 Fwaz0DAXMT cyMDE2MDBa

MHCXCZATBENVEAY TALVTMRMWEQYDVQQI EwpDYWxpZmeybm L hMRIWEAYDVQQHEWLT
dWSueXZhbGUxFDASBENVBACTC@5 LdEFWcCE IbmMuMR swGQYDVQQLEX JOZXRBcHAS

| U3RvemFnZUdSSUQxDDAKBgNVBAMTABAOVDC CASTWDOYIKoZ ThucNAQEBBQADEEEP

ADCCAQoCggEBANIULKF8my5 k7 LFX1Kdn3Y290pGF@QLr8+81Fx9RwPBoBakVixkb

| @RhOLbZIp8hI+v8FHSI05701baMbNOey jdgVywGx0Z+EgXoUShEYKxSY]/wueod

nKKEFzrhRWkTLE®IKdPVvEXIYCKNtS5 1P jx2dssDa5PoleqaZt54pfkuMugiGeqly

| 5+2CSRImMN3kUAHORUZOIMMvYo+PIiSKIdP+YUWUMSE3KC YISt iNT hz LKBvST200C

pzfEXncg7ebd/BlkKmZbBibvasrscf+Q17w6z5kTVedQhx1CkRSY ryHFahe Tuigu
A4790hstcKFEq34lHkrsGatslizERXm1gQvBCAWEARADB3DCE2TABENVHO4EFgOU

| FiTcKt210ccoendsx4BDORSTLEYgakGALUAIWSBOTCBNOAUTiTCKt210ccoengs
| X4BD@R5T LgaheBRIMHCXCZATBENVBAYTALIVTHMRMWEQYEVQQIEwpDYWxpZmaybmlh

MRIWEAYDVQOHEwWI TdW5ueXZhbGUxFDASBENVBACTCO51dE Fuc CBIbmMuUMR swEQYD
VOOLExJOZXRBCHAgUIRvEMF nZUdSSUQXDDAKBENVEBANTAGOVITIIAMIMEF 71 7AKD

| MAWGATUD EWQFMAMBAT BwDQY IKoZThvcNAQE LBQADZSEBANNSY 10aCs72UzQ0N jou
| cZKaililQr4+52haRjfSY3jKHu7+SBh9AZPhgmudpleAlgsSa7bE3+7Ye3TwstDll

acbB8aB3IuhlxvlpgSQYDVRSTYE04cKaS swongy+yyxoUBMTZnEDFXGd4i4pr5+xS
/gecXiekopYzfUtKSwgfgjRqUsdFc58d jp+adDgl8F SmOZXGvWYdIgBuyljwgdw

109bBiWH++AKcEIRBcgxg/BERZ0AGEAKm1 BV Vb4 rIrxud/ /NCU3u5Ka6teB6 2T 426
| I37X9GEzFtgnnhkXvo2BZ/0LyGgYbgiKsadlnFU3VAIK2iVGHHLPAEBQEZx0hYec

aHM=

3 ARBIREXAE. ARFEFRER
4. B ERIRIEPREMEE X A IEEE T,
o ERY BRBREXM . pemo

fla0: storagegrid certificate.pem

JIFabricPool ftE StorageGRID JE$H

T FHITEAE ENRICIE B AT T2 AR ENRICIER S3 B iH, FlaNER
FabricPool B ONTAP B im, &I EACE 13 F2sin =i E e _EE RS 2IEP.

° g‘:’ vﬁﬂﬁﬁﬂiﬂﬁlﬁlﬂﬂﬁﬁo
* IS E R SRR S B T RIS E RS

KXFULES

—-BEGIN CERTIFICATE and ending with END CERTIFICATE--—), and save itas a pem fils.

05

IR FEsRmmEt. R LUERBERRSHIEDN EEFRENIEBMANIICAZZIER, FEFFRE
&, EERBREM CAERZMIES. B CAERNIERAIULHENtRR, EfEERE, ENENTUEF

o LB A o
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THBAER FabricPool By S3 B IRIEME T —fUEN, BXELIFMEENIIE. 15SE X FabricPool
fid & StorageGRID B35,

() MxBApemEEnaTES (CLB) RETHE, FHRUAT FabricPool .

H12
1. (A1) EEB— 1 =aE% (High Availability , HA) £BLUf# FabricPool £/,
2. B S3 fEF#2sis = LA FabricPool £,
BIEHTTPSH & Tz inmbt. RASRRELERSIH/IED. IEPBEBZIAFCAIRLE.,
3. £ ONTAP #1134 StorageGRID MHINAEER.

SR T HT g s R s O AR E R CAIEBHREANTERES®. AE, =&t CAIEFR.

@ R [E] CA ML T StorageGRID JEF, MR HEAIE] CAIEH, 1R StorageGRID IiE
PREZHIR CAMAR, NATIRER CAIES,

HEXES
"9 FabricPool EZ& StorageGRID"

PEREOER A RRS RIS
TR UERMA AT E RN R IIEREIEAPIE FinE R B E 2 RS H[IER.

ERENNE
* ERREAE R ERHIRR

* IBNIE R Passwords. txt X4

KXTFULES

FEEFIRER, ENERHEMIERMATE(CAERIIER, B CAERNIERAIULHE TR, EihE
Ze, AR B IEFRis AR,

B

1. R NEETRNT2REHZ (FQDN) o
BRIFEEDR:
a. WALITF#<: ssh admin@primary Admin Node IP
b. BNARFIHEES Passwords . txt XM
C. WA T <) EIroot: su -
d. AP FIERIZER Passwords. txt X

HUrootAP BMMERE. RAFFEMEN $ to 4o

3. FERAMNWBERIEPBEE StorageGRID ,
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$ sudo make-certificate --domains wildcard-admin-node-fgdn --type management

° EAT --domains . EABRNTRTAMEEETANTEREDS. F10:
‘*.ui.storagegrid.example.com fEA*BECRTRR adminl.ui.storagegrid.example.com
# admin2.ui.storagegrid.example. como

° IRH --type to management ACE MK EIESEA SRR FERIIER,
o BINBERT, ERENEREREAAN—F (365 K) , MIAEIEPIEZAIEMEIE. ELUEH
--days BTFEEHINEREINS L,

@ IEBABEEAM IS FFIE make-certificate Bia T, EBHNINHREIEAPIE iR
5StorageGRID B EIE]—AYiElE; T, %FJHETHE‘%TE%EEWLE%O

$ sudo make-certificate --domains *.ui.storagegrid.example.com --type
management —--days 365

THMNEHEESEIE AP BERIBEFFEN AR IEH,

4. EFEHEHNRER,

EEREFRP RS RIFIC,
5. MEn% Shell HF#H, $ exit
6. MIABEEILH:

a. [ MR EESS.

b. EF LB IRS BRI B EIRIZEORSRIEH
7. BEEAPIRFIREEENFEREEFNAE IEH, SFEFIBMLERINC.

REFERERE

MNRISERNRFERRZH=FMEAL, Nl fEZFET 2Ff5MB S3 ﬁﬁ”ﬁ)ﬁZl‘EﬂEEEﬂFLﬁﬁ
I, e, BB E— M EERRIERATFEFEEIRZERREEIM S, FH140
Internet LYK=,

BEBNAR
s A BB REBIAIRIR,
* RATER SRR SN 23S B R B B 128,
KFUES
SR AN FERIBEE IR E,
S
1. EFREREMRIGERIBISE,

IEE G B REFERIZIRENE. RINERT, EUERERERT * 7

155



Proxy Settings
Storage

Admin

2. yErh * B RFEAE © Ei%RiE,
R ERATEREEFEAENTR.

Storage Proxy Settings

If you are using platform services or Cloud Storage Pools, you can configure a non-transparent proxy server between Storage Modes and the external 3 endpoinis.
Enable Storage Proxy v
Protocol HTTP SOCKS35
Hostname

Port (optional)

3. NIFZRFHERIREF NN
4. I NARIEARSS B EN R T IP Hhdik,
5. (FNE) WANATEEZIAERS RN,

R ERRIANRD, MWETLUEILFEE=T: 80 {/R HTTP, 1080 F&x SOCKS5 .
6. BE*RE",
REFERES, TURENNRT SRS EFEABIHTR S

() AESEHAEREKEL 10 HHAEER,
7. RERIERSBNLE, WHRRAMEIERE StorageGRID BT ARSI E,

FERIE
NRFBEZAFEAE. BECEET ERAFEEAEREEE. ARRERES

BXES
"AFFERSHIMEMRO"

“EH ILM BIER"
EEERRIEIRE

NRERHTTPIHTTPS & i#AutoSupport SEE. MR UEEET A
##(AutoSupport)Z [BlEc B IEERARIEAR S 28
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ERBEHNE
* ERREE R ERHIRR
© BB s R A E R,

KXTUES
TR AR EERAERERE.

p
1. R RENKEENERE,

LB 27 Admin Proxy Settings Dl FRIANBERT, EREREHRIREZFET * FiE

2. Mint=SesarhiksE - I

Proxy Settings
Storage

Admin
3. & ERHEEREMNE - 81%1E,

Admin Proxy Settings

Ifyou send AutoSupport messages using HTTPS or HTTE you can configure a non-transparent proxy server between Admin Modes and technical support.

Enable Admin Proxy [+

Hostname Myproxy. example.com
Port 8080
Username (optional} root
Password {optional) ssssesse

b

MNRIEARSS SRR EAREL P Hhdtk,
AR TERIAERS SRR,
(FIE) WARIERF R

o o

MRENRERSBIFTERFR, BRILEFRES,

N

(E%E) BRI,
MBEHRERS T BETR, HELTEES,
8. Bt R,
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REERRER, HREESANEASH 2 ARERERSS.
() RESKTEBEKEL 10 HEAEER
o IRFERANE. BIYEP EREERE THE. ATBERE"
e
"} AutoSupport ;8 B BITHY"
EIBRES S

NGRS HE (QoS) ARSS, ERILAGIEME 77 LRI KIR AT I = R ESE R AL
e, XLEREEEFREIM SRS,

MEBDEKRBEN AT MXT R EET SR StorageGRID fa & F#28ARSS LNk R, ECIEME LKL, &
MEIR A H T ERHR,

PLECKMIFN =T 5 PR
BMREDKERREBES —PHSPMEEMN, BFRREUT—PHS N EAEXHINERE:
* FED R
* Tenants
*FR (BEFFHDN IPv4 FWM)
* iR (AETERER)

StorageGRID ZRIEMN B BT ia iz 5 REFERMMNITERRE, SENREIERANCTENERREY
FIZRERLE, Bk, ERTLUKENNKTERRREE SR ZIMIFIERE.

BRI LRIELL T SO0 SRBR IR E PR -

© SEREH
© SEREH
 FEUERIEE

* EANBKER

st

TR

@ A AR RBE R IR BB S H B SR & MAEKNH B, B2, StorageGRID FREREBIFREIXH
MEENH R, REHERG AIBESNIFRIRRE EHIMNIEMIERER M.
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e PR

SIRMED KK, REFREFELILENNNMRFIZEEHITIRE. MTREHEMIERIHERSE], BRI
U BRR RIS NSFEH, StorageGRID REERHIMIT—MRE, FEit, HILECFLEBHRNITRAMKBIR

BEOLAC, - FRAEEMIREIERE, ERHIERSLER 250 27, W FEIEMTRRRREFINIEK, BFHE

RZULE 503 NSRRI B

ERREESED, EaUEERERRARIEREE S ETEIRG TR R E RS

S

BN KRR SSLAG SR

ERILKRE D KRR S RERBINBIBERIPESERARLERSRNMN (SLA) , XEDMRERTEXS
2, SERIPMMENAERER.

B NHTERTILAED LRE. MRBERFDHESIAHTERL, NEERERZEIEENERR
PRAEIAI(E L

UTFRAIZRT —1 SLAN=1RE. ErILEIRRED KRR LUSLIME D SLA ERIIEEBIT.

RSZRFIE Capacity BIRIRIP MaE D%
Eh& 35 1 PB 12& 3 &6 ILM #R0 25 KiEXK / =A $$
5GB/# (40 Gbps
) W
iRk {éﬁﬁﬁ 250 TB 72 2 E4 ILM 10 K MER A $$
1

1.25GB/ # (10
Gbps ) %%

E3ald AVF 100 TB EfiE - 2 &6 ILM F0 5KIER/ ZR$
1GB/# (8 Gbps
) WHE

BIERE D KRB

yﬂ%gEﬁEXa *HF', IP FPAak T & T 7 28 i 1a 35 /m,E, #‘Jﬁi?‘[‘ﬁ%]ﬁtmg, Il
Bl A BIEME N LKL, S URERE, #kla?*&ila?zﬁﬁﬁﬁuﬁﬁﬁ%u

IREE
1|_J,F|‘E

wé'
)
i

WIER SRRV S 2R E RIS EIE8R,
\ELE root IR,

HIME eI E B LERERAH T E IR R,
B R B L ENERTERF.

Ev

B Y Y Y
év

&

p
1. EFRRE>MRIRE>RED L
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lid:NpEd ] B RRE " TUH,

Traffic Classification Policies

Traffic classification policies can be used to identify netwark traffic for metrics reporting and optional traffic limiting.

|; Create_l # Edit || ¥ Remove || Ji Metnes
Name Description

Mo policies found.

2. BEAE
LRI BRI IR E 79 RS IEHE

Create Traffic Classification Policy
Policy
Mame @

Crescription
Matching Rules

Traffic that matches any rule is included in the policy,

| T o o R
I+ Create | | # Edit || ¥ Remove

Type Inverse Match Match Value

Mo matching rules fournd,
Limits {Optional)
W| Edit X Remove

Type Value Units

MNo limits fourd.

3. £ * B * FERH, WNRERAIRM,
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NIRRT, LUEIRRIHRE,

4. WEILATE * )RR * FERHP I ERBAR IR o
fBlan, #ERICRED RRBERHR RERHF,

. NRBELIZE—NHZ N ILECAN,

TLECAR =R LSS Z IR B ) RRBRRIRI M, Bla0, WRBIFUIRBENAFRERFHINERE, 18
EEAP. 3E, MRBFULRBENABTREARTHSRRER LRIMSRE, 15%EEF Endpoint o

a. B ILECHIN*EB 2 FRETelE"
BT B R B2 CLEC AL N X IEAE

Create Matching Rule

Matching Rules
Type €&  -—Choose One - -
Match Value & Choose type before providing match value

Inverse Match @ [

b. M * KB * FHIFIRF, EFREAETELERMN FRISEAREE,
C. 7f * ILEC(E * FEH, RIBEEFERSEASER NI E,
* FEDR MAEESERRNR.
* Bucket Rex : Wi\ FILEC—AFME D BB RAYEN FE.

FEMNFANEBUEBIE. A {caret} EUREFMEDERBIAXLE, HER $ EAREREMHE
7R NRRE LA,

* CIDR : Ll CIDR R™ZEMNSTEFWITAZRY IPv4 FM,

* Endpoint : MIIBIERFIRPERE—NMER, XEREEHNHTERIHRNE LE X AT
I o

A MRIERRYIRFEE—NER. A LEBURTAIARINEED ERIFIEN. MEEDER
HER AP SAE FiED AP L,

d. NRBLESRINIE X BIEEMILEE—HBIFTEMERE _except _RE, Hikd * kA * E3EAE,
BN, BFEUEER IS IFE,

e, MREBRUCRENATFR— I AHTERER ZIMFERMER, SEERRIFRR AT ES
e, AREE* kB
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@ MNFEEZSIMRERAEEDE—ERALESREVRE, EEIRTECIRSREIERTE
HYSREK,

e Bif*NMA*
LEBPRERUZR LA, FHIFE TR RNIR S,

|+ Create | | # Edit|| % Remove |

Type Inverse Match Match Value
=  Bucket Regex 4 control-id+

Dispiaying 1 matching rule.
Limits (Optional)

|+_Creat;e_| # Edil || % Remove
Type Value Linits

No limits found.

a. HENFBEORNS MINES LASE,
() SeEmTEGRERERLE,
6. AT LU SRS IR IR,
() EnETOImIRSI, StorageGRID tiRUEIEHT, LB S HISITARMMARE,

a. B REI*ER D By el
LB R B Bl PR I IEAE
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Create Limit
Limits (Optional)

Type @ - Choose One - W |

Aggregate rate limits in use. Perrequest rate
limits are not available. ©

Value &

 cocs |
b. M * B * FHIFIRF, EFEN AT RIRAIRHISE

FELTYIRA, *HAN* IEM S3 3¢ Swift FFiHE StorageGRID A FT#i23ME, * Rl * 28
M EFE2EE S3 5§ Swift B IRAIRE,

B

HERET
ABHEEATE

* FERFEUER

" HERENER

" SMERIHE

" MERINHERERE
* IREUERIER

* ENIEKREREK

i %\%
HEY
b=

W

=

LIRS B R IR B A R RRAIS MERIEE. B2, StorageGRID The
() FeRsEmHReEE. BanERITERH IR ENR R
201,

T HETPRS, StorageGRID =[N S5I&ERHISEERITAEREE, FI90, WRERIREZ( RS
— MEENRE, WERABRNREFRSERGIN, BMEFEESAEEFRBHIMEMIRERITERR
=2k, StorageGRID 2L FIFESEH " & " LA B RE:

* FREIRY 1P Mtk (/32 $6D)

" HYINTERE D LR AR

* DERENFRIAT

- P

" IR

* IE¥EHHRY CIDR LA (3E/32)
* RAELE
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C. £ * B * FEH, MAFMERFIEEARIE,

d.

EERRHIRY, RO E RIS,

BE VA,

HEBPRE SIRR LIRS, FHRETIFERSITRH,

|-|- Cr&ate“;' Edil”ﬂl-'{emm'e!

Type
*  Bucket Regex

Limits (Optional)

Inverse Match

|4 Create | | # Edit || % Remove |

Type

= Apgregate Bandwidth Cut

v

Value
10000000000

e. WEMNZIRBANENMRFIESE LRTE,

®

Match Value
controlid+

Displaying 1 matching rule.

Units
Bytes/Second

Displaying 1 limi.

]

40, sNREH SLA EEIE 40 Gbps HEEFRE, BEIE " REHERE "M " REFEER ", HEE
MNREIIZE 7 40 Gbps o

7. QIZSEMNAREIS. BERES

164

LEERBERREFHFIHTE

MBI " R P,

Traffic Classification Policies

ERSMWIIRFTHEIR ST IMEL, BRI 8, B0, 125 MB/ #HEZHTF 1, 000
Mbps 2 1 Gbps

Traffic classification policies can be used to identify network fraffic for metrics reporting and opfional traffic limiting.

|4 Create || # Edit| | % Remove | |y Metrics |

Name
ERP Traffic Conirol

Fabric Fools

Description

Manage ERP trafiic into the grid

Monitor Fabric Pools

1D
cd9afbc7-pBbhe-4208-D6f8-Te8a79e20574
22300chb-6968-4646-b32d-7665bddc894b

Displaving 2 traffic classification policies.



7E, S3 0 Swift FFIHRERRIERE D KRBEHATTHIE

A

SR I SEHE TR RY A & PRl

BXER
"EIR AT

"BEMEREET"

IRERIRE KRS

T L AR ) S5 L BB B L PRSI R

AR 2% PR

ERBHNE

© BRI SRS R SR,
* EBFRA root HITRIR.

p
1. G RE>MRIRE>RED L

LR RR " RED KRS " WE, HEXRPIIHIERE,

Traffic Classification Policies

TR EERERRANIERBESIEE

, WECE, HmIEMIFRILRBERVER

Traffic classification policies can be used to identify nebwork fraffic for metrics reporting and opfional fraffic limiling.

|4 Create || # Edit| | % Remove | |,y Metrics |

Name Description
ERF Traffic Control

*  Fabric Fools

Manage ERP traffic into the grid

Monitor Fabric Pools

2. R ERER RS A SR,
3 BE*IRIE

LB B 8 73 S ERBE I IEAE

1D
cd9afbcT-pBhe-4208-D6f8-Te8aT9e20574
22300chb-6968-4646-b32d-7665bddc894b

Displaying 2 traffic classification policies:
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"

Edit Traffic Classification Policy "Fabric Pools
Policy
Mame € Fabric Pools

Description (opfional) Monitor Fabric Poals

Matching Rules

Traffic that maiches any rule ig included in the policy

|+ Create || # Edit|| X Remove

Type Inverse Match Match Value
LEE o515 72 10:10:152.0/24

Displaying 1 matching rule.
Limits (Optional)

| 4 Create | | # Edit | % Remove
Type Value Units

No limits found.

4. IRIBREOIE, JmiIBMPRICESAIFNIFIPRE],
a. ERIZIENMUEIRS. FRECIE . AR ACIZEM NI ZERS,

b. E4RIEILECAIMMISKIRE. FEEEF MM REIR R EIZH. B E AN &85 3 PR ER 5 AT 4RiE
. SRR PRGN X 6132 PR,

. EMIFRILECHIFMNELIRE]. EEFIZMN RGN RikiZH. ARRE MR AR, REHREUHIA
Z PRI AR N SRS

o. BIESHREMUNRFEIG. B
6. fRIESTRRE. BERE

‘”iT%%FE1HWEE&11?&T%ﬁ, WMEREMEGIRIBRE D XEEFTRIE, B UEBREERHIIESE
B IETERBISEFETNHARY R 2 R H,

ISP o
NRIER MED SRS, A LORERIFR,

EREHNE

i

i

166



* SATER SZFEN R AR B R B MR E LS.
s B TEA root IH 18I R,

TR
1. &R EE>MRRE>RED K
RS ER "RED LR " TIE, HEXRTFIIHLIERE,

Traffic Classification Policies

Traffic classification policies can be used to identify nedbwoark fraffic for metrics reporting and opfional traffic limiting.

L:|- Create || rd Edltl | ® Remove | L,|_| Meﬁ'ica-i

Name Description 18]
ERP Traffic Control Manage ERP fraffic into the grid cd8afbcT-p8be-4208-b6f3-Te8a79e2c574
*  Fabric Pools Menitor Fabric Pools 223p0chb-6968-4646-b32d-7665bddcBa4b

Displaying 2 trafiic classification policies.

2. R E MR SRES  MIAY SR
3. B~ MER o

HEB R R E S I IEE,

A Warning

Delete Policy

Are you sure you want to delete the policy "Fabric Pools"?

4. BEHAE WIAZMIFRIL SRR,

ILE ERBE R AR BRo
EE PRI
ERAILUBEEE " REN KRS " TUH LHER R B ENSRE,
BREENAR

* BRIERSFRIR S B3 REIMAR SRR,
* B IEA root IHIEIAN IR,

KTUAESS

MNFEAMERED KR, EUEEHHTERRSOVIETR, UAEZRBESHRIIRENEFIRE. B
AR EEER] IES BN E i E R D F B IR R,
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BMERBAREDXRBISERS, haWkists, FEEFTRMERNEERTBRERE,

*ﬁ@%
R BB > MR E > RE DL

LB EoR " RE D EREE " TUE, HERTPYIHIERE,

Traffic Classification Policies

Traffic classification policies can be used to identify nedbwoark fraffic for metrics reporting and opfional traffic limiting.

+ Creaie _1' Edit| | % Remove_: sh Metricé

Name Description 18]
ERP Traffic Coniro Manage ERF traffic into the grid cd8afbcT-p8be-4208-b6f3-Te8a79e2c574
* Fabric Pools Monitor Fabric Pools 223p0chb-6958-4646-b32d-7665bddcB94b

Displaying 2 trafiic classification policies.
EEBEEERIERY R AN SEEIZ .,
3. BEHMEIR
LERPRHTA— MR RE D, HERRESERBER ., XEERNERSIETE RELEKRENTEIT.
IEEILAGER * SRER * THIFIREFEHMEESERIRE,

B2 Traffic Classification Policy -

Error Responso Rate Average Request Durstion (Non-Ermor)

I IHIIIIII[IIIIII III!.IIIIIIIIIIIII!IIIIII1iIIIII1IHI]IIHIM LR UTH LT 1
IR UL LT

Mol LB E U TER.

AHTERBERAE . HEREGHTERERSALBERNEP EZEERNVSIESFILER 3 233
nbﬁi’J{E IVS=2 UAITES GNL RS

METFERRIERTHAE: HERIEKRER (GET, PUT, HEAD #1 DELETE) 44, {IRHEME
FEREAY 3 D EhigEhTFIYE, WIEFERMIRLE, WEBEEH.
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o FEIRMN R LERME T SFHREL TP IRV IR 288 3 DB TI9E, HIREIRMEAEFEHT
i

o FEEKRIFEAYE) (JEEIR) ¢ HERMETIRIERIER (GET, PUT, HEAD #1 DELETE) 4A5HY
3 DB TG RIFLEN B, FMERIFLEATBIM A FERRIRSITIBERITLBI A, FETEMN
ME R 1F SOR [B144 % F imAT 45 3R,

° BWFRA/NNAHENIERER: IWHRERBEXNRA/NMEH 3 DHHE NEKRTRERBTFIIE &
XHERT, SANERNIE PUT BXK,

© BWERA/NZBNREUERIER . IARERME T RIENRANTTAIRENIERE 3 DB EITFIIE, EX
MERT, REUERIEREIER. AEFHEERTIE MNERRNRA/NIENIAER, BLHEE (

FINERBMER) RTENERRE, RANEE (FIINERNLE) RENERRS.
4. B REEINEAE L EEZERER I NEHRHE .

Load Balancer Request Completion Rate ~

]
o
(=1

2020-03-30 21:29:30
=Total: 275
=PUT: 275

Reguests per second

=
(=]

0

== Total == PUT

S WHAMEFEAE LRI — M EHEN, HPEREARNBIAME, REZTHRPRNRRNUARIZE
B ERARI BTV IE R

Write Request Size -

2020-04-01 22:27:00

6. fEME LA * R * THIFIREZH MR,
B R B it i SRES R EIZ
7. & WAL R EER .,
a. EF SR> TR>MER"
b. 7ETIERY * Grafan* B33, EHF * MBI LKL * o
C. MTTEZE LA THIFIRPEZR,
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MEBDRREEITH ID #HITIRR. REE ID RFITE " REEHR " TlAE Lo
8. SIHEIRZ AR E RIS REIR BRI AN S R B R,

BXER
"MK BRPEHEER"

ARSI

HERR A AN BT A T E A E A D R 2 HUE R Ouh R BY IR EUE P Oih R iR B R RVARSS BY
AR IERT LUBEEHERS 2N LA AR 2 2 [B]RYREIR

* SEREAAS A TIHE A T SR R RN REIARBIR TR,
* MREE API 1T E1E AP| EA R ARIAEZERRIAEE StorageGRID AkS5.
* SEREAASH MR T = _ERICLBARSS B TS % P ik,

@ CLB RS EZ .

WERFT — N ShEmis, Eireis BRE 7 s
—DC1 —DC2

r "
| 0 :
‘Grid Nodes _IJ ‘GridNodes |

—DC3

|

* WX R LR CLB RS ERE P HER TN HER—HIER O R _ ERIFTE T R UUREREIERO
IhR, HERRAASN 0,

LRGSR, #EPOMER 1 (DC1) HMXTRSBEPIRERTIIDHE DC1 BEHET =4 DC2 /Y
FiETT =, DC3 ERIMXTIR{X M DC3 ERTFET R RIXE F iRiEk,

* FRRFAZ P EHRINFENTRES, StorageGRID RTEFER M A RIEHNEIEF OEZRILEIZ,

FURAIS, R DC2 EMVRFimN ARFIZRZFMETE DC1 #1 DC3 ERIXNR, MEM DC1 FRZNR,
E79M DC1 2| D2 YRR A4 0, fRFM DC3 E DC2 Bys#RRAA (25) o
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RN ERIENST, RERENEER(, Fa, ERAMEMAZ 50 tbEMARERMAE 25 BEff. TRE
T B RS,

HEZo HERR RS AR

YRR E R OIh R Z 18] 25 (FIA) T WAN SRR ERRAVERIE RO
UFR—¥EUENEE O BIEHIER M@ LAN EENE—YIER N K E
HHER O IE R Z 8] X,

BXER

"B TERIE— CLB AR%"

B R A
TR AE RO R Z BIRVTERR A, LU BRiL = Z [B]RYRER

ERENNE
© RS R I R B RS,

- EBREE MG RERENR,

p
1. SR BB > RIS E > TR A

Link Cost

Updated: 2021-03-20 12:28:41 EDT
Site Names  (1-20f2) 4
Site ID Site Name Actions
10 Data Center 1 V 4
20 Data Center 2 4
Show| 50 v |Records Per Page | Refresh |
Link Costs

Link Destination
Link Source 10 20 Actions
v O

Apply Changes *

2. 75 * SERRIR * THEE— A, AASTE * SEREA * FTHA— AT 071 100 2R AE,
MBS BATHEE, NEEBRGERRA.
TECEER. BEE Q) EE .
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3. BE*NAEN .

IE7EEZE AutoSupport

83T AutoSupport IHEE, StorageGRID R R A AT IFAEGI TR RS E S,
f£F3 AutoSupport A L EZMNRAIBVBREMNBERARE, RASZEREE UIGEIERANEE
BK, HEBEHRERTREMIFT T Raiiha, & aI & AutoSupport JHERRE A&
\L;E:Etu%_/l\g*/]_‘o

AutoSupport JHEFEESHER
AutoSupport JHEB SN TMER:

* StorageGRID k2
* BRMERGHRA
* RAERHFUERANBEER
 EHRERAER (BRS)
* FRENRBESHERRE, SEHLEE
ORI R _EHTIE LESIHMEGHER
* BETRMIBEFRBER
* ERERENRAVEE
* MISECEIRE
* NMS {&
* JEDD ILM B
* BECEMAEIEX 4
* IZHRIEAT
&0l LITE B R % 4% StorageGRID BY /3 A AutoSupport IHEEFZ™ AutoSupport 70, tWRIUEEERE(]. W

éﬂ%EﬁﬂAutoSupport « N EEREERLESET—FHER, IWHES &M AutoSupport ECE DI RYHE

The AutoSupport feature is disabled. You should enable AutoSupport to allow StorageGRID to send
health and status messages to technical support for proactive monitoring and troubleshooting

TALOUER" X "FS  UXHAHER. BN EEFE. BMfEAutoSupport M TFRERARS. WHBHEARZE

KRBT

{@HActive 1Q

Active IQ B—RET=HFHIE, FA NetApp BRENFUIMED AR ES, HFEXPLITE, Tk
L, ASCHIESM BRI EBERRNEREZABTRA, NMIRERRETRAH RS RS

o
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AR EEA NetApp ZiFihm ERY Active IQ 15 BIRFTHEE, MATS A AutoSupport,

"Active IQ Digital Advisor 34"

jhia]AutoSupport I8 E

&8 LAfE A AR B 1R 28 Bt B AutoSupport (323F>* T A*>* AutoSupport )o  AutoSupport * TAE B /R MEIF :

WE M ER

AutoSupport

*

The AutoSupport feature enables your StorageGRID system o send periodic and event-driven health and status messages to technical support o allow proactive monitoring

and troubleshooting. StorageGRID AutoSupport also enables the use of Active 1Q for predictive recommendations.

Settings Results
Protocol Details
Protocol € ® HTTPS @ HTTP I SMTP

NetApp Support Certificate Validation & Use NetApp support certificate v

AutoSupport Details

Enable Weekly AutoSupport @ 7
Enable Event-Triggered AutoSupport & v

Enable AutoSupport on Demand €&

Additional AutoSupport Destination

Enable Additional AutoSupport Destination € (=]

“ | Send User-Triggered AutoSupport

FF %1% AutoSupport ;&S HIHMY
&R LOZERE LU =i 2 — 3R &% AutoSupport JHE.

- HTTPS
. HTTP
- SMTP

YNSR(ER HTTPS 8¢ HTTP &% AutoSupport JHE, MAILIEEET RMKkAXZFz i & IFERRIERS
%o

YR fER SMTP {E79 AutoSupport SHERITMY, MHRECE SMTP BiFIRS 280
AutoSupport 3%EIR
SR UMEA L TRMAER A S B AR & 1X AutoSupport JE & :

c * G . SABmAZE—/X AutoSupport SHE. BRIAIEE: enabled .
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CCEM4RE D B)\NRHALEEARAS MR BETIAIE AutoSupport SHE. BRINZE: enabled .

*RE L AFRAZRHERER StorageGRID £ EEh&AIX AutoSupport JHE, XTEMAIEEER R
R (FBE HTTPS AutoSupport fZ5tHiY) BREEEEH. BRIAEE: disabled o

* PRk * . BERYFEhAIX AutoSupport JEE.

EESES)
"NetApp "

$§EAutoSupport JHE BTN
f&O] LUER LA =M Z — &iEAutoSupport JH B.
BEENAR

* BB SR RN S B B R EIMAS B IEER

* BER " RIAIE " S " HANARERE " PR

s NRBFEAHTTPSIHHTTPIMY & iXAutoSupport SHE. MHAMBEHIZESFEHRERIERSHEHNEFERT S
B ihInternetif [A)(RFEENILERK).

* MRBEAHTTPSHHTTPIY. HEBREARIERSSE. NSHNEEEEERRERSSE.

* INRBEASMTPIENAutoSupport JHRRIMY. WA EECESMTPERHARSS 28, LiREBFHRHEEARE
ERVERHARSS BRECE (RS -

XFIES
A LUEA L FE— 1Y & X AutoSupport JE 2.

* *HTTPS | XZRMZEMBINEIGEE. HTTPS MUERmKO 443 . SARERE A AutoSupport On
Demand IhgE, MHABER HTTPS ¥

*FHTTP* . hiNARE, FRAFERIEHRERER, AEfREFR, AERSSEEET Internet ZIXHRER=
B89 HTTPS o HTTP X fERI®O 80 .

* *SMTP : SNRE@EI B FHBH&IX AutoSupport JBEE, BB ILLIED, WRFEHSMTPESAutoSupport
SHERIN. AT BB FHMEIR E " TUE (T IFZ R (18 hR) IB kR BB FEBH& E) L ECE SMTPHRM AR SS 28

@ 7£ StorageGRID 11.2 ikAsZ g1, SMTP EM—r]HF AutoSupport JH 2. INREEH
VLR Z2 R HAMASAY StorageGRID , MITTAEEIEZ T SMTP thi¥

I BRIV T RIZFTA REH AutoSupport JHR.

TE
1. 3 3F>*T B*>* AutoSupport *,

LB £/~ AutoSupport T, HitiE * 18 * &I+,

2. ERBRT RIX AutoSupport JH BRI,
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Settings Results

Protocol Details

Protocol @ ® HTTPS HTTP SMTP
NetApp Support Certificate Validation @ Use NetApp support certificate v
Use NetApp support certificate
AutoSupport Details | Do not verify certificate |

Enable Weekly AutoSupport © v
Enable Event-Triggered AutoSupport ©

Enable AutoSupport on Demand @

Additional AutoSupport Destination

Enable Additional AutoSupport Destination ©

Send User-Triggered AutoSupport

3. JEHE"™ NetAppZHFIEHIIE",

° {EFANetAppZHFIEH(ZN): IEPIEIERIH{RAutoSupport JEEMEREZ S, NetApp ZHFIEPERE
StorageGRID i —io &%,

° Do not verify certificate: N HEEFZ D IERAFERIEPIRIER. FIINIESHINIGETAEAT, 7 &R iE
I,

4 FEmERE
FRrESRER, BPRAIVESMEFMRAEHBYEREE I &E.

BXER
"EEEEANERE"

/& A AutoSupport On Demand

AutoSupport On Demand RIZSBhfZ/ R AR ST HF1E EFRR A IERYIAIER, /3 FHAutoSupport on
Demandfg. ¥ARSZHFR]LIER & 1XAutoSupport JHE. MEEETTi,
ERBINS
s S DER RN s 5 RN EIEE.
* SRR "iRIAR "k " ENRECE " AR,
s AN E B A& E AutoSupport JHE.
s BB ERTIIZE AHTTPS,
%TFILAES

BRILINEER. BARZIFALIEKSStorageGRID 4B A& iXAutoSupport JHE. HARZIFHER A
AutoSupport On Demand Z&Eif)1& & 18878 8] fR.
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FARZFT ERFEHZA AutoSupport On Demand o

il
1. EFTHF>*T B*>* AutoSupport *,

IEEBRE 7 AutoSupport TIHE, FiERT * K8 * kI~

2. ETTERHIGFAE B E D PIEFEHTTPS B Ei%H,

Settings Results
Protocol Details
Protocol @ ® HTTPS HTTP SMTP

NetApp Support Certificate Validation @ Use NetApp support certificate v

AutoSupport Details

Enable Weekly AutoSupport @ ‘ v

Enable Event-Triggered AutoSupport ©

Enable AutoSupport on Demand @ v

Additional AutoSupport Destination

Enable Additional AutoSupport Destination ©

“ Send User-Triggered AutoSupport

3. 3 * B SR AutoSupport * Ei%1E,
4. 3% * B E#E AutoSupport * EEIE,
S ERERE S

BB AutoSupport On Demand , FARZ#FAI LU AutoSupport On Demand &3k &% %! StorageGRID o

/S /EAutoSupport JHE
FRINBERT, StorageGRID RAEENERAM NetApp ZiFAIZX—/X AutoSupport JH S,

ERBENNE
© BB R RS RS B,
© EBAASE " RBE " " RAERIERE " AR

KXFIAES

EifsE = E AutoSupport JHE R ZXRTE]. 155 I *EREAutoSupport FEY* F—itkIAdial. EIF* AutoSupport
*>*4E R TH L,
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Settings Results

Weekly AutoSupport

Next Scheduled Time @ 2021-02-12 00:20:00 EST

Most Recent Result © Idle (NetApp Support)

Last Successful Time @ N/A (NetApp Support)

f&a] AR 22 1 E B Bh & X AutoSupport JE S

P
1. 3BT iF>*T A*>* AutoSupport *,

LAY 2R AutoSupport B, FHiEFET *18E * I,

2. Ek*B RS EAutoSupport *E3%EE,

Settings Results
Protocol Details
Protocol © ® HTTPS HTTP SMTP

NetApp Support Certificate Validation @ Use NetApp support certificate v

AutoSupport Details

Enable Weekly AutoSupport © l

\ J

Enable Event-Triggered AutoSupport @

AutoSupport On Demand can only be enabled when the protocol is HTTPS and Weekly AutoSupport is enabled. When you enable AutoSupport on
Demand, technical support can request that your StorageGRID system send AutoSupport messages automatically.

Additional AutoSupport Destination

Enable Additional AutoSupport Destination @

“ Send User-Triggered AutoSupport

priri el S

ZHAEM A AIAutoSupport JHE

ZNBERT, StorageGRID RAARENEALEEERFEMEERFEHITE NetApp
& IX AutoSupport JHE.

ERENNE
:@R’ Wﬁﬁﬁﬁfi%ﬂﬁﬂ”"h §§UM$§%EE%§O
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s BAER " RiAE) " a " NS ECE " AR,
XFIES
& 0] LARERY 22 A S5 (4 i &2 BY AutoSupport JHE.

(D FERGCCEN R LB FER @A, eI REHRAR AutoSupport JHE. (EF'ECER
SIRBRTRI, AfE, EEBHRLERE . )

T
W > T B *>* AutoSupport *,
ILEE¥E B~ AutoSupport T, FIEET * &8 * IR,
TBEbR* B AE 4 & BYAutoSupport * & I1%E4E,

Settings Results
Protocol Details

Protocol © ® HTTPS HTTP SMTP
NetApp Support Certificate Validation @ Use NetApp support certificate v

AutoSupport Details

Enable Weekly AutoSupport ©

Enable Event-Triggered AutoSupport ©

AutoSupport On Demand can only be enabled when the protocol is HTTPS and Weekly AutoSupport is enabled. When you enable AutoSupport on
Demand, technical support can request that your StorageGRID system send AutoSupport messages automatically.

Additional AutoSupport Destination

Enable Additional AutoSupport Destination ©

“> Send User-Triggered AutoSupport v
3 IEEFERES
Fhfi & AutoSupport JHE

7T BN AR Z 157 IR StorageGRID 24V, &0 LASFohfi A B & 1XHY AutoSupport
/%I%\o

EREHNE
© BB NN BB RIS IR,
* RS " AR " B " EAERURSEE " AR

p
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1. 3> T B*>* AutoSupport *
LB £ 7~ AutoSupport T, HiEEFET * IKE * EIFK,
2. %8 KX P& Y AutoSupport * .
StorageGRID Zi{ A ARZHFALIX AutoSupport JHE., WNRZE1HMIN, WSEH * &R * wmIm-£ LM * &

LR M REHIIEE B, MNREIMEG, * RMER*EBEEMH"KK", StorageGRID F=HBZ
IR &IX AutoSupport JHE,

@ RIXFE P& B AutoSupport SHES, 1BTE 1 2 #ERIFT Y2889 AutoSupport Ta@E LU
BRI R,
AINEMAutoSupport B1R

5 A8 AutoSupport f5, RARIME NetApp SHEFER JRZIGITIRANIRESHE S ERILUARR
A& AutoSupport ;B RFEE — T EH M E 1R,

BREENAR
* BRIER S FRIR S B3 E REINAR EIEER,
* BRAR " RIAR) " E " HAMREE " R,

XFUIES
EIFNE B F & 1XAutoSupport JHERINY. 1EERB XIETEAutoSupport X F935EH,

()  7FEEEm SMTP 1t AutoSupport B &R BIE BT,

"}&E AutoSupport JH S BITHY"

S
1. &R $F>*T B*>* AutoSupport *,

ILEE¥E B/~ AutoSupport T, FIiEET * I&E * EI R,
2. %3% * R EM AutoSupport BT * o

It EHE 2R E M AutoSupport BATFES,
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Additional AutoSupport Destination

Enable Additional AutoSupport Destination © v

Hostname @ testbed.netapp.com
Port © 443
Certificate Validation © Do not verify certificate v

You are not using a TLS certificate to secure the connection to the additional AutoSupport destination

“ Send User-Triggered AutoSupport

3. BINEM AutoSupport BirARSS 28RS 28 MR TE IP ik,
() EREmA—HMELT
4. 8 NFITF 5 Eftb AutoSupport BATARSS SIS0 (MF HTTP , BRANMO 80, MTF HTTPS , Bhik
7m0 443 ) o

5. BRFEE IR AutoSupport JHS., 1B7E * IEBIUIE * THIFIRFIERE * EHBEEX CARSE *,
AfE, PITUTRMEZ—!

° EARETIAR PEM HEIENE CAIEBXHRERBERIFHMEE] * CAbundle* FEH, ZFR

I PEEIRE B, BN MEIFE ----BEGIN CERTIFICATE---- ] ————END CERTIFICATE----
ERFENARS.

Additional AutoSupport Destination

Enable Additional AutoSupport Destination © v

Hostname @ testbed.netapp.com
Port @ | 443 2
Certificate Validation @ Use custom CA bundle Y
CABundle @ BEGIN CERTIFICATE
abcdef 1234 FGHIJ¥
12 A jk1AB
Browse

o AR Y, SMEIRSIERRM, ARERE T/ * LEXMH. IEPREIEATHR AutoSupport 3H
BHIFHE SR,
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6. EREAIIBIEBHER T &RIX AutoSupport JBS., IFTE * IERILIE * THIFIFRAESE * REIEES * o
RELHEERSNIERTERIERRIERN, fIIMEBEINIGE R, 7k
LR ER—FHER . " ERER TLS IEBFRFIFSEHAth AutoSupport BFRAVERE,
1OEECRE
REFEERE, EHMATNAF AR AutoSupport B SEF RIXEIEth B 15,

@13 StorageGRID &k IXEZ%!|AutoSupport jE 2

& el LUEId StorageGRID BET fMARFHEIEFNERIR AR AZFHRIXER
H|SANTtricity System Manager AutoSupport JH &

BEENAR
* R ERARFENWebH| SRS RN EIEE,
* BEAFMEILEEIE SRS oot R FR.

() =ERmRERSH SANticty REEIZSE, CUAEE SANtidty BIff 8.70 BB,

KTUAESS

Iég%’i'] AutoSupport JHE B S TFEE4IXMESE, Lk StorageGRID &4 & 1XAIE fth AutoSupport SEEEE

£ SANtricity RAEEA SRR 3P E —MIFRIRIERS 2SI, UWEERAERIRSEERONBERTE
i StorageGRID EIETI s &4 AutoSupport JHE. XM 75 E Y AutoSupport JEE STIgEBEME E RS
FERENEEAXFANEERABIZERX,

MREEMREESRPREEEERERSR. B8N EXEEEERBIRENRRA,

"B EERIEIZE"

IHIREP B (XFET A E &%) AutoSupport ;HEECE StorageGRID XIEARSE 28, BXER
@ HllAutoSupport ECEE EHNEZIFAMEE. BSRERTISEF .

"NetApp ERFIRZ SR

SR

1. EMREERP. ER TR

2. NEMB T RFIERD, EREAEBNEEILET =
3. #%E4F * SANtricity R ETERR *

ItBT38 87~ SANTtricity System Manager £ 51,
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Technical Support
Chassis serial number: 031517000693
& NetApp My Support ('

. . US/Canada 888.463.8277
Support Resources Diagnostics AutoSupport Other Contacts

AutoSupport operations AutoSupport status: Enabled @

Enable/Disable AutoSupport Features
AutoSupport proactively monitors the health of your storage array and automatically sends support data ("dispatches”) to the

support team.

Configure AutoSupport Delivery Method
Connect to the support team via HTTPS, HTTP or Mail (SMTP) server delivery methods.

Schedule AutoSupport Dispatches
AutoSupport dispatches are sent daily at 03:06 PM UTC and weekly at 07:39 AM UTC on Thursday.

Send AutoSupport Dispatch
Automatically sends the support team a dispatch to troubleshoot system issues without waiting for periodic dispatches.

View AutoSupport Log
The AutoSupport log provides information about status, dispatch history, and errors encountered during delivery of
AutoSupport dispatches.

Enable AutoSupport Maintenance Window
Enable AutoSupport Maintenance window to allow maintenance activities to be performed on the storage array without
generating support cases.

Disable AutoSupport Maintenance Window

Disable AutoSupport Maintenance window to allow the storage array to generate support cases on component failures and
other destructive actions.

5. 3%4% * BEEE AutoSupport A% * o

IEEHE B RECE AutoSupport 3314 /534 T HE,
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10.

184

Configure AutoSupport Delivery Method 4

Select AutoSupport dispatch delivery method...

® HTTPS
HTTP
Email

HTTPS delivery settings Show destination address

Connect to support team...
Directly @

F via Proxy server @ |

Host address 0

‘ tunnel-host l

Port number 0
‘ 10225 \

My proxy server requires authentication

via Proxy auto-configuration script (PAC) Q

Save Test Configuration Cancel

PR * HTTPS * {EAfEX A%,
() B HTTPS hiXsEBE MR,
PR B IR ER
BN ... tunnel-host AF*EMMIL"
tunnel-host RFEAEET S KIXEZRFAutoSupport ;8 B RI4F L,
BN ... 10225 iKOS%
10225 &StorageGRID {IERS 28 E MIGEFHIE R FITH281Z U AutoSupport JE BBYIHO S,
W * X ERE * LUNIE AutoSupport IR SS 28R RFNACE
WMRIEH, NWERE#EREFSER—FEHE: "EH AutoSupport BB B 0IE, "

MRMAKRY, NEEIBHBEPETR—FIERHES. HKE StorageGRID DNS g BEMMLLERE, MiREE



1N BT S A TS NetApp SH5HES, ABE R,
M. YR~ R

B RELREE, HFER—FHIAEE: "AutoSupport delivery method has been configured o ™"

FtAutoSupport JH 2 H T EHER

ANR SR K I1X AutoSupport SHEKM, StorageGRID RZFIRHE AutoSupport JHERIZE
BUSRENVARIBVIR(E, B0 LB T A AutoSupport **£55R* 312 AutoSupport 7H
BT

@ MRERGTEERNRLEREBFEAEN, WEREIERREMHARAZB AutoSupport JHR. (FEH*
FERASIRER TR AT, &F * BMELESE* )

R AutoSupport JHETEAIE, N "failed” " ¥ 2/R7E * AutoSupport * BIEHY * £5R * &k L,
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AutoSupport

The AutoSupport feature enables your StorageGRID system to send periodic and event-driven health and status messages to technical support to
allow proactive monitoring and troubleshooting. StorageGRID AutoSupport also enables the use of Active I1Q for predictive recommendations.

N\

Settings Results

{
\

Weekly AutoSupport

Next Scheduled Time @ 2020-12-11 23:30:00 EST
Most Recent Result @ Idle (NetApp Support)

Last Successful Time © N/A (NetApp Support)

Event-Triggered AutoSupport

Most Recent Result © N/A (NetApp Support)

Last Successful Time © N/A (NetApp Support)

User-Triggered AutoSupport

Most Recent Result © Failed (NetApp Support)

Last Successful Time © N/A (NetApp Support)

AutoSupport On Demand

AutoSupport On Demand messages are only sent to NetApp Support.

Most Recent Result @ N/A (NetApp Support)

Last Successful Time © N/A (NetApp Support)

58 AutoSupport & B 5K
AR S AutoSupport JHET/EKIX, StorageGRID RFIGHITUUATIRE:

1. BRI result BIEUEI,

SR EIUSFEF AIX 15 /X AutoSupport JHE, 14—/ \BY,

RERM—/BtfE, RKEERBIEER Failed o

S E TR RIRIE B E#T & 1% AutoSupport JHE.

MR HBE NMS RS ATAMAN, HEHEETETXRZAIARIE, WSEREBEF AutoSupport 11+%/,
L NMS [RESBEXRAT AN, MR EEEEXAEKMNERFRELE, NMRIENAZE AutoSupport i8S,

o o M w0 DN

APtk S E 40 AR AutoSupport JHE KK

NRAF it &S E 4t A28 AutoSupport JHELIE&RIX, StorageGRID RFIEHITIATIRIE:
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1. MREMEIR, WERERER. HlW. NRAFEEZFESMTPIMYET RIZHIEHA B FRMREIRE. N
ZERUTEIR: AutoSupport messages cannot be sent using SMTP protocol due to
incorrect settings on the E-mail Server page.

2. REEARERALEHEE,

3. BILFEIRICRED nms . Logo

MR A EHIEBFMENMYASMTP. 1530iFStorageGRID R4V E FHHFIRS 2526 B IEFRECE B Y B T4
RSB EB EEEBIT(ZIFER(ER) IBhRBFHHFi%E). AutoSupport THEHIAJREERERU THIZER:

AutoSupport messages cannot be sent using SMTP protocol due to incorrect settings
on the E-mail Server page.

TR ECE B FE MRS IKE iR Es BIERRIRPA

E1FAutoSupport JHB 5K

WNSR & P& BFmEY A SMTP , JEHIE StorageGRID R4RIE FHBHARS 2R E CIEMREE B IGR B FHp
HARS 2B HBIETEIETT. AutoSupport NEFIRER BRIATHIREE . AutoSupport messages cannot
be sent using SMTP protocol due to incorrect settings on the E-mail Server page.

BXER
"R BEHEER"

BEEEFETR
FET RAREEEFERSENRS. EEFHETREEREE I TR LNTATEE,

fERKENSE UMM BEFET RECEIRE.

RPA L
| EEEHAT

R RTHIREE
NEFENSRELRIEE"
RS AR ERE

c EEEEEET R
FAREHET =

FET Rl EENEFEN REIEM TR, 81 StorageGRID R E/DEE =M7E
TR, MNREEZ LR, N StorageGRID RAFHE MR BHMTAE = MFET <o

FHETREEEHE EFME, B5), WIENORNREIENTEHIEFRIRSM#HEZ. SN UELE
BREXEHETREFAESR.

4 Z2ADCHRSS

EEEEH2E (ADC-A) IRSMMET R RERILERZHEITEHIIE. — M ERBRI=NMEET RFHEMF
fET REBIEE T I RARRALIRARSS
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Itt ADA BRSSRI4EIFHRIMER, BIERSHNUENTAL. SRR TRREERES — MR T REREEHS
— MR T RHITIRMER, ERBRA—MRIEIRSERS KERMIERIERREMBT R 5N
%StorageGRID FRZESRE— D EFBELETREIA. LUEEAMET R#R LICREFIRERERS. T UE
PIAEHEHM DU (S i AR IR L E B F T S A EIERIRGER.

ATEFLHEANMBRIRIE, 51 StorageGRID [RESEIEH, EEEUREXRESMNEHINEESRLH
BYEMh ADE IRE#H1TREZ,

BE, FrEMERTRBSELDS—1 ADC IRSRFER. XFAUBRMET RIELHRRMES. SMET
RIEER, EfI2EZFEEMNET R IER, MAMERFREBUREERENMETREIT, BMEEMREGER
FRARS AR AR, AT R R eERE ARG SRR S B L.

BSE NIRRT RBVIERE, AJLUEL ADA IRSERIMER. IMETRiEES 8 CPU %, rIAMETE

(WREEFH) , RS URMET RAILS ID . HMARSNESRIN S REILERSZIEREIMER. 3t
F M StorageGRID Z£WEINHEMELS, Itk ADA BRSEXEFNE @M ML,

+4ZDDSARS

PHEIEFE (DDS) REBHBEFMETRIEE, ©5 Cassandra #UEEREIIZEO, UEXEFMHEE
StorageGRID £ RTEIERITEEES.

XRITEK

DDS AR5 EIEREREINZ StorageGRID RAFMNR B, UNKBIEMRAZFFZED (S3 5 Swift) HA
BIIR S,

ERI LA EAFEET R T RITENRIER R EEENREH.
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ST-DC2-5G-5712-1 (Storage Node)

Overview Hardwars Metwaork Storage Objects ILM Events Tasks SANftricity System Manager
1 hour 1 day 1 week 1 month Custom
S3 Ingest and Retrieve @ Swift Ingest and Retrieve @
1.00 Bs 1.00 Bz
07585 0.758s
No data
0,50 Bs
0.508s
0.25Bs
0.258s
0 Bs
18:00 18:10 18:20 18:30 18:40 18:50 0B
== Ingest rate Retrieve rate 18:00 18:10 18:20 18:30 18:40 18:50

Object Counts

Total Objects 10,860,825
Lost Objects 0 i
53 Buckets and Swift Containers 1943

Queries
Average Latency 4.83 milliseconds
Queries - Successful 607,387 0
Queries - Failed (timed-out) 593 ]
Queries - Failed (consistency level unmet) 2218 2 |

&if

TR LA E BT H5E DDS RS M eiEFEIS TR MR T E, MINEIEHNSBUAKR R B BER BT
ESVGENERITISE

TR R EEFEWE R UIT TR E Cassandra BTN, XEMARHEAGCT LR, FW,
MRFHIEAERRIE, HFEEREBRMSRERARKEVRERS, WaiEFEREIBERERN AT
HigE,

EERIUERE—BERMMAMNE TS BIFE DDS lRSHITEIAN, ATRATHEFESRERE, &
H—HMERANK Y.

TR LAGER " 2l " TUERENAR HEPRSHENER o BSW "ETI20

— M RIEM !

StorageGRID fRIEH EIERIMNRHE NGIR—2ME. BINTER PUT REEBVER GET ##1FEGREEREG S
NBVERIE. MBENERNES, THIEREMNMFRFRARIS—E
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+ 4 ZLDRARSS
A REMEE (LDR) IRSHEENMEMETRIEE, HHEAE StorageGRID RABAR LR, AR ERES

WZES, SEHEGEE, BAEFMIBERLGE, LDR RS @ MESIEEH A HNEIEREINEER TR
StorageGRID 2L AZ D EET(E,

LDR ARSS AT BLATFESS :

- &if

c EREGAREE (ILM) JE5h

© SRMIBR

* MREUEFE

* MEM LDR RS (FETR) FRNREGE
* BUBTFEEIE

* O (S3 0 Swift )

t4h, LDR RSEZIAAIEIE S3 F Swift 7R F| StorageGRID RLEAE NN R D EHIME— "content handles
" (UUID) B9BRET,

&if

LDR B EFETERRMAIEREREERINRUE, SR UREETEAREN TG, RIHEBNESHREL
KB A MR EIR S

ERILEEEWER MR T REFENIETRR, XSFMAKHIMANICREE. F0, NRFIHERNE
BRIE, ARFRBRMSEEARKEVRERS, NWhiEFfEREIBIRESHNA IR TE MR,

TR UBEER—BMERMMEAMNE A SH. BIRE LDR RSHITERN, AIRATHIEFERERRERS
H—HERANK Y,

ILM JE5h

BESERFREE (ILM) f5t5, ERIDUSEXNRESER ILM BB ERE, ErIUEERIREE T F6E
T RET R ITEILMET - EEEHX LT,

X RTFE
LDR RSHIREHIEFHED NEEHRENNREFE (BMAEFEEE) . BTNREETE— RIS
ERILET R UEFMEET R EEEFHET RN REFE,
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Object Stores

1D Size Available Replicated Data EC Data Object Data (%) Health

0000 440 TB 135TB 5 43.99GBE T 0 bytes g 1.00% No Errors
0001 197 TB 157 TB B 4476 GB B 351.14GB B 20.09% Ne Emors
0002 197 TB 1.46 TB B 4329GB B9 465.20 GB B 2581% No Emors
0003 197 TB 170 TB H 4351GB g 223598 GB B 13.58% No Emors
0004 197 TB 192 TB B 4403GE S 0 bytes B 2.23% Mo Errors
0005 197 TB 146 TB B 4367GB 5 463.36 GB B 2573% Ne Emors
0006 197 TB 192TB = 4310GB B 161GB B 227% No Errors
0007 197 TB 1.357TB 5 46.05GBE g 575.24GB B 3153% No Emors
0008 197 TB 181 7B 5 46.00 GB 0 11284 GB 5 8.06% No Emors
0009 1.97 TB 157 1B B 4391GB B 35272GB B 2013% Ne Emors
000A 197 TB 1.70 TB B 4431GE g 226.81GB B 13.76% No Errors
0008 197 TB 192 7TB F 4317 GB B 780.07 MB B 223% No Emors
oooc 197 TB 158 TB B 4432GB 8 33956 GB B 19.48% No Errors
000D 197 TB 1.827TB B 4447 GB 107.34 GB B 7.70% No Emors
000E 197 TB 168 TB B 43.07TGB B 24170 GB B 14.45% No Errors
000F 203718 150 TB 5 4457 GB 5 47547 GB B 2567% No Emors

FEEFMET RPN RERM 0000 E 002F By+-7N#tFIEFHITIRR, ZMFFAE ID. EE—THERE
it (£0) PMBETEAT Cassandra HIBREFHMNRTHIE; ZE LNEARRTEATHEREE. FIEH
I REFENATHREE, HEPaEERIRRIAMZ T LURRE A Ko

NTHRREFNRIEN=EEREYS, SENRNNRBIESRIEFTRFEZREEFMEE— TN REFMER. S—
PASIHREFEERBEN, ERNKEFERRSEFENR, BEREFE#ETRESBEESTENIE,

TCEHRRIF

FHRITHIERIESHERF MR TER HXNES, GIMIRERTEHFMEE, StorageGRID B3 ERTT
BIEIFHETES LDR PREE#ZRY Cassandra #UIEER,

ANTHERTRAMLLEERSR, 8PEREP=ZTIHRTHIERIES, XERIEAIIIDHES N ERIIEEET
L. WERIFFERE, FEZBHIT

"EENRITIIEFE"

EERFMEEI

R U ERMS E RSPV ERREENEREFHEIEN, FEENEENRIERIGEM
FHEKENMN Y FIE, BRI UEEMXT R LEFAM CLB IRSUKREFEMET = LM LDR
ARSSfERRY S3 F Swift I,

BEXIEANKENER. B2 "HE: FRIREER IP #utFiE"
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Storage Options
Overview

Configuration

FARKERDE

Storage Options Overview

Updated: 2018-02-22 12:49:16 MOT

Object Segmentation

Description Settings
Segmentation Enabled
Maximum Segment Size 1GB
Storage Watermarks

Description Settings
Storage Volume Read-Wrte Watermark 30 GB
Storage Volume Soft Read-Only Watermark 10 GB
Storage Volume Hard Read-Only Watermark 5GB
Metadata Reserved Space 3,000 GB
Ports

Description Settings
CLBE 53 Port 8052
CLB Swift Port 8053
LDR 33 Port 15062
LDR Swift Port 18083

WRDERZBIEBFHRIFDR—ABE R NIBNNR, URUARENREFENZIRER
E/d1E, S3 ZWHLEXZBEDERNR, ERSMHIEHE— TR,

RXREHN StorageGRID £4t/5, LDRIRSJSZFEMNRIFDOAZ IR, HEEB—IXRELE, HPFFFAR
BXRIITEE BT NAR.

BID

Object Segmentation Disabled Ohbject » LDR

@ QID
< | object \
Client
—Container CBIDT——
Object Segmentation Enabled—»{ | CBIDZ | CEID3 » LDR
v L 4

LOR LOR

MR EHStorageGRID AABE—NMIBT R, HENGEE NS B-EREMERS. MEMIEEERS
79Amazon Web Services (AWS). MEAKDERNAIVNFEZFT4.5 GiB (4. 831. 838, 208FTi), Lt LR
AIfRASEITAWS PUTHY A GBIRE, B3 th{ERAWSIERIG KK,

WRIRAHN, LDRBRFSSMEDBRFCERBNRHRFZNRIREILEF i,
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BRNIBA—EFHER—MEFET R L, FRMNDEBRYUFEEERFMET = .

StorageGRID AR ZRMAEE MR, T ARENRNEFENRERBIERIRE. FIW, WREFMHEE
StorageGRID RAFRIXNRIFD AR PNEIR, WEHNTHE, TENKRNEREM=1, 0T

DERAE+ DR 1+ DR 2= =1 EFMENR
ERILES R T B IR S M EAR N SRR MERE:

* BIWXAFET REA BBHNMETRERAEMENELE, FIW, £ 10 Gbps IAMZEO LECE IRy
RIS LR AN 2 2 IR LR
* BEEEBSHIMXMEET R LR EMMENELE,

* BIEFETREAR EBIHE 10 MR A EFIRNELE,

HARTFHEBIKED

StorageGRID fERFEEKEIRKEEFET R ENATRAZEIE, IRT R LRATATEE
INFECERIKENZE. NS AFEIRES(SSTS)ER. UELHE RS EEMIFMHET

/"m0

BEEFRESKENERNRE. FEFE EEFEETT R,

Storage Options Overview
Updated: 2018-10-08 13:08:30 MOT

Object Segmentation

Description Seftings
Segmentation Enabled
Maximum Segment Size 1GB

Storage Watermarks

Description Settings
Storage Volume Read-Write Watermark 30 GB
Storage Volume Soft Read-Only Watermark 10 GB
Storage Volume Hard Read-Only Watermark 5 GB
Metadata Reserved Space 3.000 GB

TEERT—TMEE=TENFETR. FERT =M EFHESKEENUE, B MFEETR
B, StorageGRID ZEE0 LAMNRITEHIEMET(E; ZE LHEARRZERATHREE. FrEHEMENA
FHEREE. HREEEHNEIANZILURmDH A Ko
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Volume 0 Volume 1 Volume 2

Storage Volume Hard Read-Only
Watermark (VROM])

Storage Volume Soft Read-Only
Watermark (VHWM)

Usable space
(object space) Usable space Usable space
Storage Volume Read-Write mss B B
Watermark (VLWM)

Used object

Reserved for storage
metadata Used object
storage

FEESKENZRICERENRIANRE. ZRREFET ARSI EMFENRNAIBZEE. UFrltStorageGRID EX
TRIEBTATMAER, 15X, EStorageGRID FUITIRIEZ AT, FREEEUIUAZIKED, NRFELED
ARATEEBIFMFENRNIAZEE. WFASMAER. AETRNRETAEFIREZK,

FRESIN R BIKEN(VHWM)

FHEESRRABKEIRE— AT T REN RBUE A= EIEIREARAIKEL, HKEIRTEFET RPNENE
LB Z VeI B=E. AREMETRENRIRRN s MRIRBNRRFET R [EStorageGRID R4HY
HREBD2MRERS. EFHEFREFLENTNIEK,

MRBNE LA ATEE/NTFIKEIRE. NEFERSSSTS) ERBEEME L. HEFET BT
BRI RIRR

a0, RIREFEEIRRBUKENZEN 10 GB , XRHAIME. IREFETRPETE LRIRTAZEARE10
GB. NMEEHAMASSTSER. HEFMET RRTERIRIIFREI.

1ZiE5HE 2 IEKEN(VROM)

T—"NKENZEStorage VolumefE RiE/KEN, BFIERT SN RIIBETT AT B EED #H, KEIRRFMET =
RS NENREZ/ VATATE. AEHLETaFANBRIERER", BRIEEARTEETSARIE. TEE
ZENEXK,

NREFETRPENELNARTEIE/NTFIKENANSE. NWEEKSSSTS) EiRGEEERIMA. MiEFlE
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TR R JIRE T

a0, RIgFFEEERBUKENSE NS GB. X2HEEIAME, NREFET R FNE N EFHEE LNAIAZETRES
GB. NEEXBRMASSTSER. HEFMET R T ERIERIFE.

FESE RBUKENBEL IV NTFEFEE IR R 3K ENR(E.

FEBIREKEN(VLWM)
FEESREKEMXATFRCETEEIRIREARNERTR FHET R, WKEATFHREMNAITEET RERT
FIRERT.

. RISENFHET RETEIERIRRN. WRFEERSKENKEN30 GB FAUAME). WEFEETRPESH
FiEE LRI AT EILDIMS GBIGINEI30 GB. AT AA BT NIRRT RS,

FREESIREKENMES AR T FESIR R BUKENIE,
BXER

"R TI R

EENRITHIEEFE

StorageGRID AN MRTHIBBTER FIEHI R EREEZRA LKA R BT HE
StorageGRID &%H BB T BIREFMEHNR, EHI T % StorageGRID 7R A4k AR 4N
AIfFRE RITEIE,

AR RITEIRE?

X RTTHIBRISHIA T RIVERIE S, StorageGRID (EAM K THIBREME PRGN RNME, HEEE

xR A

X1F StorageGRID SREIHK, XRITAIECIEL TRAMES:

© RATTAE, GIESINRNME—ID (UUID) , SRS, S37FEHEM Switt ZRORH, HAKH
B 1D , WREVBIEAN, EROBHRHDIFETE, LUKk BRERF R B HBFETIE,

© SHRABMETEE XA TIERIER

* T S3WR, RIESEMRERIEATRITIARIER

* HTFEHNHEKEIE, NS BFRELRFEE

* TR RES, HE RIS,

* TSR RER, KHROME, SENEES RO RN TR,

* HFHBHEMSBANR, HETRRHIIEA

NfAIFREX R T EIE?

StorageGRID 7E Cassandra BB MR TR, BRI FHRMBHTER. T RETRAD

IEXIRITTIMIEESR, StorageGRID £HEMERM RLRIFIE HEAEHE= N TTMIERIE, HERTTHIBI=1

BIZ19 0 HTETES MR A 7T A L

EERTHNER ENFET R, STMEREBERERRENNRTHRE, XETHESARERNEFETRZ

195



B 3553150

— Site 1 Site 2
Three Storage Nodes Five Storage Nodes
Object metadata

MHRITHIREFHETEAL?
HEERTEMNMEET RBVEFES,

Storage Node

Volume 0 Volume 1 Volume 2 Volume n

Object
space
Object Object
Sz space space
metadata

SNEPAR, StorageGRID RN IMFIET REVFIES 0 LRINRTHIEMEZE, ERERMEZEFHEIR
TTHIREHPITESIIEFRE #iEE 0 MEET RFREEMEF 11%%J:E’JEH?J$£IEﬂfyﬁﬂEFS(T%*ﬁE (2
ﬁ%'JE’Jm'JZMEI AU REIRIF ER) ©

NEEFET R LN RTHRIEMENTEERTZMEAR, WA,

THIEME TR E

TCEGETE TR _ B— 1T ASEEIRE, RARASMEETRENE 0 LR THEMBNTEIE. MR
R StorageGRID 11.58iS BHWEHAEEFUTHE:

* BHILE StorageGRID BRI 4R S
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s FNEHET R LN RAM £,

BT 404 StorageGRID L&k AS EFiET R LR RAM £ StorageGRID
M. 50BN TTEIETNE T aie B
11.5 MR ENMEET S LMESERN 8TB (8, 000GB)
128 GB 5{E Xk

M EREFET R ENEE/NF 3TB (3, 000GB)
128 GB

1.1 38 11.4 FR— P RS NMEET RN 4TB (4, 000GB)
REN 128 GB HEK

BPMRNERAEETRENSE 3TB (3, 000GB)
/IF 128 GB

11.0 ER A EEH 2TB (2, 000GB)

il

EE% StorageGRID RFERITHIEMETIENGE, BHITUTRE:

1. R RE> RAIRE > TFHEEDT,
2. {ETFHEKEDRA, $HEF) * TEUETRE=IE * o

Storage Options Overview
Updated: 2021-02-Z3 11:58:33 MET

Object Segmentation

Segmentation Enahbled
Maximum Segment Size 1GB

Storage Watermarks

Description Settings
Storage Volume Read-Write Watermark 30 GB
Storage Volume Soff HRead-Only Watermark 10 GB
~sioraneVolume Hard Bead-Qnly Wateomark ENELS
Metadata Reserved Space 6,000 GB

ETREHEY, *THEFZE=TE *ENS8, 000GB (8TB) . XEHStorageGRID 11.5FEMERIAIEE.
HhS N EMET SHRAMIY 7128 GBE LA L,
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TCEHERYSSFR TR == 18]

5245 CENTHIEME TENZEARR, RANEBNEFET SHERNRTEIEN actual reserved space o X
%Eﬁéﬁiﬂ’\]ﬁﬁ%*ﬁ,m, TEHIBN LG E T EEUR T HREE 0 KUK ARSFSCE * THIETE =8 * 1%

TEmE 0 AN TCEIRBI PR = iE]
/N 500 GB  (FEE~=H) £ 0/ 10%
500 GB S{E X XLEEAFRR/NE:
%0
* THIETETENRE

BEEERERMET R LT SERSEIRRE=IE, FHRITIATRE:

1. EMREERST. SRR EETR_
2. Jfef% * f70E ¥ R,
3. ¥HATEBTE "Storage Used - Object Metadata " EF&R L, % " LIFFE * " (&,

Storage Used - Object Metadata @

100.00%
75.00%
2021-02-23 11:48:30
50.00%
= Lised {%): 0.00%
i Used: 126.94 kB
25.00%
= Allowed: 1.98 TB
- | = Actual reserved: 8.00 TB
- 1110 11:20 1130 114l 11:50 12:00
== |Jzed (%)

TRREER, *LFME ERN8TB., WFSHEERTHEERStorageGRID 1. 5FMAREZMETI R, H
FHFET RRNRICCETTHIENETEIRE/NTE 0, FEIbIT RBYSEIRE = EF T e B =ia)iz

o

SEFRFR B *E X N T tkPrometheus3giT:

storagegrid storage utilization metadata reserved bytes

SEFRF R By R = (Bl B

fE: U**—“E’Jmﬁmﬂ ShREIHTStorageGRID &4t ELLRAIF, BigF M FMHET R RAM BT 128 GB , #
BE#ETR1 (SN1) BB 08 6TB. BETLUTE:
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* RESCER * THUETETIE * IREN 8 TB . (WRENFMET mAIRAMEEE 128 GB. MiX2
#rStorageGRID 11.5% 2R ERIAE. )
* SN1 TEIBRISEPRFE=E N 6 TB . (HTE 0 /WVF * TEIEME =E * 188, RS REREENS, )

FVFBITTEIR = E]

BNFET R A TTBUESE R B D AR B TR R HIEN=E (RIFRTTEIETE _ ) URERKE
FetftE (WNBURERANEE) USRI ARFAITBOZE, AFHTHREZRRATENZEENREE,

Volume 0

Object space
( Space required for
database
operations and
future upgrades
Actual
reserved
space for
metadata
Allowed
metadata space

TRELT StorageGRID YfAIEFET REIRIFTEIE=IEE,

RIFBITTERIE 8]

TCEHRRY LRI == ]
TCEIESS IR ==iEI8Y 60% , A 1.98 TB

4 TBEE D

834 TB (TTHIBHI LR B i8] -1 TB)x60%. #x%2.64 TB

YNZRERIStorageGRID RAGTEEMFMET = LFME (S FNHATFE) BT R BT 2.64 TB. MITERLE

@ BER T ARTHRETE R ESEN. MRENENFET RBIRAMIYET 128 GB. HEFHE
H0LARATE. FKALHNetAppZF AR, MRATRE. NetAppREZEHERHEMED
FRET RRV AR TEIE =,
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BEEEFETRAFRITHETIE, EHITUTERE:

1. EWREERP. BT EFETR_
2. R * f7AE 1 R
3. RAGRETEERFME - NRTHIERRL, #HE - 21F * &

Storage Used - Object Metadata &

100.00% e
75 00% 20210505 11:03:30
= isied (%): 0.13%
50.00% Ll_se_q: 1’_1.__34 EI_i
Niowed:  2.64TB|
25.00% — Actual reserved: 8.00TB
0% : -
10:40 T0:50 1100 1110 T1:20 17:30
== |Ized (%)

ETREHED, *AF*EN264TB, XREFEETANRAE, ZEET RTHIELrME = aiEd 4 TB
* ¥ * EXRF UL Prometheus 3547:

storagegrid storage utilization metadata allowed bytes

AV TR = Bl

BB LENIERE11.50BIStorageGRID &%, EIREIF, RISENMEET 2K RAM 83 128 GB , #A
FETE1 (SN1) WE0HN6TB, EFLUTE:

* RYCEIN * THIETIE TE Y IREN 8 TB . (HENMEHET SAIRAMIEEIE 128 GBEY. XEStorageGRID
11.589FIA B, )

* SN1 TEAIEMSIIRREBZEEN 6 T8, (BF% 0/NF * THERBEE * 88, RUSRBEE, )
* SN1 EAHMTEIBESIAN 264 TB o (XREIHGTENBALM, )
FRANAFET RINAEHNREE
#LFE, StorageGRID RIS MERNEIET A2 AN HHETTHIR. Eib, MREESEETREA

NEITFET R, MiZib R E&) BT R R E RS R B TSR R £
BERLUTRA:

* BE—TRUESNE, HREE=1MKNRERNEFET RO
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* * TTEHIETER =R * IREN 4 TB -
* T KRB TTEIEEEM AN T HETE, FETREGUTE

FET R % 0 BIR/) SEERFNEERYTTEES R AFRITTEEEEE
SN1 227TB 22TB 1.32TB
SN2 5TB 47TB 1.98 TB
SN3 6 TB 47TB 1.98 TB

AT NRTHIETELRNEFET RZETFINH, BEARFFHNS M RREERE 1.32 TB tiuE. 18
FA SN2 #1 SN3 78 1FRIZRSM 0.66 TB JTEHE= 8,

— Metadata capacity for a site —

Used space for object metadata

SN1 SN2 SN3 Allowed metadata space

[EI#¥, BT StorageGRID &4iP&EMNibsm E StorageGRID RAEMIFIE R TEEE, Eitk StorageGRID R4H
BETHIERERRA TR/ NE SN RITHIERTZ.

HTFNRTHIEREEFIRANRE, B — M NTRARTHRERTEN, WEKFLEER.

BEXER
* BTRBOASESMEET RN R THRIERE. BHRITUTRE:

"RAINCK; MEEH
* BEMRGNHRTHREE. LIRSS
iR

NEFENREE2R/IRE

BRI LAE FE AR IR T O fZ6ETE StorageGRID RFEFHMERNRECEIRE, SIEFMHEAINR
EEMEFERNNRINE, MEFERNRGR.

* "ECEFERNRESE"
* "ECEFERRINE
* "RREFENINREE"
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FCEFERIN RIESS

TR LAER " B4R BRI R " PIRIEIIURL )\ StorageGRID FRTFERIRT REIA)N, MR
DR 5 AREFE.

BREENRR
* BUIER S F BN S B3 S REINAR EIER,
* BRI ABRERIHRIR,

KXFIAES

AINMERT, " EEEFEINR " MR TRARS. MRBALED, N StorageGRID RTERFE X
KA ERA TR RSN HHTESE.

@ MREFAULIRE, NNAHKEFTERN—0HHEE. BEENERHITEFIRS RN
FREESIo
BRILERZ A, HERUTER:

* BRFEREBFEREIER TS0, SR EBISEESE.

* B RRFE StorageGRID N ABIZFFIBERTERFNR ZAIMNEFITESR. WMREFHNAREFERY
ZfR17Z| StorageGRID ZRIEMEHITT X4, MNEAEEFEIINKRAZE—T B NTREIK.

* WNER¥% NetApp FabricPool 5 StorageGRID £&EA, E7BBEEESE.

s MRBAT " ER/EFEHTR " MRIED, N S3 F Swift B/ i AN G ITIEE BREIMNFTHEE
FERY GET XRIEIE. XL "range read” " 1RIEXMFIR T, A StorageGRID W MNB MHEREIEXN R LAIAR])E
KFT, MIEBRHMRIERLVEFTIRETRIREMELEMT,; H130, M 50 GB E4axRiEEY 10
MB SEEIHRERERIE T

IRMEENRIZECERE, WEFIHERETESER,

@ ?%I%?%EE%’%J%, HEZEF RN AREFOIEREERE, 158NN BIERFaYREGE Y
[BJo

p
1. G E ARG E MEEDT,
2. EEFERXNRETERDH, P * EEFHEINR * EFE,

Stored Object Options

Compress Stored Objects €

Storad Object Encryption @ & MNone AES-128 AES-256

Stored Object Hashing @ ® SHA-1 SHA-256
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S BE*RE".

FEEFIERX RINE

INREBHREN REFER B MBS TE AR IVRREE, We] I EFERIA R0

o BINMERT, NERAZNME,

EREHNE
© BRSBTS R B R B IR,
* U TEE B ENSER.

XFIAES

TFAERI RANE AT AEE S3 5 Swift NBFIAEXNRBIEHRTINE,. BRAIKER, FrEMBNRNTREIFTRK
mzE, ERSHNMEFEINKEITEMENR, WREAME, NIAFMENNSBEREMERS, BN

WNRARIE,

@ MRFAUIRE, NWNAFKEFTERAN—0HHE. BEENERHITEFIRS TN

BeES,
FHERIXT R BT LAfERS AES - 128 B AES - 256 MR EFHTINE,
FREFMRMZIKE SR TR RBEIFE D ERRF T T REFNIMNZHITINZER S3 WK,

p
1. SR RE R E MR,
2. EERENNRETE DR, KEEONRMBER T+ (BAA) , *AES-128* 5 * AES-256" -

Stored Object Options

Compress Stored Objects €

Stored Object Encryption @ ® MNone AES-128 AES-255
Stored Object Hashing @ ® SHA-1 SHA-256
3. BEREFE
FCEF N RER
FEMRIGAIATIEE A FRIEN RERB NG E R %
EREHNE

* ERIER S F RN SR REIMAR SRR,
* BRIMEBRFERN IR,
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KTFUAES

BINERT. FRASHA - 1BENMREIEH TR, SHA-256 BIAFRERIMI CPU B, BEFENATE
EI%EI0IE,

@ QD%;%E&JH:?&%, NN AHIEERBERN—DHEE, ERENERHITEFLURS MY
}Eﬁb o

p
1. SR EEERFIRE MR,
2. EERENNREME DR, FEENRIGHENR * SHA-1* (BRIN) B * SHA-256* .

Stored Object Options

Compress Stored Objects €

Stored Object Encryption @ * Mone AES-128 AES-256
Stored Object Hashing @ ® SHA-1 SHA-256 |
3 BE /T
FHETREERE

BN FET REBERTSEEIRENITHE. B RFESEINRENEE TGS/
ERER (BRS) .

@ PRI AR, SNEEREAFETREBIREZA, NEARAE. ErRILRE
FEEEFMHTHSUBRREER.

BinREFET REEIREMIT S, BHRITUTRE:
1S F > T AR>S MR,

2. R IR > FETR o
3. BT R RIRS A M
4. %ERF BB Y &R,

TRLEATHEETREERE.

LDR
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BIE= %z

HTTP A7 HSTE
H&lB6h HTTP HTA
LDR > #E7z &
BB FR (AE

EEERINRIT RCOR

LDR > 721

Description

S3, Swift FIEMKER StorageGRID &R HTTP
W PR

* Bl AARVFBITEMIRE, ERZHITAS

LDR RS589 HTTP RIENE P in AIZFER UL
FEIRES. EMRIEEE XA,

© BXAL IRERARIER

* NRGEEFRUED, NEH B RFEHRSEURT

* LDR* > * 72 * AHEAPIRTS. WNREFHBSHAT *
LDR* > * 7=fi * AR HI%E, M HTTP O A
3%, R * LDR* > * 77f% * A 9B, N
HTTP AL, TN, HTTP ZEOBRERAIA

AN
eNo

* NRKEF, W HTTP BOBFREHRIINS, BE

ERNERAILE.

Description

BB RSP ERBINRKER TR,
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BIE=RFR
FHERS—FRE

BT BB

LDR > I&3iF

B 14 FR
SERDVIITRITEL
IO

N
BEERTXRITE
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(¥ E]
SSD

SHCT

(%:E]
VNMI

FVOV

VPRI.

VCCR

Description

AP REERNTFEAMFARIRSIRE, LDR ARSSFIR
BUEEHZRS LB RAVASE, tHEEEH
BERREAE,

flan, ERILMER IR ESRFIEF AR RiREME, BD
fEB BRI BEETEHE RNt XX FHRIEHHR
FEBEM.

B URAUTMEZ—:

* Bt SFFRRE AN, LDR RS ZME
LDR* > * 7#fi#f * Ao

* OiF: YUFAERESAHRIERN, LDR BRSSIEEFME

REBERIFPREHELLEZSHERS. 5FE, K

%‘Tﬁ“AQ SR EREFEDEET A, BRI
REXFA ALk

* Bl EIERRSHR(ERAE, RULEERB VB,
FERS—FEAFR SR RSFHRSRE
LDR ARSZBVR (BIUNE] BN RIFME=EIE) =P
SIRE. WRTEAFE, WAFKENRE,

BTN ENRO TR BERFESIAIETTR
MEIFBEERE] (LU REA) » RBEEN)
BERERULER, A EE,

Description

EERNMEIRFREXNRE (Oomis) . BERIERIAK
WF5ERfEfER. StorageGRID R4t HohiRRER/ DAY
EHIREKIE

EREHRITE B IIERI XN RIEF(E,

REHITREEWIENER, BEIAXEERSWIE
ERERES.

E BT/ IR L2 M E E S REIER I
hago kA BT BRI |]‘-miT IR (OCOR
) BElRFM. BXFMES, 1SN StorageGRID i
M EHRIR B,



BIE=RFR
il EHEESPOES

LDR > iBBR4RED

BIERFR
EESANKRMITK

EERERNIT K

EEMPRKBITER

%E@Mﬁ%ﬁ%ﬂ¢ﬁ
%

S S 1WA it
4

SRS Bt

LDR > £l

BB
EENLE IR

EEHIAERIKKITER

(¥ E]
OQRT

(% E]
RSWF

RSRF

RSDF

RSCC

RSCD

RIE /=X

(A%
RICR

ROCR

Description

MIRE B RHMBFIFHNNR, BREXNRIITEHE
BATE, ARBMRENEIRENSR (OQRT) &

R. 7E StorageGRID R B R RMIFNTRGE,
fsE AR ILEIZETIL,

MRMENRERER, RAZFAIERBEIHNIRES
BN R. EREFAT, RENNRNTHRERER
A SBNRE SR EER A BERE Ao

Description

BRI REBIES NRWAI BT B B E EITF 08

TR

EEMNEFET RIS U RMRE A REBHRER A
TR,

EEMEFET SRR LURMRIE AT REBIER A
THER,

BEFMT R LT AR TR M REIERVIR TR 4
Hithas.

%Eﬁ%%ﬁt@@%ﬁﬁ%ﬁ%ﬁ%ﬁ%mﬁﬁ

SEEFMHET R LB DRGSR IR BBV
2o BINFERI AT/,

Description

EENEERIKKITEER. HIR(FRIATERR RIRF
(NIEEH - KD E4Ro

FEHILEHIRMETITEES. R ERT AT ER
RORF (HitEH - LK) ZR,
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ZRANEEH DSIR GERR TR LR EUNEUR(E D R SRR BALE
fillo FEIERBREREFREREFIRS.

BPRANGEFE, AIUMEETRERMRUAEHE
StorageGRID ZZHEMAIE, EFRGEMEMUE
BHREFFEFEET S LDR RS NFIFERS.

BRYILEH DSOR ERR IR AT TE 4RI B R FD B SI2R A g
EF (81 HTTP RERIAFIER)  FEIEFIRIFH
IEMRFFARE IR

ZHHEESE, TN RERIILEET S, B
TEMTEET SRR RUEFIZE StorageGRID R4t
FREMAIE, LDR RS HNIEERS.

BXER
"MK BPEHEER"

EETEEHETR

SEFETRAZFEN, BOIUBIRIIFHFiERY B StorageGRID £4t, A =HikIia]
Mk FINEFEES, NINEET BRERFINFET o

ANEFES

BT EETRYIBRABENEFES, EXHNEAEERTAMR. NREETRESHNFEESHDTRANE
, WETLUARMMELUEMERE. 520 A XY B StorageGRID £4tHI35 A,

AINEAET BN

FLE StorageGRID ig&FETI R (140 SG6060 ) FILISZIFE S1FMEEE, WIRER StorageGRID ISEFREY
RINEE, BRXY BREIGAEE, WaJLURMEFMERLIEMEE, 55 INE XY & StorageGRID RFEHYIER,

EFERIEFET R

R OB RN FE T RORIGINTEE R 2, RINTFEMER, SIFHAEEHFNESIN ILM SIS EE R, ES
LB X4 & StorageGRID RZiHI3HER,

GESEE
ER=UL

BEEETS
StorageGRID #ZHFHNE NS UE— 1T HEZNEET =

*"HAREETR"

*"ERZSITEETR"
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FtAREETR

'”'é RARMERFEE, k "%DEILJE%%%‘EHE%O BRSO E— T T EET
= #EI._J EEEE %‘QEE’HFI’“E TR, UEITR

ERINESIESRNAFL EIRRA, BEEEEIEET S, BEZIITAEETS, 8/ EETRHaE
T— PR StorageGRID 2FEMIE, B2, HIAFEREEET SRITHIPTE,

BT SR BT S3 # Swift B iR E TR EHFE,
EETAEELUTRS:

* AMS RS

* CMN g%

* NMS RS

* Prometheus IR%

* AHRTESRNSTAMRS (BT S3 M Swit TR IRARE)

EETARYIFHERNAEFEFZEO ( Management Application Program Interface , mgmt-APl ) 2 EREH
W EIE API F1FEF EIE AP BYiEK,

+4Z AMS RS

HIZEE RS (Audit Management System , AMS ) RS AIIREBRRSUENFE -

f+42 CMN RS

REEETR (CMN) RSHFEEMBIRSAFIERMMNINENRYISCEEE., thih, CMN ARSIER

FizTHEIERNEES. 81 StorageGRID ZERE—1 CMN AR, £E CMN [RSHNEETRITAEEIR
T o

+4Z NMS RS

MEERZRS ( Network Management System , NMS ) ARZFEIWIZEIE2E ( StorageGRID RFAE T
""%%E’J??E) EREE, IREMEEEETIRHET

42 Prometheus RSS
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HXER

"ERRIEEERAPI"
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S &8 88

Client Client Client Client Client Client
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Updated: 2017-08-20 18:231:10 MDT

Current Sender ADMIN-DCA-ADMA

Preferred Sender I ADMIMN-DCA-ADIMA | ;|
GUI Inactwity Timeout |9[J[]

Natification Suppress All r

Apply Changes .
4 BENBAEXR
BETRIGE MBI EER G Ao

BEEBHIRSHBAT

BEET R EANMSIRS =ABMFARSS 88 A% @M. ErILIEREOS|EIE EEE NMS iR
SHHRPRS R EBAIBATIR /N

BipeEAs|¥EmE. HEFF> TAE> Wi &fE, &F*itx > EETR _*>*NMS* > * &
TS

212



| Overview '|, Alarms Reports Configuration

Wain

Overview: NMS (170-176) - Interface Engine

Updated; 2008.0308 10:12 17 POT
NMS interfaca Engine Status Connected IR
Connected Semvices 15 :
E-mail Notification Events
E-mail Motifications Status Mo Errars L | g
E-mail Motifications Queved: 0 s
Database Connection Pool
Maamum Supponed Capacity 100 H
Remaining Capacity 895 % i &y
Active Connections: 5 3

WALET B FER @RI AT TR, HIRMA IR Z N &KX EIBB A ARSS 25, SIREIMEE (FIANMSEEZEIR
) >, ARAESHAEBNBERARSS SRR, WRIEEMERLKXZB RS SFAVIRIERFE 60 70, WNR
BHITE 60 P ERAIXEERFARSSES, NERDEMERIATIRMER, HEHETIFLEET—E M. B @
AILAMGEHI AT R RIBRTIA &%, Rlt, EAREEMOERT, ARIMALER. WNFERMEATIHRERTR
Rix, Wik o (BFERHERNRS) REER.

EETRIOASTEHRANER (HRS)

AF—TMEETR EWAERE, ERANERAIEFZETAEMEETR. BTHRIAT
ZEFFEMEET R, AENTFESIMEETR, MEREIMIETEEEERRE,

TEERE Web BPIREY, XMERFEER. RIEEERMNFR, Web FFIHFILIEBERER StorageGRID &
SALE

W7 B storageGRID Webscale Deployment W37 P StorageGRID Webscale Deployment
- Data Center 1 -4\ Data Center 1
Ci-d DC1-ADM -4 DC1-4DM1
@—ﬂ SSH — P s=m
-_g' AMS -_g AMS
-l cuN -l
—{ NMS —{ NMS
-y DC1-S1 =-dfy DC1-51
-4y DC1-S2 -y DC1-52
-4y DC1-53 -4y DC1-53
- DC1-54 B-lh DC1-54
-y DC1-GW1 -y DC1-GW
-4 Data Center 2 -4 Data Center 2

BAER, BARMREFIAREET RAEMN,
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FCE FZE P iR

BETRBLEZEERYS (Audit Management System , AMS) HE%HFE%EHE’\J%
FREMHICRI BT EZEFIHRNESEXHR, ZIXHRELERNANESIMIEETR
h, ATEFHEEZAES, EAIUREEZPiES CIFS #1 NFS E’J$1‘Z¢E;E’Jlﬁlﬂ$ﬂﬁﬁo

StorageGRID AARER BT EWIAKRP EERHFEZEREANRBSXHZAIERXEHES, HEEZ—HERSH
HEBA, EE AMS BRSSERIE B Z AR SSHRIAN Hd TRl Lk,

BXIFEAER. B2 THEZHENRA,

()  CREEILGEEER CIFS 3 NFS , SHEHE NFS

()  ExmiEi CIFs/Samba #TRIXSHE, FRIERRE StorageGRID KRR,

NCIFSECEHEIZE s

BFEREHFZE P IRIVIZIESE BUATBHIIESE: Windows I1’E9H§SZ Windows
Active Directory (AD) . #ilfE, BEREEREIEANRERE,

(D E#mB CIFS/Samba MHTHZS, FHIFEFRRL StorageGRID KRAhHlF,

xR
"FHREAE

N IIARERRER

Xt StorageGRID BEFEMFIREHENENEET RRUTIRESE .
EREHNE

s SR E Passwords. txt EBroot/adminfik P Z BRI 4 (RI1E LR R B E]),
s EMTER Configuration. txt XH(TE LR EHIZH).

KXFUES
BF @Y CIFS/Samba #1THZFH, FHRFFERNKAEY StorageGRID hitZ<HllFFo

TR
1. BRI FEENS:

a. BNLLFEp<: ssh admin@primary Admin Node IP
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b. M NPFIHAIZER Passwords. txt X
C. AN et root: su -
d. I NFF|HEAIZERS Passwords . txt X5

HrootAR BMERE. ITRFRMEN $ to #o
2. WIAFREIRSERSIINIEREIETHERIE: storagegrid-status
NRPIBERSIIRIGITHRIGIE, BRI, AFHEHEE,

3‘ ﬁ@ﬁ%\?ij ﬁ * o Ctr|+* o C* o
4. BEICIFSECEXRFTEF: config cifs.rb

add-audit-share set-authentication validate-config
help

exit

enable-disable-share set-netbios-name

add-user-to-share join-domain

modify-group remove-password-server

I | I
I | I
I | I
| remove-user-from-share | add-password-server |
I | I
| | add-wins-server |
I | I

remove-wins-server

3. 7 Windows T{E4HIZE B 14503 :
MNEBIEESMRIE, WEETR—REBIER, NRBERESNEIE, BEET—T,

a. N ... set-authentication

b. HARFIRRIEREWindows TELHT Active Directoryff. #IN: workgroup
c. HIMERE. MATIEEANEI: workgroup name

d. HIIRREY. BIEEEXHINetBIOSEMR: netbios name

=%
BN UERBEETRMIENEER NetBIOS B/,

LER AR EH S E) Samba ARSGFEBEHNAEN, IHEEFEERE—DHEIE, KRESMINIEE, FMNHEZ
& F o

a. IR, BN
LR 2R CIFS BRE LR,
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a. I\ ... add-audit-share
()  s#EsEammmRRL,
b. HIEREY. HNMAPA: user
C. HItE B, MINEZEF A audit user name
d. HIRRE. MANEZAPNER: password
e. HIRREY. EEMMABE—ZBLUHITHIA. password

. HIURTET, 3 A
S B CIFS BB SRRIER,
() xEWAER. EFEXERERSH
7 RAV SRR, RS
a. J\ ... add-user-to-share
LB 8 RE B AR ST,

b. HIURTE. WMAFKSHEZNES: share number
C. HIMEREY. AIMAFHA: user

3 group

d. HIEREY. MANBEZBAPRANRIR: audit user or audit group
e. HIRTRE, | BN,

B 7 CIFS BeE S ER.
f WERGREZEENG N EMAFRHATEXEFIE,

8. (AIR)IQIEEMIECE . validate-config

BRI EH BRXLERS, EURSMZEUTHES:
Can't find include file /etc/samba/includes/cifs-interfaces.inc
Can't find include file /etc/samba/includes/cifs-filesystem.inc
Can't find include file /etc/samba/includes/cifs-custom-config.inc
Can't find include file /etc/samba/includes/cifs-shares.inc
rlimit max: increasing rlimit max (1024) to minimum Windows limit
(16384)

a. HIRRE, | BN,
[l AN S a1
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b. HIERET, & * AN *o
IHENE 2R CIFS Be&E S AIER,
9. XHACIFSECESEATEF: exit

10. ErSambafRsS: service smbd start

. 412 StorageGRID BER B MR, BRET—H.

=%

):(1—
4

5E, IR StorageGRID BHEGFEHMLERNEET R, WiREFERAXEHZHE

a. IMEERIhENEET S
L AL T#<: ssh admin@Rgrid node IP
ii. SNAPFIHAZER Passwords . txt XHF
iii. 3N T enSt#Elroot: su -
v. ENPFIERIZERS Passwords. txt X
b. B8 RS BAG I MNEET REEEHZLER,
C. XHIZEL £ Shel BRFZEEET R exit
12. ME<$ShelldiEH: exit
BXES
"FHRIR

7JActive Directoryfit B IZ & F i
3} StorageGRID HEHFEMNF R REILEENENEETSHITIVIRESE .
BEENAR
B TEH Passwords. txt EGroot/admintl P ZBRE RS (AT 7E LR E HF))o
* IBIMEB CIFS Active Directory i P &A%,
s fEMTER Configuration. txt XH(TE LR EHIZH).

(D)  E#mBY CIFs/Samba #THZS, FHIBEFRRL StorageGRID KR HHIF,

B
1. BRI ETEETS:
a. WALIT#<: ssh admin@primary Admin Node IP
b. FNAFIHAIEERS Passwords . txt M
C. HNLLTap <tk Eroot: su -
d. WMAPFIHAIZR Passwords . txt X
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HlrootlBF BHERE. 1IRTFTRMER $ to #o
2. WAFRERSHVRSHYNIEEEITHERIE: storagegrid-status
WMRFAEIRSBIIRBITHRIIE, BRI, AEBE,

i&.@ﬁ%?ﬁ) B*, Ctrl+*, c*o

3.
4. BEICIFSECEXATEF: config cifs.rb

add-audit-share set-authentication validate-config
help

exit

enable-disable-share set-netbios—-name

add-user-to-share join-domain

modify-group remove-password-server

| | |
I | I
I | I
| remove-user-from-share | add-password-server |
I | I
| | add-wins-server |
| | |

remove-wins-server

5. JActive Directoryi& B ZHIIE: set-authentication

FEARZHEER, EONERNEZEFiIRZAIRES NI, NRBIGESMRIE, WEER—FENHE
/§\o QD%E-I'Q%%{%E@'HE: i%i%?:_]:_ﬁo

a. YARSIZTELRE T fE4ATH Active Directoryft: ad
b. HIRRES, HANAD MBI (FEIHR)

c. HIEREY, WNFITHIZREY IP H#i4ksy DNS EHE,
d. HIMERET, MATENEEE,

ERAAREFHE,
e. RSB winbind 21T, A ¥,
winbind FAFf#tfr AD BRSS22FRIAFMARER.

f. HIRREY, %I NetBIOS Z#F,
g HIURRE, LN,

B 7 CIFS BeE S ER.

6. N :
a. .NRFERBEN. BERECIFSECESLAIER . config cifs.rb
b. IMANE: Jjoin-domain
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C. AZZERENREET R AMEENEMAEMS MRILEET RITAIRIMALE. B8N no

d. HIMEREY, FRMERERMNAF®. administrator username

Hr: administrator username CIFS Active DirectorylFP &, A &StorageGRID AF &o
e. HIETAY. BIRMEIERTIY. administrator password

X administrator password s2CIFS Active Directory A #. MA&StorageGRID %5,
f HIMETRE, B8N,

LB B/~ CIFS BRELRRER.

7. SR T EIEMIING:
a. fiIAN: join-domain
b. HRFIRTMIHARSRHFERES AN BERRAN. BN v

MRIEUEIEE "join is OK , * " you have successfully joined the domain. Z1R KU E LM, JEEIH
R E S MIIEHEMMNIH,

C. hIFRRET, B *HN o
B R CIFS BeE S ER.

8. ANEZFE It add-audit-share
a. HRASKRTERMAFHARN. BN user
b. YUAFRTEWMNFZAF BN, BRANFZAF &,
C. HIIRREY, 3 * AN~

LR 2R CIFS BRESEAER.
0. MRAFLTRFAHAHBEZEZ. BERMEMAF . add-user-to-share
IR EREBRARENERSIIR.

a. MABEZSHEZENES.
b. YRFIREHRIMAF AR, BAN: group

AR ERNEZER T,

C. HRSIRTIEMANFEIZARZIE, WANFZAF AR,
d. HIURTES, & * BN "o

B 7R CIFS BCESSRiER.

e WHENLREZAZNS M EMBANEASE TR,
10. (A[E)IIEEMIECE . validate-config
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LRI EH B TRX LRSS, G UREMBERUTHEE !

c RARBEXH /etc/samba/includes/cifs-interfaces.inc
c ARNBEXH /etc/samba/includes/cifs-filesystem. inc
° HAEIBEXMH /etc/samba/includes/cifs-interfaces.inc
c RARNBEXH /etc/samba/includes/cifs-custom-config.inc
c ARNBEXH /etc/samba/includes/cifs-shares.inc

° rlimit_max : ¥ rlimit_ max (1024 ) IENZE/&/]\ Windows PEHl (16384 )

@ IBIEIEE "security=ads" 5 "password server" SHEESEA. (BRINBRT,

ZERIMEEKRRIIER DC) -
I WIS, %A UEREZEFIREEE,
ii. HIERREY, AN
B 7R CIFS BCESLRiER.

M. XFICIFSECELRIERF: exit
12. Y1 StorageGRID HPERHE LS, BHEF—F.

4

&, 90R StorageGRID BERIFEMIE AN EET =, WRIEEESHAXLEHZEE:

a. MIEERIANEET S
i N TF®%: ssh admin@grid node IP
ii. 3NFBYIHAIZEE Passwords . txt XfF
iii. 3N T anStHRElroot: su -
V. SNFFIHAIZERD Passwords . txt XfF
b. B8 FRFBABMEETHAREFZHE,
C. XAIZEL2Shel FRFEET R exit
13. MESShelliER: exit
HXES
"FHRERE"

RRAPSARINEICIFSHIZHER
ERILUR AP EAARINEIS AD B I8IEERRY CIFS Bz =,

ERENHNE
* MR Passwords . txt Erootadmintk P BRBMIS A (FITE BRI BRI E
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s EMTER Configuration. txt XH(TE LERIRGEHIZME).

RFUIES
UTRESPR ERTS AD SMEIEEREZER,

()  ExmiE CIFs/Samba #THXSHE, FHIEFRRE StorageGRID KRR,

T
1. BRIEEED R
a. AL TE%: ssh admin@primary Admin Node IP
b. 3 NHFIHAIEERS Passwords . txt X
C. AU T an <L root: su -
d. AT HAIZERS Passwords . txt X

HrootAP BIERE. RRFFRHMEN $ to 4o
2. BINFRE RS PPIRSIAEEEITHERIE, A ... storagegrid-status
WRFABEIRSBIIRIBITHARIIE, BRI, ARBYE,

3. RE&HLTT, #&*, Ctrl+*s c*o

4. BEICIFSECESLAEF: config cifs.rb

add-audit-share set-authentication validate-config
help

exit

enable-disable-share set-netbios-name

add-user-to-share join-domain

modify-group remove-password-server

add-wins-server

I | I
| | |
I | I
| remove-user-from-share | add-password-server |
| | |
I | I
| | remove-wins-server |

5 FFEARMABF 4. add-user-to-share
A 2 RERBENEZHEZNRES IR,

6. HIRTE. WMAEZREZ(FHiZ-SH)NHES: audit share number
AARANEEBER T AP A LR ZHEZ R RIER,

7. BIWRRE. AIMBAFEA: user 3 group
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8. HRSJRTERAIL AD REZHZMNAF AR, BHRALZT,

AP SR F RN ERIZHZR RN EI RS REVURIERSM CIFS RS RYOFEMME Samba EcE

, LMEA P SRS ILREZEPmER,
9. HIURTEY, & * AN "o
B 2R CIFS BEdBESEAiERF.

10. ENAREZAZNEINAFPHAEAES LRDE,
M. (ANHE)IIEEMECE: validate-config

RN EH ETXERS. ERIUREMZERUTHES:

° 3 ARZF| include X /etc/sambalincludes/cifs-interfaces.inc
° 3 ARE| include X /etc/sambalincludesi/cifs-filesystem.inc
> A Z include 3Xf4 /etc/sambalincludes/cifs-custom-config.inc
° 3 ARE| include Xff /etc/sambalincludes/cifs-shares.inc
i HIERET, &N * LB REZE PGS,
ii. HIRRBY, BN
12. XACIFSECESEER: exit
8. MERSHERAHMBEZEE, WTFAMR:
° 901 StorageGRID HE R BN ILR, BEET—T,

° 9N StorageGRID HESIFEMILSNEET &, FRIEZESHAXLEE

L AR ERIESNEET S
A BN E9: ssh admin@grid node IP
B. M NSPFIHMEE Passwords . txt X
C. WAL TSR Eroot: su -
D. ANPFIHBIERD Passwords . txt X
i. B8 FRSBHENMEETRRERRES,
iil. RANEFELRLShelEFRITEEETR: exit
14. MEn<ShelldFiEsH: exit

MCIFSE#ZHEZRMIBRAF A

EARERBRA NP EZRENRE—TA P 34,

ERBHNE

EAMEE Passwords. txt B & ootk P Z B4 (AIE LR G E IR E

s SRR Configuration. txt X (TELARRGEHIRME).
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*?ﬂtﬁﬂ
BEF @i CIFS/Samba #1THZSH, FHIGTERRM StorageGRID A+ filfx,

p
1. BRI TEETS
a. AL T2 ssh admin@primary Admin Node IP
b. BN FIHIEE Passwords. txt X
C. WA T <) Eroot: su -
d. AFRYIERIERD Passwords . txt X

HrootAP BMERGE. RRFTRHMEN $ to 4o

2. BEICIFSECELAEF: config cifs.rb

add-audit-share set-authentication

| | |
| enable-disable-share | set-netbios—-name | help
| add-user-to-share | join-domain | exit
| remove-user-from-share | add-password-server |
| modify-group | remove-password-server |
| | add-wins-server |
| | remove-wins-server |
3. Fﬁéﬂﬂ”ﬁ%ﬁﬁ)ﬁﬁﬁéﬂi remove-user—-from-share
LEEPE BR— M RSYIR, EFRIHTEEDTRNAIRSEZERZ, HZEEHREH audit-export o

4 MNEZHEZNES: audit share number
S. HAGIRTMIBRAF LY. user 3 group

G B REGEZAP ARSI,
6. WASERFRHIAF AN NAETF . number
IR EREZER, FERBATAFSANRLEZER, fl:

validate-config
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Enabled shares
1. audit-export
Select the share to change: 1
Remove user or group? [User/group]: User
Valid users for this share
1. audituser
2. newaudituser
Select the user to remove: 1

Removed user "audituser" from share "audit-export".

Press return to continue.

7. XHACIFSECESEAIER: exit
8. 1R StorageGRID FEBCFEHMILmHNEET R, BHREFEEES NLREAEZES,
0. EETEM/E. MEB T a<ShelldiEl: exit

BXER
"FHRAR

ENCIFSHIZHZ A EER R

&) LOBI AN N A P e 4B HHRBRIB A P 3 4E R B LK CIFS B ZERAF AR T,

XTFIAES
BEF B CIFS/Samba #1THIZS W, FHIGTERRKR StorageGRID hr4sHflBRo

p
1. BRIMEEMRI AR SRARNEEREZR,
2. MIFRIBA P 84E R o

EES
FHEERL

"“SERPHARMBICIFSEIZHEZ"

"MCIFSE#ZEZ IR oA
ISIFCIFSERIZER

HIZEZENRIE, EIUS‘dﬂF—JEEIrI'%*JlF“ FRIZFIREY, WIEREFEFITAX . FlTIAA,
HiZHBEXHEE BRI Windows RIREEGEEOPERBINIE, WIEERE, XHFIE
(5
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JINFSECE B 1ZE Fif
HZEZERRANREHRE,
ZHRE
. .’I MEA Passwords.txt EHroot/adminZhERIX 4 (AT £ LR EEHE]).
s fETER Configuration. txt XH(TE LR EHIZH).
* HIZE P IR IERNFSARZS3 (NFSV3),

XFIAES
Xt StorageGRID HEFREMFRRFIHEHNES M EETRIITIHIRESE .

3
BRIFEETR
a. WALIT#<: ssh admin@primary Admin Node IP
b. tNFFIHIEERD Passwords . txt XHF
C. HNLL T etk Hroot: su -
d. BNFRFIHAIZER Passwords . txt X

HlrootlBF A ERE. 1IRTFTRMER S to #
2. AR ERSZB VRSN EEEITHERIE. A ... storagegrid-status
WREAIARS K5I "Running or Verifified (IEFEE{THEIRIE) ", BEERREE, AREAHRL,

3. i&.@guﬁéﬁ%{f?o E *o Ctrl+*,
4. BH NFS EcELATERF. N ... config nfs.rb

add-audit-share add-ip-to-share validate-config

enable-disable-share remove—-ip-from-share refresh-config

help
exit

5 FIMEZEFF MG add-audit-share
a. IR, MABEZE P IRNEZEZIPHSIPHIISEE: client IP address
b. HIVRTRES, & 5N *o

6. NRAF LN ERBEFIHARIFEZEZE. ERMEMAFBIPHILL: add-ip-to-share

a. MANEZHZENRS: audit share number
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b. HIURTRES. MABEZEFIRNEZEZIPHIAIPHIISERE: client IP address
C. HMINRERAY, ¥ HAN*o

LB 7R NFS BEE L RER
d. WERFRIFERAZNEMES M EREFREEXLEFSE,

7. (ENi%) WIEERECE,
a. WAMTHSA: validate-config

BRI EH B RX RS
b. HIMRTES, & * Ao
IR 27 NFS BCE SERER

C. XHINFSECESSATER: exit
8. HE BT W AEHMIL R B AHEZHEE,
° YN StorageGRID HERENMILR, BERET—F,
° Y1 StorageGRID HECIEEMILSANEET =, BREZESAXEHEZEE:
L REE RSN EET R
A N2 ssh admin@grid node IP
B. 3 NAFIHAIEERS Passwords . txt X
C. WA TS lroot: su -
D. ANPFIHAIZERS Passwords. txt X
i. B8 FRSBAEIHMNEERET RRREFZHEER,
iil. XIFZERE Shell ERFTREET o WA ... exit
9. Mar<ShelliEsH: exit
NFS BiZE FIHERIEHE IP Ml RS B IZHZRAENR, B NFS B P IiH 1P bR
HERREZE PR HEEIEZHHENR, EBIHIRATRZEF iKY IP HiRBIFRZE S

uffﬁo

RENFSEIZE P in NI izt =

NFS BizEFIHGIRIER IP i RGN R EZHIHRNIR, @R NFS BHiZE P ik
BY IP AR INZEZH R, FEZHEZERRRIRRE FL4412% F o

ERENHNE
* BB Passwords. txt EGroot/adminii A B AI S (BT 7E LR ER G B R E),
* WWAEAE Configuration. txt XHF(TELRUEFEHIRMH).
B P IR e FANF ShRZS3 (NFSv3),
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T8
1. R ETEENR:
a. WALIT#<: ssh admin@primary Admin Node IP
b. HNAPFIHEEERD Passwords . txt X
C. AL R et Elroot: su -
d. NS HAIZERS Passwords . txt XM

HUrootAIF BMMERE. RAFFEMEN $ to 4o

2. BoINFSEEELATEF: config nfs.rb

add-audit-share | add-ip-to-share validate-config
enable-disable-share | remove-ip-from-share refresh-config
| help
| exit

w

. B ... add-ip-to-share

LA EREEET S EEBAN NFS ERERYIR, EZHZESIHA: /var/local/audit/export

N

- WANBERHEENERS . audit share number

- HIRREY. MAERKEFIREZEZIPHILESIPHAUSEE: client IP address

)]

RS, BRI ARINE R EH,

»

- HIURTREY, RN

BT 2R NFS BRE SRR

~

- W AMEEZAZFNES N EREFIREE LRT R,

- (AR)IRIEERECE: validate-config

[o¢]

LR E H BiX AR SS
a. II:HI)HL:TIE/-.T_\HT.I-5 E * 5@)\ * o

LB 27~ NFS BCE SERERF-

[(e]

- XFINFSECELFBIERF: exit
10. Y1 StorageGRID HERH LS, BHEF—F.
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&M, R StorageGRID PEEFHMIESMEET &, NWHALRIESZSEEEEAXEEZER:
a. IMEERILSNEET S
L AL T®%: ssh admin@grid node IP
ii. 3NAPFIHAZRS Passwords . txt XM
iii. ] N Fep SIS root: su -
V. SNPFIEBIZER Passwords . txt X
b. EE FRTBNENEETREEFZHER,
C. XHIZFEL £ Shel BRFZEEEET R exit
1. M#n<¥ShelliEsH: exit

IIENFSER/Z &R

FEREZEZHAINNFS BEiZEPinE, EAMUESFZEFRHEAFNIEXEXGHES
A MEEZHEZETIE,

p
1. EAIEE AVS IRSMEET RME A s IP titIIEEE (XEFHRRRNER) o B ... ping

IP address
YIEARSS SRR TN, TETIER
2. EREATEFARZFASNSSEREZUIHAR, Lnux LTl (E—1THEAN) ¢

mount -t nfs -o hard,intr Admin Node IP address:/var/local/audit/export
myAudit

EAEE AMS [RESMEIET R/ IP Ut IR EZRAZNTUE X HZZIR, HEHSRAUER P mEEaEm
BIRBEA. myAudit ELE—PELSH),

3. B HBERTMEZERIAR. WA ... 1s myAudit /*

Hep: myaudit REZHENEHR. NEDIIH—TAEX M

MEZHEZ R RFENFSEHZE F i

S HIZEFIRiFRER IP tIBRSHESHZIHRNR &R LUEIHIBRIA Ei
F'Jﬁ”-ﬁEI’J P st BRI o

BFEENRNS
s fEMTER Passwords. txt EBroot/admintik P 2SI 4 (RI1E LR R B E]),
* BWAR configuration. txt MXHHTE ARG EHIEM),

XFIAES
EAREMPBRAIFHREZEZNRE— IP itk
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p

1.

2

N

($)]

(e}

oo N

BRIFEETR:
a. MALAF8<. ssh admin@primary Admin Node IP
b. BNHFIHMEE Passwords. txt X
C. BALITap <t root: su -
d. A FILEHIER Passwords. txt X
Plroot P &MERE. RRTHRMEN $ to #o

- BEINFSECESEA# 2. config nfs.rb

add-audit-share add-ip-to-share validate-config

refresh-config
help

|

enable-disable-share | remove-ip-from-share
|
| exit

MEZEZHRFRIPHILE: remove-ip-from-share
LB R Borpks5 28 LECERBEZEZRRS TR, BHRHEFEIIHA: /var/local/audit/export
NS EZEENNNF . audit share number
LB B R AR EREER IP #lIRRS 5K,
- NS ERIPREY 1P HtE X N YRR F
AR EMEAAR, HEFTBAERL IP MR EREZE P imE T
- HIMRTRES, %At
LB 27~ NFS BCE SERERF

- XHFINFSECELFTERF: exit

- JNRIER] StorageGRID BB AZHRIFEF LIERIBE, MEMER LEEZEETR, BREFERAXLE
HiZHE!

a. mIEF RIS MEANEETS:
i N TF®<: ssh admin@grid node IP
ii. 3NFBYIHAIEERD Passwords . txt X1
iii. FANLUTESIESlroot: su -
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V. EINFRFIHEIZES Passwords . txt X
b. B8 FRALBEAE N WMEED REEHEZHER,
C. XAIZEREShel ERFIZEEET A exit
9. MEn2ShelliFH: exit

BECANFSEZE F iRRYIPHILE

1. mIAE NFS BEZEZRI0H P ik,
2. MIBRERYE IP ik,

BXES
"IENFSEHIZE P im AN EHiZHE ="
*

"MERZHEZ R RPRNFSEHIZE P "

BEEAET R

&40 8] LU RER)IN T m2E StorageGRID 2ANEMUER O A, LUEEREEIBiR
SNER)ANSTERER S5 fHIS0Tivoli Storage Manager (TSM),

RRESINBERREES, ERIUEE T R UL TSM 1488, 72 TSM ARSSSR A ET A o] Y)Y
TRE, UREEEFHNRIZE, BEJUNARTRIGEREXER.

* AT R
* BB )IET RS IR TFAERTER"
*AIEARTRISEEEXER"

* "8£R% Tivoli Storage Manager"

FARAET =

ST REEM T — MR, BRILLEdZRORINENIEFRER G KRN R UE
HB1R. AT RESEITIEZ LK StorageGRID R4t 5 BATIMNBIEEFEER S B8
X R ERHE L o
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'm - Crid Topology | Cverview \| Alarms Reports Configuration

|ﬂ] StorageGRO Webscale Deployment ik
£ ,‘. Data Center 1 .
7 @ oo aoursu e Overview: ARC (DC1-ARC1-98-165) - ARC
J ,‘D{H-G{ SRABT Updsted: 20150530 10:25:18 POT
;| & DC1-51.98.162
L] DC1-52.98-163 ,
‘ ARC State Online =]
L ‘ I ARC Status Mo Erors =
1 Twali Storage Manager State Online _ﬂ?
Tivoli Storage Manager Status Mo Emors =iy
Store Siste Online 5?
Stare Status No Errors = e
Retrieve Siate Online E:‘?
Rastriove Status Mo Ermrors =Yy
Inbound Replication Status No Emors =Y
Outbound Replication Status Mo Errors &5

)
ﬁ‘ Data Center 3
Node Information

Device Typa Archive Mode

Varsion 10.2.0

Build 20150928.2133.a27b3ab
Node 1D 19002524

Site 1D 10

ToERBRMERE R R BN RERIERT LABERS MF T mBVIRAS AR S, ABERSMHFINDIIEFME. MR
SRR IS EIEESIET O ERNART R UKREE ILM ALNKSSIRY, EXLEANF, )3T =
BEARBREGRRN " BIR "o IRTRAIERAIENRBELS; XehEd M IRELI.

() AgTsEFRE, ELRBERFETAL,

+42 ARC-Service

HH%ﬁMH%mmMeNMa/mC)wﬁh1 NEERE. Bl LUERREE

B SIMERYFIIEAE(BIE0. @B TSMAR a4 ZEiE B mﬁi%

ER—ME S/ INERRARENNARFRS, BT HEAEELOENREIE, HESPSBNARFER
TR R BRI TIOR, U PR TR IE RIS, 2657 S M ARC-Service 53R LR E3B, ARC-

Service RAMNPITLTER RS L HIER, ZRFSRTEROTRIIEHIGHE L1235 ARC-Service » LR FTZ
FRESKITMKIIBHGEEREIEET S, AEEESSSBINRIRETIERNE PN RER,

BT TSM FRIEE S R AR IR BB A0SR AT LU TSI, LUSSRZNE, ALUhERETHRE, WER

B —IF B R ILIRFFEEES LN R, e, BREHNFFRREIFMERSE. RIBIAEIRENTRRE, AT
ERHMEX R EE LRI R ZMERK,

BB I R 5 IS RERIE R
RIS RECEN SIMRIIEERET . BINEFEBEIRR

StorageGRID & BT SO REIE)ILEI =, FiBL Tivoli Storage Manager (TSM)HR BT K £k
B ENE

C) R AERE L EAT RS, FABRIL BT,

"@ES3 APIFRE
1B TSMAP a4 IS R hE
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*REAETRIERIE"
* EREAETRES

BT S3 AP =

AT LA T SRR B N E1EEIE R Amazon Web Services (AWS ) ¢a&@id S3 API
%% % StorageGRID Z2FARNERIEMARS,

@ T S3 AP MR MARTI RS s EISMEAREFERAER ILM ZEMEHFIE, EriEHE
ZIEE. ARSI * o - BREMERS (S3) *i&EW, (BEREEENKELEFEL.

MNBREYHFIEEFERER * =08 - B8EFEHEIRS (S3) “&MMNANT R, BEERENRIBIEFE I,
BHENEXBEL EEEGAREEREENRMITAE,

HXER

“EH ILM BIENR"

FCES3 APINEZIRE

NREBER S3 FOERTIT =, NWHIECE S3API NiEZIRE, EEREXEREY
Al, ATTESHINERIEEFERSGHITERS, Fk, ARC-Service FRIFEEERRS.

#E S3 AP FXRMIABTI RIS shEISMEAIREFERAER ILM SEMEHFAE, ErEHE
ZIEE, ARSI * ol - EREMERS (S3) *iEW, (BEREEENKELEFEL.

®

NBEUNEAEGERAS * SR - BBEMRS (S3) * BTN S, BEEENTS
B RiEEt, BENEXED 8 E A REIEREEN RIHR,
ERBHAS
- ERER LN SRS RERR GRS,
- ENAEEEERHERR,
- N REIE BRI RS L ORI B
o WTFHES BT BT — NI, SRR E RS s E A PR RF .
o BN B IDE S EFE B AR,
o RIFETEHES R R E P E SRR A,

* WIBANRDER. FERADEAR/NGFUNFEFT4.5GIB (4. 831, 838. 208F i), UIR{EF S3 1
FHNERVIETFER S, EBIULER) S3 AP IERREERK.

p

1. & 2> T RS> WRHEIM,
2. MRS T = ARC/BHo

S EFErERE > E
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Overview Alarms Reports | Configuration ‘\

Wain Alarms

Configuration: ARC (98-127) - Target

Updated: 2015-09-24 15:48:22 PDT

Target Type Cloud Tiering - Simple Storage Service (53) LI

Cloud Tiering ($3) Account

Bucket Name name
Region Virginia or Pacific Morthwest (us-east-1) LI
Endpaoint hitps:/10.10.10.123:8082 ™ Use AWS
Endpoint Authentication r

Access Key ABCD123EFG45AB

Secret Access Key ssssee

Storage Class Standard (Default) LI

Apply Changes .
- MERREEITHIFIRFIERE * =HE - BREFHERS (S3) *.
() SemsmErsE, REREATR.

- BE=DE (S3) kP, AT B2 EEDZ R S3 NEMRIMNE IR EERSA.
IOIE ENASHFRBEFSEREN. TEANABTHRFEESNFR.

o *HIX * i RTEIEER * (ER AWST BYRI A, AR S TR 0E 3 B RV X I IL AL,

o *ieS * ] * EF AWS* : 33F Amazon Web Services (AWS) , iH%ER * EH AWS* , 2AfE, R4
SIRIE " SBRBM A " X " BEBMA s EHRHA URL. fli:
https://bucket.region.amazonaws.com
FFIEAWS B1F, RAREFEIENARZN URL, 8iFiHOS, 5I90:

https://system.com:1080

° * IR BHWIE . BIABRTATERRS. MRMDIEFERFHINEZEAERN, el UBUHES
LB ENE, LUENBARIMNDIEEFERAERRSR SSLIEBMEMNRILIE, WR StorageGRID R4EHY
ST RAIREMAEEELE, ARRSGEE T ARERIES, NARHEREIFEE,

o *FEK L R AE BON) C EAENEME. XA TERIZENNRIERE *FBETR o * TR
D RIRRARAER AN, FRRAISEE. WIRBRAEEERSZ StorageGRID RARISZ—1SEHI, M0
REEMRKE LHANREER TR, W - 243 * BT BRAS LB ZNREEN S
B
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6. B AENR .
AERHIHEENREIREHIGENAT StorageGRID £4. EEEE, TAENBT.

HEER
A ILM BIENR"

1EELS3 APIREEIZE

I RECE @ S3 AP EEIIMNIIEE#ERASE, NREELETL, Bl
BRI E,

BEENAR

* BAERZIFEN R 2R E R BN EIERS

* B A B RIERIARIR,

KTFULES

YNSREELK Cloud Tiering (S3) KPP, NATEHRAFIHREEXNFEIBRAER/ SIHERIR, ST
T REEFETBRHENNFIENR,

3
1. SR> T A>*MERIN,
2. AT = _* ARRB TR,
B EECEE > E ",
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Overview Alarms Reports | Configuration ‘\

Wain Alarms

Configuration: ARC (98-127) - Target

Updated: 2015-09-24 15:48:22 PDT

Target Type Cloud Tiering - Simple Storage Service (53) LI

Cloud Tiering ($3) Account

Bucket Name name

Region Virginia or Pacific Morthwest (us-east-1) LI
Endpaoint hitps:/10.10.10.123:8082 ™ Use AWS
Endpoint Authentication r

Access Key ABCD123EFG45AB

Secret Access Key ssssee

Storage Class Standard (Default) LI

Apoty Changes )
4 REBBEHIKSEE.
MBERAEL, WIFHRMES SHEEL—REE. BN, WENRIEHEEEELET.,
()  sram, REmES, S6AWS E, TEEX,
5. &% * AR ",
f&EZCloud Tiering Service R

&R LU B Cloud Tiering ARSSHUARZSRIZHIM T 3@ S3 API ERZRIBARIMD
JIEFERSBIRTBES o

BEENRA
* ATE R S IFRYN S 2R B RN B 1R AR
* B EBERERIA AR,
WAL E IR T 5

*FUES

B Cloud Tiering IRSIRESEN N * ERERIRE *, BJIBREIIET R

p
1. G 2> T RS> WRHEIN,
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2. JEFE, A”TR _*>*s ARR,
S FE B> X",

Overview Alarms Reports | Configuration ‘-1

Main Alarms
Configuration: ARC (98-127) - ARC
Updated: 2015-08-24 17:18:29 FOT
ARC State | Online LI
Cloud Tiering Service State | Read-Write Enabled ;I

4. B8FE * mRERRSRE * o
o BE*NAEN .

B ES3 APIEENTEEHREITER

Apply Changes *

NRIETI T S3 APIEREIEFERY:, WA EEFMESEITR, HHATA

:_F/EF,‘%ARVF (??ﬁ%ﬁkrfa) ZiR,

ERENAE
* BRI M B T R IR B
* B RRB RN EIR,
SR
1. e > TR R IEM
2. AR AT R _* ARRTEHE
3R EE > E

Owverview Alarms Reports | Configuration \I

Main Alarms

5 Configuration: ARC (98-127) - Store

Updated: 20150829 17:54:42 PDT

Reset Store Failure Count r

4. R - EETFMEHIEITE .
o BE*NAEN .
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FESERMEEENT,

153t MCloud Tiering - S EI =1FfE

MREEFEEFR * =02 - GREMEIRS (S3) * EEHNRHIESEER S3 FiEn
B, BEERBENRIBEI=FEL. aEEBRET M BrAE, JFA
StorageGRID &2FHBIFTE FMET Mo

EREHNE

* AIE R SRR S 2R B R BN B 1E RS

s A BRIE R R ER,

s IBEBXREFEMETE A Cloud Tiering ERERY S3 1FfE 57 ERHR,

ANy

() EBURMEZH, FHAGH NetApp BERE, TRIEBEMELRZE.

XFIAES

MNILM BERE, nFEBSFELEM]. B, RAFMEBES StorageGRID ALGHFRIFMET REVIH TR
, BEREFENES—1IMNE S3 FiED Ko

FERXRM Cloud Tiering - S3 TR B =EMEM 2 A, AL LIE S3 FEDE, JAIG7E StorageGRID HEIE LR
FhiEt. ARE, ERILBIE—ME ILM RE&, FI§RAT 7% Cloud Tiering B RAY ILM FLNEH AT
Cloud Storage Pool RTZfEHEEIXTRAVFEPE ILM FLN,

MBEHSIAHE SIS, WIKLEHRARIAOTE/EH7E StorageGRID o MRELFAT
() =HRN LM ANRENENENREEESMIE, BERREDEMTUTETS, FHE
KRR, NRMFRITIGTS, WLRIRIAN, MARZEIEA,
pAL
1. RS,

NEFENERIAN S3 FHEDER, UHERAENESHEaFENEENEUE.

AT ILM REEFIHR B BFRER D BEDRFHRERE MREVEM ILM N,
- Aubus=agy WA

R ERANAF, BFREMEERNHNEFMEM.

RIFFEFERIRN,

B2 (6 R MR I BT ERBR

RIAFRCE T RE,

N o o k~ w0 N

OB ERFHRT ILM TGS, WRIFMA Cloud Tiering BRERY S3 1719 E&F55hEI A Cloud Storage
Pool BRER S3 FiEDER. W EMATATEIAZZ, BRNEKBEREFHELE, XEXNHREM Cloud
Tiering 53 EX A fIRRo

HXEER
“FA ILM BIENR"
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i1 TSMAR (8] 4 IR B B

&R USRS T S B2 E S LA Tivoli Storage Manager (TSM ) BRSZ2:B RN B R, ZARS 28]
RIZEEO, BTFENRBIEEENRRIIENRIREARERERS, SEETE,

YT =AY ARC BRSS 752 TSM BRS3288MIZ F i, fEF Tivoli Storage Manager fF A5 )AtFE R SURISHIF
&+,

TSM 12

TSM FREl4E X ERLEMIE T TSM's FHMNIRIENTIERIE, ATRATH TSM RSN BHNRETIEEM

Mo HESEFMIHITF StorageGRID R4EHY ILM HKE&IETT, HEMIFTE StorageGRID RFAHEK, BIXFRK
ATEE, HEBEZTHAMTREER, EAETRENREVELRXE] TSM RS8R E, ENA TSM 4 anERRH
REBFN, B ITREIEEMEE TSM PRS2 EIERIHLT

AT RN REIEE TSM fRS528/5, TSM BRS5ERIGER TSM BEIRRNBHEVENRZNN. Fla0, 7
IRNEIEESENHNSR (AIERBHBIERENIRINAR) TUSNAREFSE (WALTRBRENEERNS)
AElo

FCE STSMAR (a4 RYEE

F)I T HEEIE S Tivoli Storage Manager ( TSM) HRafF#1TBEZH], EBHUINLES
TR E.

"?*EE’JP\]%‘
S TE A S FF RN T 283 R EAR E IR R
* BRI AERERIHRR,

KXTUES

ERBXEIGE Z A1, BT TILES Tivoli Storage Manager #1Ti@fs, Flt, LIt ARC-Service TabFEFEE
TR

P

1. &> T A>*MEHRIN,
2. EFAT = _* ARRB R,

S EEFEERE > E ",
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Overview Alarms Reports | Configuration |"|

Kain Alarms

Configuration: ARC (DC1-ARC1-98-165) - Target

Updated: 2015-09-28 09:55:38 PDT

Target Type Tivoli Storage Manager (TSM) |
Tivali Storage Manager State Online LI
Target (TSM) Account

Server IP or Hostname 10.10.10.123

Server Port 1500

Mode Mame ARC-USER

User Name arc-user

Password seasse

Management Class sg-mgmitclass

Mumber of Sessions 2

Maximum Fetrieve Sessions 1

Maximum Store Sessions 1

Apply Changes *

4. M+ BARERY * FHIFIRS, #%4F * Tivoli Storage Manager (TSM) *,
5. XfF * Tivoli Storage Manager State* , 1B * BiA/l * LABALEM TSM sl IR SZ 231 T R,

FHABRT, Tivoli Storage Manager IKSIRE N, XEKE)IMTI REEBM TSM HiE/4IRS /IR
PUE 5 €58

6. IHELITMER:
o * RSS2 IP HEMNE * : IEEATULL ART BRSH TSM HRialfhARSS 2317 IP ol L REHZ . FAIN
IP #i31k /9 127.0.0.1 -
° *IRS5ERImO ¢ ¢ $ERELL ARE RS RIEZEIN TSM HRialfARSS 88 LMIROS, BAIAEH 1500 6
CFWRBM L HEEIRTRIBRIR, BN TSM iEIHARS 2 LEMBIRIR (arc - user) o

o * AL ¢ IEENAREFTLIRSATFERE TSM RSBHAFZ. BARIRT SIEENBIARR
% (arc-user) KEERAF,

© * D L IEERATERE TSM RS 2BHN A2 F RS R,

o EEE . BEERNRREE StorageGRID RARYARISE BRI TSM FiElHARSS 28 ERE X
EE EEXNBERANAANEES.

* RIEEC L FERE TSM FRElfHARSS 28 L E AT AT REV IR SRE, AT REENAEMEH
REZUE—IRIE, HARIIBLERE (DFED) o

BT EE RN S M TR T S8 MAXNUMMP (R AEHSH) SBMEMER. (E
register Sn ¥, WMRKIGEEMEE, NFEAR MAXNUMMP BIAMER 1, )
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Lok, EFERITE TSM ARSS 2889 MaxSessions EENANZEL S5 HIZNAEFRZIEENRIEHIERD
#F, TSM IRs528 LAY MaxSessions ZRIAES 25

° * RAKRRRIEN ¢ | EE AN AREFIEHIBARSS A TSM FialfHARSS 8 T A URITRRIRENERA S
B, EARZHBERT, ESNEATBRRERATFERIEN. IRFEHRZE—MHEHIREIEEHTT
FHNNER, BREE—IFTIIEHNE.

© *RATFHSIEN Y | EEBINARFEFRORSITAE TSM RalffARSS 2# TR IENRAFH L
G
IHENIZE R 1, BERAIREFERASHERERITRRERIN, BILEIREASRIERMERIEH
17*4%0

7 BE NAEN
HXTSMAREIHFRIE LT T R

Er] LUE ER B AT m I IERMILZEER! Tivoli Server Manager (TSM) BYY3R4T
SHYMHERE,

ERENNE
* R RS I R B RS,
* EURREH MR,

XFIES
BE, IETEE TSM FEHRESFBITHANHASIERSIREN TSM IRSER TR T)IMT A HHIKEI2S
. — NIRRT D ECATEE, MERMFIRENIANE, B2, IREMN AT R AEREET =
P SR FERXIETT, WAL ERARBERIEHIRE N SHASIEHHERRMKL TSM RS 5148E, X
¥, FrEREIEEAURERBAFIRE, NREA, XEREPHRZE— M LATFEE,
PSIE
1. R > TE>* WA
2. FEFE)IT = _* ARRBHT,
B EREE*>*F

4. * BARERRIEN * BEXRASE * 21E8 * HES
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Overview Alarms Reports

| Configuration |"|

Kain Alarms

Configuration: ARC (DC1-ARC1-98-165) - Target

Updated: 2015-09-28 09:55:38 PDT

Target Type Tivoli Storage Manager (TSM) |
Tivali Storage Manager State Online LI
Target (TSM) Account

Server IP or Hostname 10.10.10.123

Server Port 1500

MNode Name ARC-USER

User Name arc-user

Password [ ITTT ]

Management Class
Mumber of Sessions
Maximum Retrieve Sessions

Maximum Store Sessions

o Bl MAEN .

ECETSMAYIEPRSHN T 228

sg-mgmiclass
2
2
1

Apply Changes *

SNRYIME T ROEIRE] TSM HiElIfFARSS 28, TR LURIIET KBV EIASEC & 9B

S liAle TR TR I T R B RB IR

145,
BEBENAR

* BRIER S FRIR SRR REINAR SRR,

* BRIMEBRFERN IR,
TR
1R 2> TAR> R,
2. JEEMAET = _* ARRTE(E,
S EFEERE > E

JAETFE, HEBEENKREKERRRRISRIE
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Overview Alarms Reports | Configuration ‘H‘

Main Alarms

5 Configuration: ARC (DC1-ARC1-98-165) - Store

Updated: 2015-08-22 17:10:12 PDT

Store State | online LI
Archive Store Disabled on Startup -
Reset Store Failure Count r

Apply Changes .

4. IRIEFEEMUATIRE:
© FHERES: BAMRRKSIREN:
* B AT RE R TAEREFMERIREFER RN REE,
* B IET R AR AT REEFMERN N REELIERIEEFE RS

© BHIRRRFHEME. KRG, ERMESNAREFEFEAMPSRIFRIRTS. BTRHARBBERIETFE
RomEiE. SEMAREERARTEEZRNAN. WINEIFEEER.

° Reset Store Failure Count : EEFMEMIEITEER. LIEMAIHEF B ARVF (TFEH0E) Z4Rko
S. BpF * NAEN .

BXES
"ETSMARSS X EI R ER ERAET R

AETSMERS X EI BT ERNERIFET R

H TSM #UERED TSM ARSZ[BEIENAEN RFEMEENG AR BT E0Y, TSM RSB AE
IR 5. £ TSM RSB (E Jﬂimﬁﬁ\]@)ﬁ, VRS T SIS B mE TSM BRSS
I REE, WABTTLES N TSM REZSEEMNFR. MRAEXMER, BilgZ
Ko BILUEID FEEh%IT TSM HE%%%ﬂEﬂiﬁ'alzwa/ o

BEENRA
* ATE R SRR S 2R B RN B 1R AR
* B E B RERIA AR,

XFIAES

AT BALEEARC-Service[AITSMARSS 2R IXEZ AR TR LUBE EE* ARC/* Tt 4B (4B AT R I 44 17 = B
Mo LEIRES R EHBNTBILETE TSM ARSS S8R AT 4P &R HE R,

TR
1RS> TS IR,
2. FEFHIETI = _* ARREfE,
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S EFrEE > E ",

Owerview Alanms Reports l Configuration 'l,

Main Alarms

5__ Configuration: ARC (DC1-ARC1-98-165) - Store

Uipdeted: 2015-D5-07 1223807 POT

Stora State [offine |
Archive Store Disabled on Startup i
Hesat Store Faillure Count [

appty cranges YD)

4. B 1EEIRES B offline,
5. kR * BRI B2 INTERE *
6. B WAEK s

FETSMEFHAE B BTG I T SR B N IR
SNRBETR TSM FRalfFARSSRIAZITE, WATLXSIET RETHRA, EENAITRE.

"‘*EE’JW&‘
S TE A S F RN T 23 REIAR E IR 2R

* BOIMEBRER RN,
pd

1. & 2 i > T RS> WgRIM,
I R _* ARRB1T.
EEEE >
RRANRIIENENN S ZERRTHHH A ZIELRER,
RRAFEIIERERN 0,

.U":'>SJ°!\’

(D) mmEssErRn, NEBSBAGRESENERS 0. FRUREERE
6. it * AT "

EEAMTNRARRE

EEILECEISET RBRRIRE, FRSKENBYIENN, NEEENREKERREN
BRI

CREHNE
BB R B R B IR,
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* BUTBABRENIAIER.
p

1. &R 2> T RS> WRHEIM.
2. AT = ARCARER

S B EE > X",

Overview Alarms \ Reports i Configuration |

Main Alarms

B_ i} Configuration: ARC (DC1-ARC1-88-165) - Retrieve

Updaced: 2015-0%-07 122448 POT

Retreve Stale iDnrma
Heset Request Failure Count |:|
Reset Verification Failure Count []

4. IRIEFEEMATIRE:
° FRERE L FEFRESIREN:
* Bl WARTRETATMEERISER RN REBYE,
* B NRTRATBTRENREE.

© BEEFKRRMITER: &t EEETEEBERKMBITREE, ETAATERARRF  (BREK)

o

s

° EEWIPRKITER: &It S ER EE EORN RIEIRRIIIEARNIT2kE8. IRIFRIAT B ARRV

(BIERW) BiRo
o BE*NAEN .

BT RER

EEIUNIET REEEFIRERERANEN BSEH,
1-|_ 315(0

BEENAR
* BTER IR SRR T REINAR SRR,
* BRI ABRERIHRR,
p
1. SR> T A > R,
2 3% TR >, ARR*>* &%,
S EF B > E ",

244

NEEENKRKERIRERRIESRIE



4. IRIEREEMUTIRE:

o * BEENEEFRKITE - | EERTATEENLEFIKRKAIITHELES, WIRERTATAER RIRF (NS
w - KK Bk

o * EEMIEEFIRMITER ¢ | SRR EE RIS HIKRMAYIHERES, IR IFRTA TR RORF  (Hiik
B - KK EfRo

o * BANBER 1 EFRITAIELHPSNIRRES B ST RAANGE. EEFZEREFRTER
Ko

BRANGERE, JUMEARFFRORSLENREE, UEEHZE StorageGRID RAFRIHEMUE
, ERERNEMEMASGUEERZIENARRERFFORS. It - RSARE.

o BRRAMIAEH | BRI EEAERI AP SUIIRR LY B IR RAHIAER] (B HTTP 1ZRHNR
FER) o EER BB RETRS.

ZREEESE, AT RIEESFIZILNBRERFORSLUER ILM MUNER, B EMMNETRE
FHRORBIORITREELEFZ StorageGRID RFAEFHHIEMIE, Itk ARC ARZZ 9 write - only

o B NAEN .
AT RIREBEXER

BN ARQL #1 ARLRL B BEXER, ATHEAETRNIEEFERSEREY
KEIRAVREFNREE,

* ARQL : FHTHKE. MNIFEEFERSFRRNKREIERNTFIHPARE (LR HRM1) .
* ARRL : FIERIER, 3T S NI FERFIORTN REEFARAIFIg8E (UM ERM)

XEBUENAEZENAT I IMEFERARNEENERS . GEARC/* "R * > HRR*>*FE*, )
MIBEREHIKENEURFIATFRRIBERNSIERLERE R,

EMERE, BEIETRINSEELR, UREESORNEMATHKENE. A/F, 7 ARQL 1 ARLRL
BIEZEENER, UETHARESITNR L ER.

BXER
"I BPEHEER"

£ X Tivoli Storage Manager

T NEIF)IRE T 5 5Tivoli Storage Manager (TSM)BRS SR ERMRIELHRMIGEE R
BEIEFMTSMARS SECE I T S IREiFHE R,

AT S ERE TR (E"
* "B E R {ESCER"
s "EHESERAE T RIEE"

RS AR
&HY StorageGRID AR FIIRTRIFA—NMIEREE, HAUE, NRITRFHE
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fi, FEIBLEA LR,

EHATRE, RAZRIEN StorageGRID RAEXRIESESRFRERE (ILM) MNFRITERZIFAELE
FUUE, SEPAETR. JFETRES TSM IRSHHEF R, TSM ZFFinEEE StorageGRID RiFRxid2
REFAETR L. EAEAETRBETEENNRIIEREWREINERZREFE] TSM iRSS8E. AETRASE
R RBIERTFE TSM IRSFBZAEFHREE, EASRITHRESG, B2, MRVUEERFE, FAETR
AIE— N ESHE TSM ARS SRR L1 EIFN

AT RN RBUERTFEI TSM RS588/5, TSM ARSI ERREMRAR / RERBEREENREE. &
TEXXERERE, FEHSIETRRERS. MR, IETRERFEHNREELATRATME, HE
DRI RYIETIRIA1P), FRAEYIET R E PR

StorageGRID RZERY ILM M5 TSM AS32RVE s AHR / (REB R Z BB ERE, SMNRFILIRILET; B
B, ERE8ITMNRHENA StorageGRID £4eE, ERIUNEDE— TSM EIERE, IHWEEXRKRSWHREIE—I

ZiEE] TSM R385, BEREAENERRDEL AR RER, ERILUF TSM RS SFEENIFH RIIER

BERETRANEFE LS, HEREFTENVAAENEISHRERE, §i, MRABEEEHHINE (BRRE,

TREERABRAHIEES) NWAESNARSNAREFHRE (BATRARENEERS) FE,

JAIRT RAILUSHBIEIAE R TSM ARS5Ee5EA; EAFELT A TSM k3588, TSM IRSSE IS EME P in
HZ, BRIRE TSM RSB[BHXNNESRATUARA R, TSM BRREES VT R R ERIARSS 23 SEIML

o

AR ZEMNAIETREENSANE— TSM k552, B2, RELHFIETRE TSM IRS[EANRENEIES

B, ARWNERALEE. SEMIETRAEAEENERNKREENRIRN, ZNAREZS NI REENS
NE— TSM fRS328. ERE—MERT, WFNKREENRILTREDR, XRPEIFHSLELIHE (TSM

ARs328) o

AT RA=ER TSM WD EFHEEE (HSM) At

FeE R {ERE

EIAEE TSM RSB ARNHNEHITERER, NNA—EHESEERKAKE, UES)3
BT REEFER,

EfEE TSM RS SBHAEH N HFITERER, NEEUATRHEE:
* BTIETRERNRRFE TSM IRSBZAFIRENR, BT TSM BUREHITA/NEZE, R
BNBEBNIET RBIFrE X REI5| A

* ARV RRGFERBRNRERS N EMBI BT RS REVIER. Aitt, T ERRBIN
Bi, TSM ARSZ2BEHAECE—MHEEFMEL, BTYREREIET RERENSIE.

* BAECE TSM REREE, UFERAETEN - IFEYE, [IETARZFETOEDN TSM REBHKRE., ERE
RESPER L TEIUKE remin=0 1 rever=0 (XERRFZMNTET St REBEHFNFE, HELZER
BO0X) . B2, remin #l rever FIXLE(EZ AT IER,

DI HEHITECE, UESIHIETS TN (B, BB 2HEaEtr) NXTSTGPOOL ) » REER A
OB NHBEMBEIAY, HENERMNEENSE (B, Wt aMts COPYSTGPOOL) ,
NESIET [REENEHIZIRAEIZA, 154 TSM IRSFECE S — MaH M, ZEHEBERTIET REUE
ARG R 45 itho
EAEFERAETRIRE

SR ETIEE, AT RTTAEREIEIT. 7£ StorageGRID 2RI RIREEI TSM I

246



TRZAE, E5eRl TSM IRSZSEBNLZEMNECE, HEBITIETI RIS TSM Ik 883
TEfE.

BXRMUTSMERMEFERIENFAGEE. BEUEXERIEEFENER.
* TEEIIET R
S TSM k5325 LUES StorageGRID Z4EFHRYIETI RERET, BRIBFEESZ LT IBM X!

" { IBM EHigERohiEF REM A fsm) "
" { IBM i &K hizFHmizSE)

TR TSMARSS 28

TR AT R SFHBEILER TSM ARSSEEEME—IE. MNRBREMB TSM ARS528
, BRI TSM SRS RE B R R

() iaessReES TOM RSHRITE,

ERETSMARZS 2
AT TR TR TSM RIELREUES TSM AR5 25897135 PR,
BUTIRBBR IS BRI T

* 7£ TSM BRS5 88 L& XM EFENMEHEFEL (NRFR)
© AT SRFRVEIEE X ER TSM EIREAVHEERE, FHIEMT = LA s SRR

XERRMESE, EfIHFAZAN TN TSM X, AN TREERTAAEEENTEMEmATIREA,
R AR HIFAE R —FE TSM Server Xi5HY TSM IR R B MU BIFERH .

TE X TSMEE AR FiE

T REENEEFE L. BRAR SRS, BAEEREFEBLISABEEE
M T E .

XFIAES

FHF TSM fRSS28, ERAZNTE Tivoli Storage Manager 7E X i mZ & AR FME N, EXHEME, QIE—
MEBREFBED AN, MNREHN TSM RSB VEAEE - 1768, WAZTEHS A,

BRISAE TSM ARS8 LTSN, AT sERIBMwF A, (EHwEPIE—THEENZED—
IXEHER. TEX MARSSEREIEE LA MARSS 2R EIBRENERAVERIZ, AR NIERNSBEXIRER, ) RIBIERAVENRE
MEFEER, XESBIFAEERESEMAE. AXIEFEAER, B2 TSM 3’(1‘%10

UITF—4RIRERIREE T 18, 1535, RIBEHFEBER, EHNILSEIESEMAR. BXiCEIFEMEEMIRA, 15
S TSM X1,

() e AERERIRERIIRSS, HER dsmadc TRRTU TR,
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p
1. BUEBHLHE,

define library tapelibrary libtype=scsi
Hh tapelibrary BAMHEEERIEERZRUKRMNIE libtype Al AERMHELE TR,
2. E X MARSS 2R B BETH EE R BR 1R

define path servername tapelibrary srctype=server desttype=library device=1ib-
devicename

° servername & TSMARSZESHIZ TR
° tapelibrary @& X BHLH FER TR
° lib-devicename ekt FERIZE RN

3. NEEE XIRTh2Ro
define drive tapelibrary drivename

° drivename ;& B NIREHZZIEERIB IR

° tapelibrary @& X BHLH FER TR

RIEENBEGECE, BrRFEEE—HE B, (I, R TSM RS2[BEED— A EE
A, M EERBETENR RN, NEREFENSTMRAEX —TREES. )

4. E X MBRS5 88 21ETE X RUIRBhERATRE 120

define path servername drivename srctype=server desttype=drive
library=tapelibrary device=drive-dname

° drive-dname j2RXENZEHVIKE R
° tapelibrary &€ XBEHEERB R
FERPIMMNN AT EEXNENRNREEE PRTE drivename M drive-dname B NYRGHZE.
3. NIRTHEZE MIKEHK,

define devclass DeviceClassName devtype=lto library=tapelibrary
format=tapetype

° DeviceClassName =I&HLEATR
° 1to BiEIETIRS 2N IKEh2Z KT
° tapelibrary IETE X BHLE FER TR

° tapetype mMAHEIE; FlEultrium3
6. Bt ERINEIEREFEREA,
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checkin libvolume tapelibrary
tapelibrary &€ X B FE R R,

7. SR EH M.

define stgpool SGWSTapePool DeviceClassName description=description
collocate=filespace maxscratch=XX

° SGWSTapePool AT m T FEMAVZ IR, R I HEENEFREAZT (REZZIRMER
TSM ARSB 2:FEARYIEIEZAIE) o
° DeviceClassName el ERNEE LB,

° description efFEMBEIEHER . AILUERETSMIRSE 28 EE/R query stgpool 88 fflan: ™
3T R RV T A,

° collocate=filespace $&E TSMARS BN A —X 4 =EIFHIRRE NE NS,
° XX BTz —:
* BEEPHNTHEFESRE (RIS T R —ERZENNAER) -
* 53Fc4s StorageGRID RETERNEENE (EHERFEENFRT) o
8. 7£ TSM fR$328 L, CUEMEFMEM, 1 TSM IRSBNEERITHEH, A

define stgpool SGWSDiskPool disk description=description
maxsize=maximum file size nextstgpool=SGWSTapePool highmig=percent high
lowmig=percent low

° SGWSDiskPool iE)AMT REVHEE MR M, TR N EFMEHIEREART (REZBIRMER
TSM FRERRVIEELNTE) o

° description efFEMMREHER . ATLUERETSMARS 28 L8R query stgpool &< a0, "
NFIETHRIRE D FiEt. "

° maximum file size SBHIFATFUIA/NNNRERE NEH. MAREFEMEENT. BIGKE

maximum file size E/10 GB,

° nextstgpool=SGWSTapePool LR TFMEMNS | RIS S8 X T E .,

° percent high KEHBEMFREERNS TR IS ANNE, BRE percent high KEAHNO.
PUEI BN FHIGEEE

° percent_low IRBFILEIBEITEMAIE, BIGLKE percent low RENOLUBRRER M,
9. 7£ TSM RS2 L, SIBE— XS MEESHBEH DR,

define volume SGWSDiskPool volume name formatsize=size

° SGWSDiskPool el E .

° volume name BFIEMBEMNTEEEBIW. /var/local/arc/stage6.dsm). LAEE N
AR, UENEREIR R &S,

° size RHARBHIA/N. LIMBAEIL,

fpan, BQVE—MEEE, EHEBHABTEF LT, BEETENEEN 200 GB BHIFK/IVER
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&9 200, 000,

BE, AREEEESIMRIANNESSE, AN TSM RS8BT UAEEEBFNENES ANEIE, Fla
, SNRMEFHA/NA 250 GB , iB8iE 25 MRS, §1MEMNANN 10GB (10000) -

TSM RSB B=EBRPAMEEMSLDECTE, HRFAIREFE—RIEAETM (T 200 GB HEE,
FE=1Z/H) -
R XIHERBEHEMTI =

BFEEANMNIET REREFHEIEEX —MER TSM EEERENRE, AREFH—T R
LAfsE FA LI R B

@ YR Tivoli Storage Manager (TSM) HIRTRNEFIHELDIHE, WIS HETER
mAE. BRBEE TSM RSEs, UWENPAETRNERHAR R / BiEKAEH,

ETSM IRSZ2B EAMTRUERFINT S (HEFUETR) B, HIEIEIMT RfsSHIsE
MAXNUMMP S#RIEET ol B FENRENES ANE, EHANHEEEET oS I SV IR
ches kM E, 7 TSM BRSS23 £ MAXNUMMP IEEMHEMNNE /LS HYIMTI Y * ARC* > * Bix * > * B
B> x> BAGFRRIE ISENEHER, ZERENO0X 1, AT AARATHHLEFEERIE,

73 TSM AR5281K BRI MaxSessions A FIEHIFME R P iGN AIERF A TSM iRE[ITANRASIE. &
TSM _E38ERY MaxSessions B E /D SEMEEIRESZP A AT RISEN *ARC* > * Bir*>* & *>* F
* > SiEHC (VEMEE, 1IET AR ASMERHARZE—SIE, HBIMIELE (<5) M=k

PDELA)IE T SITSMT 2 EA B E NSRS tsm-domaine o tsm-domain IEHEREEE "tandard s "1 EREREY
Bekhras. BRBEBAG NS, HRB)ABIMEE NStorageGRID RAMNFMEM ( SGwWSDiskPool) o

()  CuRERERIIRERE TSM RS, HER dsmade TR,

BUZHBUEIERRS

%f\éﬁﬁUE—’l\iﬁ%Hﬁ, ARREECE, MECE TSM IRSSSFURFMNIIET RRIZRIER

p
1. BIRRIEERER,

copy domain standard tsm-domain
2. NREFERANFRUEEEE, BRAUTREZ—:
define policyset tsm-domain standard

define mgmtclass tsm-domain standard default
default TEBERRIAEEE,

3. BIE— M EIAARIERAEFE M, E—1THRAN:
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define copygroup tsm-domain standard default type=archive
destination=SGWSDiskPool retinit=event retmin=0 retver=0

default BJIETRIEINEERE, HfE retinit, retmin, M retver BEFILATURRIIETT R
SHEEANRETA

@ JB7)IEE retinit to retinit=create, IEfFIRE ... retinit=create PALIEYART =i
BRRA. BRAREESHATMTSMERSZSEFHIBRAS.

4. BREBXRDEHRIAME,
assign defmgmtclass tsm-domain standard default
O. IR IS E FIER.
activate policyset tsm-domain standard
1EZB&E N activate sn S BT ERAY " no backup copy group® " &,
6. JEM— T RIUGERATE TSM BRSS22 LIS BRVHREE, 72 TSM ARS8 E, BN (EF—17L)

register node arc-user arc-password passexp=0 domain=tsm-domain
MAXNUMMP=number-of-sessions

arc-user fl arc-password S&7E)IM T R EEXHNEFIHT B IRFZEERE, FH MAXNUMMP BIEI&
BRI AEESIET R IR M E,

@ %éi}\‘T%PR'F, AT REFLNB—THEFRPIEERNNEERAF ID, #AALkTTREXE

5 T15%)StorageGRID

S B K EHIETEE| StorageGRID £#4:, [EIBTER StorageGRID A HITH E
o

T—HEESETBHAMIBEAEEIETIEE StorageGRID &4, AiEEAEEETIENER SR, LAEE
PATERANFAL T, 5B EATRIENINRE, BEREAEINEBRIENER T RSEERTEE
StorageGRID R24iH, HHR StorageGRID RFAENS IEHMETIERIEIE,

* "Hf4IAStorageGRID AL A E"

* "HATE B EIERIILMERREE"

* "ERSXHRERR "

* IR ERIE TS

ISR EIEERE

* "AEBERCIEEE X EAN"
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AR, NRITHERR ILM RUEE, MR RITHIRFMETE Cassandra BIEET, ZIBIREEM TR
Fif. BNMERZBMER=INRTHEIERIS, UFBLEBIEERER XERSSHINHEMEEFET R L.

ILM A EE

ILM SN BE=ANEER:

iR . MNBEAMELTmERATEXANERDR R, WRENNRSFIE ik,
N StorageGRID XKz AL RENIH SN N YR &7 PR IE E HIX R BN,

* HEIREE ¢ . MUK EIRBBETENNREIANEHE, LXENUE, SMMNETUEE—RTIBER
B, LUEREER B ERNREIANEE, XEMUE, — IR ENREIRIIEE, T— P NHRETMiR
B ESNATFT T ILM i,

*FENTA Y MUBIEANITAENXT S3 8 Swift B IR RIRF R R ENBER. BANTHRTFE
H RSB FERBAANENREE, HEESOIET IR AHEENARE R,

ILM #7451

LERB) ILM NERZR BTHEP ARNNRESAXEXNREIZRIMNEFIBIE, HiGESPEIAEFEERBRL
mlt. XBIMBIAZIRE “Forever , ", XEWKE StorageGRID A= B=IMIFE(]. /R, StorageGRID 1§
REXENR, HERP HMREREEFED RE AR RS ERIER I LE.

EERRN S ENTT A E R FENEDT . /7 A KX RIRFE] StorageGRID &, RASUBINANLRRERES, &

ETEILENCIZRFARRIMNEIZS. g0, NREF A REFENRETERER 2, N StorageGRID Kb 1
MEFET R LSRR M InE B4, —Bihm 2 5JA, StorageGRID FIRTEZILR EIBFIFHRIRI AN,
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Two copies at two sites for Tenant A

Description: Applies only to Tenant A

Ingest Behavior: Balanced

Tenant Accounts: Tenant A (34176783492629515782)
Reference Time: Ingest Time

Filtering Criteria:

Matches all objects.

Retention Diagram:

Trigger Day O
ke ) I
Site 2 H - >
Duration Farewver
HXER
"RTFENEERIF "
AR
"t AR TTFiEL"

"HRETEEA R (EHIABILHD) "

"HHAR ILM S

AR ILM E BE

tAR ILM RNz

BUE ILM MBS, &R LUEETmEZSRRIMRMNERT R BN R,

RESNERZE, MWAIETEREMIRER, ERAERMRERERTR all R, FEEXIZ ILM
REFRRE—T (BOA) A BIAMMIy S EH AR 96228 R ILECRI X SREBHAFME IR,

BEEATREE, SR UM ARBIARNRANARERIM, @IEE ILM HNE S E X EAIRATE L
HYEAIRERS, ERILBRNNATRERFIKS,, 5E S3 DR Swift 728, HERNNATXME,
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Create ILM Rule step 1 of 3: Define Basics

Name
Description
Tenant Accounts (optional}

Bucket Name matches all v | Value

/& Advanced filtering... (0 defined)

L]

X EREATREDS, ERUBMMERRMNNATAENR, fli, EATMNMSIERAEZEFELIRE
EMER, MEHINRENAREFEFHEULEREEE, AAS M ISZRRPELKAE, HEBRR
[EER IRV EIR RS 2 S IRRY S3 FiE N ERE, ERUEMEIEERTR — I MNKIERFIBEVSIER, HEIES
— M iEATR MNKICRFIE EHEIE.

B2 ILM MMASE * BRIFLE * WEPHREHEAITS, ErILRMmiER, UEREUTHRRIHERENS

* HBSE]

* _bARipIE)ETE]

© 2BHIHWREM (FH)

* S3 EEDERXIE (LB FRH)

MPSE P NI

* AP TR

* S3 WHRARIE
TR LRI R AR ATHEN R, HI0, ERREGENIZENNKREFERRE 30 XA ATRERIMEER, M
FERAZEWRIMER, MEARERISEERNNRAIGERESFIZIRRME [T ERER]. ErT eI HiEs

, RIEWNREM, K/, S3WRIFEHEMEMBXRITERITASHEENNR, AEEIREIRFFNLIES
FREEHENR.

TR LURIEREZE— N FA S EREAmERMER LS. Hla, SHERJATEREURRTHEEIE
RHHLNFERRRE M, MADFREIAEFERARICREFEFEREHIEUENREBEEF. X
MIERT, GG, LBFKAHITREURIERES MRS, RNES MNP ERASHImhiIES
KIMRMNERT R FrEANFENRER,

42 ILM N E 5% ER

MEIRPARTHENRMIENFEUE, FRENEIMNEFEELS. —T ILM AN U E—
THETRETER. FTHERETERTR A —KEE,
BUEMELE R, BELUEEMIRARE (BER). BoIRNREIA L (S HISRIRRED) LU BIZ BT AL E(

—NEBZNEEMUE)e E— NP, EATIEE— T HNEBRRNNZIREUE. UNZ BT EERRRE R
R :
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* BE—IHERAEES TN NERRE. BREENSER 4 A EERARIZT.

* BEREENRRENEBES—MTER. BRGAITEREAN T — 18K, AE, fEENEERE—
HZTMTo

HERBHIERT GUE ILM AN EFAYE R E T HE,.

Placements @ It Sort by start day

From day | 0 store | for v 385 days

Type | replicated b Location “—501 “302 | Add Pool Copies | 2 |T|7|

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information.

Type @ erasure coded v Location | All 3 sites (G plus 3) v Copies | 1 1 + %

From day 365 stare | forever v m

Type | replicated b Location || Archive | Add Pool Copies | 2 Temporary location | — Optional — v .i\2 ) |+ x

EF-TMRERLEF—FERT:

1
1. E—1TRERNEEROERIER N EH B REIZ.
2. FITERA=MEER OISR EIR 6+3 AM4RIZEIZ,
" BTHRERLIE—FRLIBRMNIBEIE, HAAREXLERE,

FNMNWEX —AREREH, DIRREDE-—TRERESNE 0 XFFE, HFEEXNHNERZEZEZMR,
RABRERSRHAAFS:, E—BERSIETBREEANREIE L,

MNP EEIREEE, BNA T —HERNRNERERE, WIPREIEMNNREIE, HRRERFFE
AR,
BIBEFMELRS. FhEt. ECRREXHMXKIE

7£/JStorageGRID Z4ECIRILMAMN Z 7. EOIEX N RIFENE. HEFFFNEIZASL
B FANEREESIXE,

* "RIRA S EAFERS"

- "EREFE"

- "EREEET

* ERBRBHRIBEE

- "ERERE(FTE. XS3)"
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BIEM D ECFMER !

FEAI B TRERET RERNFMERE, NMRFE LM RNERENRBNETERER
fETmLE, MARBMKRFRIFIETRLE, NAILCIZEES . FlW, ErIEREREN
SKEEERERRNEFMET R L, B0 StorageGRID £IAEFF#EILE.
ERBHNE

© ERTEAEE NSRS RIME SR,

© ERTAERERHIER,

% FHeAESS

NREERSTRBEME, WA LLERRIZ— M EFERARITMASMEE, BIQEEFERS, EAUEEE
B E R E R B MFE T R

MRAFEREFMERS (B0, FAEFETREER) , NAUBLIIIRED R , AEEREFMEEIERRER
T RRVECINTFER Ao

T BRANFEET R, 20 RERNEFEEFET RREAEERS. Fitk:

* NR ILM MNEREEFMEFET RRABEMER, WA LR RTTEIZEMERFT T o

* Y0 ILM MNER BB BE X FHERANEFEL, WEFHATROEBEXEFERIZA, FRERLH
TR, WTRFR,

ISR, AIRNEREANTEBIFMBNE. O, FENES MEMET RR— 2
() 3. MESE M EREANIRARIRES TR, WRISTEA— 5 RHE R,
N 4B ILM SEER A,

-
1. &R ILM >*1ZE4R 5,
2. BIEEMHEERS:

a. WFREEXWNENFERI . BHEN @ BERM—THRNFERSIMIRE, EHTUTERE:
TR EERINEMELRS . ERATE StorageGRID R4tH EHAIERINAIFZMET SFNE M,
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282

""_:]: Storage Grades

Updsted: 2017-05-28 11:22:33 MDT

Storage Grade Definitions e

1 [aisk 79

Storage Grades e

Data Center 1/0C1-S1/LDR Default

4
Data Center 1/DC1-S2/LDR Default P
Data Center 1/DC1-53/.DR Default 4
Data Center 2DC2-S1/LDR Default ' d
Data Center 2/DC2-S2/LDR Default Y 4
Data Center 2DC2-53/LDR Default V4
Data Center 3/DC3-S1/LDR Default 4
Data Center 3DC3-32/L0R Default 4
Data Center 3/DC3-S3/LDR Default 4

sortycranges BY
o BREBIAGHAS. WREHIE P HEEEEENTE,
ONE
b. ik * AER
AR ERSIAE T BT
AT RS BRI
a. HFGMEHETRMLORIRS. RERIE P HMFIRBEE—MFEEI.



Storage Grades

LDR Storage Grade Actions
Diata Center 1/DCA-S1/LDR IDefauIt ;I f
) _ Default
Data Center 1/DC1-S2/LDR P 4
Data Center 1/DC1-53/LDR Default V4
Data Center 2/DC2-S1/LDR Default _?
Data Center 2/DC2-52/LDR. Default V4
Data Center 2/DC2-S3/LDR Default _?
Data Center 3/DC3-51/LDR Default V4
Data Center 3/DC3-S2/LDR Default _?
Data Center 3/DC3-S3/LDOR Default V4
Apply Changes .
RENAEFET RDE—REFER. NEFEFIMENEFET R R TE D ECRIFMER

() Bl B6% LM EBE, BIERLSE. NBHREEEN, WRIREHHTHAIEHE

1Eo

a. B WAER

ECEFE

EXILMARNES, &R UUfERFEBIEE N RIVFELE, ERIREMLZA. BunE

BFEREN,

AR
* IR AN

* "ERZS I EELHTELRER"
s "EREFENRENIRNUEEFA)"

* "RIEEAEL"
 "BEFELFAER"
* "YREBTEAE"
* "HIpRTEAEL"

a2t

FENEIEFET RIS RBNEE D H.
FIEXN REWERLE AR ERANFEEE,

FEMEERTELE:

Zo] IFCEFiE M LAARE StorageGRID #4:
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*EERA . NTEETR, REEEFENENIERE.
* bRt BEENREVEIERC.

FAEMATE ILM AN PREN REENFEUE. TAEFRIEE LM AN, ELEE— I HZMeEF
fET REYIET REE, EERIRIRRIECE XY, ERLUER— e aFET REVTFETL.

el e oty
BCEMERAEFMELE, BEEUTAEN.

FRBFiEBRTEN

* StorageGRID BF—MEAIAFMEM " FREEFMTIR ", ZEFEHERRINER, PREMRUREIAFERS]
"FREEMETR " . SIERIMHNBIEROMLR, RSEE=BEMIEEFET RFE,.

R B R ATE T SR s Ak, FAXEIRE 2 AHER, Wi
() cErEERIOEERES, MXTERRERENTY. FERAEEET RSN
SN, ARG XS HINRI AR LRD RIS,
© REEB U EHRE. AENEETEBYFRERE.

* QIZABRARSTRNEFE L ST EELINEEMIHESTR. IRTRATA, WTRREREiE
AR LA & ERR ILM #1TELR.

* BREENERAEESHNEFMEL (BE—THSMERTR) . MREFHEHES, WARZER—TRLREE
S REERIA

BT EHIRI A7z fEtER

* BN UERERENEE Y, A, EETRNNRERBPREE— S MIE T RREFE L. NE
MERERFEHTRREFNNREFERBERERFUE (FIW0, STER ENETHR—1EIZE, X
KRIEREBERKRP) o

* WIREY BRAMESR, BAMERSIR—REEN. A, B ILM AN BUEEHTIE = EFER R
CBE, FEERMIAMFEL, FMEEMETRIESRIALRNEREEY, BIFREER.

BT RERRED B AR TFfiE it /N
* EARREX LU M AmED BV BRI T =
* FHENREENEET RN R BERE T A BRIV MRS 5 5.

* MREFFEANEER DR, NWARERZEFELHITUNELE, W TFREEM T UREEY, KETAN
2 M 4mpS 75 2o

BE, FEEARINEEL, MEEET RIS RIALRNERFER, BAEEREFAEIRREEIEX
BRI R U o

C) NRENBNEE— MR, WRSIEHE LSRR RISEE X G FRIFEFET 2T
B UE R EIALA R AT EIBALEAR NS — DNk R BHERR RIS BCE X TR LM

* IRENEHEBERRS, WEERZERNMEERET 100 2F8, BUAEZIZES S LR iEFE
Mo BEEIEIRIZNN, StorageGRID gIE, MEMMEREWNRABRINERLERE TCP WAFHEFRMAET
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R, BUHENTEIEMNKEANMCRNEATLINER (QIREE " /8% "3 " FE& " Fh"=#HN"
TR) , HEFTESEILM AFIEER (0RER " R " B4 " #N "1TH) o

* JIRAJRE, FEMPREET RBRNETEEEIAUMNEE S ZAENSR/NFET R fli, MREER
6+3 Mg H R, WHAELDEANEFETR. B, BNENEREDSINCE— M EFET R

* RATGEHSMER MR ZBIDHEMETI R FIl, B 6+3 AMRIBH S, BEE—IMFEN, EHE
=NERPEDEE=INEET R
BT ABI A EREN

* BRI ERN B EFHET RAAIRT RNEEDL. 1FEBEIAFE—MNES)IET RpIEFMEL,

* IREANEFEBESAET R, WENESSEFET RETFEL EEDER— B E a4 M mEHY
B4,

* RBATER S WRMWEIRE, HFELECIZSH ILM AN, NAREERESIIET RpvEFiEl. 5
ZNABEXEA S3 WRIUEEEN RV,

* RIS SAIEFRZEELA Cloud Tiering - Simple Storage Service (S3) , MPEAMTFAXAMNTEHED
HEf#EMH, FENEXERE StorageGRID BYiiBE,

EESE
"HaRE)

AR

"t ARUBIETD SR

RS TR R E
"R IEIES L B (B2 )"
"SI BEH S

"&I2 StorageGRID"
FERZ N FELHETEILRE S

YNRIERY StorageGRID BEREZ N ubR, NALLBIAE MR EE—NFERHTN
MR B REAPIEEXW MR BRI R ERRF. fla0, WRER ILM ANEE A
IEM N EFRAHFHEER M LR EREED, NEMNRE— M BIAREEE MR

o MNREFANEENRIBZR D EIAFHIEE=1FEN, WD AXLERIA T EEE

MZBINHEEERE, FNBERXENEIAEFEEEARNGER o

UTRAEEAT E ILM N E BN REIARE R S ER MR FREFET REVSE N EE R AR R R

Bh. BTFRAAERESHFINEANSIERFELFNEANTATR, AR SBERENRNFERISHE

FHEHP— MR, FRTFF, RASIFELR 1 NFEET R EEERDNR AAABIZ, HELR 2 BIFGET
REFER IR cec BlE, RELARNERREHREHTELEE, WK BBB A X ERIF.
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—— Make 2 Copies (2 sites, 1 pool)

MBEEZT, WWRAIRAT A S M ER N RIEE S LRGP, LM RUEEAT T HREERD
EHRA, FRXEREDRKERNEFEL SMEFENSREE TR ERFMEEET R, BTFETNRIE
KEEESNERLE, Eib, FTLARLEXSREUE L IE R RS AR,

— Make 2 Copies (2 sites, 2 pools)

Site 1, Pool 1 Site 2, Pool 2

BEBNI CCC

ERZ T FEBEY, IFISEL TN
* WIREOIE n DEIE, NPT n MRESFEM. G0, MRBAMVEENCZ=T8I4, WBIIEE
=B S EFE,
* MRBIABEFTEELE, WSNEFEEPREE—HREIE,

* NRBNFBNTFEFELE, WRRSHEAXLERR, UETHZEIRSEEERAENTE, HRERIHE
ZRIEAEFHEER—MFEBT,

* MREFFELES (BESHERNEETR) , UNSHNFAERIFTERRFE—NER L. BUMBREER
R B2 AERRITFAET <o
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EREFEBIENIRRIE(EFA)

IR RMBEE SR NFMEBEY ILM NS, REsRTAEEEERFRINUENSE -1
TFiEt,

(BB ERA, BIERRIATRIR. ERREEF R0 ILM AN E,
() wmsEraeEATh @5 I ANESHE S $) , ULBRKIERIE,

BXER
AT HNR IR R LD

BIEFE

1SR ABIZRTEME MR ISE StorageGRID 2SR EMNREUENUIE UNERNEFMHEER, &
MeREBEE— MRS NER UAR— N Z M EERG.
TRENAS
* IR ST R RUN S 2R S R IR B IR SR
* B E B R ERIARIAPR,
B ME B A EFEHANEN,

XFIAES

FREHATHENRBIENEFMEUE, FIRNEENREIR TN R EURFIENRIARE: EFE
BN R ZINE LY P E i

* WFERM B RLUMESD, FHASPERE—EEL. fl, MRBFEFNREISEFHEE=T14
=L, BESIB=FE,

* BEDASES R EHITAURG, HeIZ—NEFE, Eqﬂﬁéﬁﬂ\iﬁﬁﬂﬁ’lﬁo flan, MREE=
IR ERAENSR, BB IEFEL EENSER 4 A8 NERFN—15F

@ BRI G IS Rib Rk R BB ERERRRIDEE X P ERANEE L. MEERF
R A BEEF MU R R EIEN S NSRRI — N RN R B, BS W DR Fla,

* MREBLSNEFEEES, BNE— iR LIRSS TRFERRMNTFiE .,
"R AE R AN

p
1358 ILM > 72 fiE,

LB Bz fEtmm, EPFIh T A EEXBfEiEb.
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4.

288

Storage Pools

Storage Pools

A storage pool is a logical group of Storage Nodes or Archive Nodes and is used in ILM rules to determine where object data is stored.

+ Create| | # Edt || % Remove | | @ View Details

Name © 11 Used Space @ 11 Free Space @ 1t Total Capacity @ 11 ILM Usage @
‘® Al Storage Nodes 1.10 MB 102.90 TB 102.30 TB Used in 1 ILM rule

Displaying 1 storage pool.

Cloud Storage Pools

You can add Cloud Storage Fools to ILM rules to store chjects outside of the StorageGRID system. A Cloud Storage Peol defines how to access the external bucket or container where objects will
be stored.

+ Create | |_/‘Edrt'| X Remove . |CIearEn¥|

No Cloud Storage Pools found.

LHRBERFERIAFMEL, FRRGIANLRNFIBEETR, FIBMRURECGAEERS A EFET

7T\ O

C) RTFELRIHBBIER OGRS, FIEEMET REMELESBEER, AR ILM
AR {5 A LA it

BRIEMEMEL, BER eI,
LB R B eI R it AR,

Create Storage Pool

= For replication and single-site erasure coding, create a storage pool for 2ach site.
« For erasure coding at three or more sites, click + to add each site to a single storage pool.
» Do not add mere than one storage grade for a single site.

Name
Site — Choose One — v Storage Grade All Storage Modes L
Viewing Storage Pool -
Site Name Archive Nodes Storage Nodes

HNTFE BRI ME— R R,

TEECEAMRIDECE XA ILM RINEY, E(ER S TFIRBIBE MR,
M B THIFIRFR, ALEFEBEE— AR,

ERIERET, WRPREFET RMYIET B0 B RER.



5. M * FFtERSI ¥ THIFIZRA, EF ILM MNER IR iE e EE AR iERE,

AIARFRBFET R ERS BfEEE L R ERIFMEFEMETI R, AN T R ER S5 EE 5 = _ERIFR
BT R MREANMNEHROEFET REVE T HthEFERS, NXEEFEREE Thy&R$PTt,

6. [#B] MRBEZUREMRELEEX AP EAFEY, HER 4 RE BRI ERNEEFE DD,

Create Storage Pool

« For replication and single-site erasure coding, create a storage pool for each site.
= For erasure coding at three or more sites, select + to add each site to a single storage pool.
= Do not select mare than one storage grade for a single site.

MName All 3 Sites for Erasure Coding
Site Data Center 1 v Storage Grade All Storage Modes T
Site Diafa Center 2 v Storage Grade All Storage Modes v
Site Data Center 3 v Storage Grade All Storage Modes T

%]
El

[+][x]

Viewing Storage Pool - All 3 Sites for Erasure Coding

Site Name Archive Nodes Storage Nodes
Data Center 1 0 3
Data Center 2 0 3
Data Center 3 0 3

You are creating a multi-site storage pool, which should not be used for replication or single-site erasure coding.

=1

BAELIREERE, UARECIZRES * AIET R * FHAFIX a8 FET REVERTFMER

AT fE .

®

MREA—NHERFMZENFE, BEELEITE, WRGERELXHES,

ZMERFER, HEE ®o
7. MNREFHMENERRERE, BEERE

;NP iR e b S o I ET A IE e

BXER
"R AE B AN

EEFEBIFAER

BRI EEFELRFAGEE URAEFREHNERMUE, AEEEaWET RMEMHEER
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Allo
BEENAR
* RATE R SRR 2R B R BN E1EES,
s B BB RIERIRRIBR,
HI
1. 4% ILM >* 17 fi#th,
I EREEATTE, WS YIHAAE B EXNEFE .

Storage Pools

Storage Pools

A =storage pool is & logical group of Storage Modes or Archive Nodes and is used in ILM rules to determine where object data is siored.

+ Crea!e| # Edit || % Remove i@ View Defails |

Name & 11 Used Space @ 11 Free Space @ 1T Total Capacity @ 1T ILM Usage ©
& Al Storage MNodes 188 MB 280TB 28078 Used in 1 ILM rule
Dc1 62177 KB 93242 GB 93242 GB Used in 2 ILM rules
DCc2 675.82 KB 932 .42 GB 93242 GB Used in 2 ILM rules
DC3 578.95 KB 932 42 GB 932 42 GB Used in 1 ILM rule
All 3 Sites 1.88 MB 2507TB 280 TB Used in 1 ILM rule and 1 EC profile
Archive — — — —

Displaying & storage pools.

Cloud Storage Pools

You can add Cloud Storage Fools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how to access the external bucket or container
where objects will be stored.

m

ITor

[4 Create || # Edit| [ % Remove || Ciear

No Cloud Sforage Pools found.

xRESESFET RIS M FEBIILUTESR:

o *RNR L FEBEIE—ERE .

° *ERTE . SRATEFEEPEENRITEE,

° *AIATE . FERRNE AT EENRINZEE.

crEBE . FEENX), FTERELTAET RN KREENSTRATEE,

° *ILM RN * ¢ HRiAIERE EL. FAEBRIREREEA, WAJREE— TS ILM RN, RERYR

WEERE XM EXmHmERER.
() wREEERREEESE, WEEEENR,
2 BEERELREHSLOIAES, WERESSRAEEE - SEHAEE
RS BRI R AR S B,
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3 BE*EINTR AR, TREMLPESNEHET AT,

Storage Pool Details - DC1

Nodes Included ILM Usage

Number of Nodes: 3
Storage Grade: All Storage Nodes

Node Name
DC1-51
DC1-52
DC1-53

EERESFMTTRIUTER:

° TRBR
° UERBR

cBA (%) : ¥TFEHETR, ERNKREESIAZRENE D, IMEREENRTHRE.

Site Name

Data Center 1
Data Center 1
Data Center 1

Used (%) ©
0.000%
0.000%
0.000%

I

@ BTN EFHET RN EREHE-NREE EREER THERNER (%) ECEF TR > FHET

> EE)o

4. 34 * ILM Usage* TR LIS R8N HAIR 5 EEER ILM RN SHERRRISECE X P EM.

EUtRBIR, DC1 EEHATF=A ILM AN AMNATFER ILM R8P, — RN ED SRR,

Storage Pool Details - DC1

Nodes Included ILM Usage

ILM Rules Using the Storage Pool

The following ILM rules in the active ILM policy (Example ILM policy) use this storage pool

» 3 copies for Account01
= 2 copies for smaller objects

1 ILM rule that is not in the active ILM policy uses this storage pool.

If you want to remove this storage pool, you must delete or edit every rule where it is used. Go to the ILM Rules page (3.

EC Profiles Using the Storage Pool

No Erasure Coding profiles use this storage pool.

() mReEHE LM ANRER, URESERE,

FUTREIR, FrE 3 NGRBFENIS A TIRRRILEEX M. RIK, &5 ILM REEHET— ILM AN
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WA ERIZIER RIS E X,
Storage Pool Details - All 3 Sites
Nodes Included ILM Usage

ILM Rules Using the Storage Pool

The following ILM rules in the active ILM policy (Example ILM palicy) use this storage pool
» EC larger objects

If you want to remave this storage pool, you must delete or edit every rule where it is used. Go to the ILM Rules page (§

EC Profiles Using the Storage Pool

The following Erasure Coding profiles use this storage pool

Profile Name Profile Status &
6 plus 3 Used in 1 ILM Rule

() wREEHEREREEERER, NEEEENR.

S 5FE, HAILUEE * ILM MNTIE * , THEHEREREFEME NI ERI,
BEEREXER ILM ANATSER,
6. EETHFHEBFAEERE, EFE XA

HXER
"{E R ILMFR N FDILM SR BE"

SRIETE
TR LR TR LA R E A AR B U R AN F R Ao
ERBHNE

* BRIER S F BN S B REIAR EIE R,
* BOIMEBRFERN RN,
* BUEEBRCIBEMEMBEN,

) %%@i‘l‘ﬁﬂéﬁiﬁﬁﬂiﬁhlLM%Hﬁﬂp BIRINIEABYEEM. A0SR e ISP SAY B O A AT oM X R 2R

KTFUAESS

NRBEER ILM R EANEERRIITINEMELRS, 7EE, TBERMEEERFRFET <o
2581 StorageGRID EAFTHIFMERS!, ERITTEREFRIBEHFMENEEVERE ILM 5RE&,

p
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1. %8 ILM >* 72,
B B R gt Dl

2. R BRI AEBIT N A SR,
B BERIEBFI R T R IF b,

3. Rt YREE o
4. IRIEFREBFEBE T,
o. IRIEFEEFHMIL R MFMERI.

NREEREREECREREIND HLERS AR EERERRER, U
(D)  TAEAERSEEESL. M5, NRERBEBEES RN LT as
%ﬁmﬁﬁﬂ%,M%%%m&@ﬁﬁﬁmﬁﬁmﬁﬁﬂ%,Hﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁ%
o
6. 1% 777 " o

e

NRIEEERD ILM SRESRERBEFMERARI T FHBVEMERS, TSI ILM SRB8LLGEH] StorageGRID &R
MEERA. Fla0, FfEIMA ILM KR, AREBELTE,

illiEEE iy

&) LARIBRAKRE A R TF gt

BEENRE
* ATE R SRR S 2R B RN SR AR
s A EERERIA R R,

1. 3R ILM >*12fEH,
BT IE B R1F 8 TmE,
2. EFRTH "ILM Usage" 5!, HE TS MRS,

NRTFAEMIETE ILM NS M mEIECE X A, NAEFEMER. RIBFE, & BEEFMAEE
>* LM ERIER * UAEFE RN ERUE,

3. MNRAKFEAEMIFNFEM, HEFRER,
4. 5 - WIRR o
. WEHE * HE

ERTEED

& A LIE A =7 E% StorageGRID R ahEISMBIFEMEMIE. FI190S3 Glacier
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%Z;}giicrosoft Azure BlobfZfifi, X RIEENEIMIE 2 5] LA AR 477 B E#H 1T K HA
* "HARTEME
* "SEEMRE R EER"
* EINMERAFE"
C "mEEMFEREI
* "t = TFEf#EMA] CloudMirror 2"
"R EEEI"
* "RAETEAE
* BRI
* "W RTFEMEH TR R

ot

BEFEN, SR ILM B REIEISThE] StorageGRID R&4%E25h 80, 0]
BEARER A RBIRRNNRBERTIRIRNI=TEME, F1%0 Amazon S3 Glacier , S3 Glacier
Deep Archive 3 Microsoft Azure Blob =& HYFLIARE, HE, ErIEEHEHR
StorageGRID RN =& AL R A IEMEBES,

MILM BERE, mEENSEMEDEMN, ERWNREEETE—(IE, BTN ILM N EEBE 1 AREHEE
M. B2, RAREMEMES StorageGRID AFAFNEFEMET RHAET R, ExEFHEHNES/IMBEMEDE (S3
) A2 (Azure Blob 7Zfi#) o

TERMNEFELS REFEHIT TR, HERT —EafBNZANFRZL,

FiEt miFfEM
AT B %Fﬁlﬂ%%ﬂ%ﬁqﬂﬁ’ﬂ* ILM *>*{Zfifth i Tﬁﬁﬁ PSS IREF AT ILM *>*TZfi# 1%
I I

B BEHEER, ARTREERE CLITiRBEINIFREIRNES, AT

o BECIE B TFfEM,
TR RIZZ DN TR, &% 10 1,
?
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gt oiEfE

I RIEMETERL? 7£ StorageGRID A — M ZNEMET R (T StorageGRID R4t5MEFEY Amazon S3
AT AL 1ZiE5 B8 5K Azure Blob 72fiEA 22,

MR =1ZEME Amazon S3 IZE9EL

© O LUEREEFE S EREMRER, UL
ERN RS EIRRAEREE, 5
%0 Amazon S3 Glacier 5 S3 Glacier
Deep Archive » SMEBTEERALNZIF
Glacier 7#i&ZE#0 S3 POST X &RiX/R
API .

* EA LRI BE R g, UESSEE
AWS HZXIER AWS BEERS (
C2S) #£&EH,

MR ETZEME Azure Blob 1ZfiEA 28, M
StorageGRID X &S EEIEE.

AR C—RERT, FEARTEE
fig B9 A28 B2 E Azure Blob Storage 4
AR, WEEEMPHNNRHIIT
HNERRERIEERIRESZFRECE S dp

FEEARI R0,
FTAEFEIMRBE? &S ILM SRE&HET ILM L0, &N ILM SREEHRAEY ILM FRI,
BRTAIERIFS SHILBI%RE, 241,
2
BIMHRATFZLD B — MBI F=EELR, — P HEZ 1 EIE
Bl7s? il F StorageGRID H,

AR EREFRSERIE, FEEEHR

FHEEZS N EfERT,

BIpLEfES? B LA FERYIRIR I 7] 33 R R ATF g,

SEEBN R ESE
AL aFENRZA, BEEFEESHRENSEFE PN R ER B,

BXER
S3 . mEFEHNRAESELR

Azure : Cloud Storage Pool & Y4 a5 & HA)
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83 . nEFfEHNRIEEL
E SR T FE7E S3 aFfEt PN REVE s BN Ko

@ EEMGEAAF, "Glacier' " 2315 Glacier ZZE3EH Glacier ‘RAE)IMETEMESE, BE—FII:
Glacier AE/FEFHERZIFMAERER, EIFHEIIRERE,

Client application

Client stores f Client retrieves object
@ objectin i @ copy with 53 GET
StorageGRID. : Object request.
1

StorageGRID

StorageGRID ILM

A
I
moves object to :
Cloud Storage |

Pool.
Cloud Storage Pool
(external S3 bucket) :
I
I
S3 bucket I Client restores a
lifecycle moves : retrievable copy with 53
object to Glacier I POST Object restore
storage. I request.
I
Storage Class: |
—> Glacier or - =

Glacier Deep Archive

1. * IZf%7E StorageGRID FHI K *
EFRERAR, BRHENBAEFRREITREGEIE StorageGRID H,

2. * WREHBE S3 =iFfifits *

° MEWNRSEA S3 ZFEMEAEKEGER ILM INTE, N StorageGRID 2RI REHEIRTF
IS ERIIMB S3 FiE D B

* KRB uHE S3 nEFtiEtE, TR IRNAIERFAUERKE StorageGRID 89 S3 GET MRIFKKILER
ZNR, BFRIFZRELEE Glacier 7.

3. * BiiEE! Glacier MR (TERERS) *

o WALV I RITES Glacier 2. 140, M3 S3 FED R sEEA L e AHIER B L BlEiiE—E R 3K
BB RERIIIER Glacier 17fifo
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@ MREBIENER, “HNINEE S3 FEDERGIEE s AHECE, FHEXAERARKNE
Glacier fZfi#EH 32 S3 EXWRIEIR API FITFERRRTS S -

REIF Swift EFIHEH NN REASEFED. Swift AZFEXNRERIER, Eit
@ StorageGRID B T& M ZRE1EZ S3 Glacier TZERIIER Swift 7R, & H Swift GET W&
BERUORXLERNREELEK (403 EZA) -

o IiEHAE], BN AIZFEEILUER S3 head Object IERFISIETRAVIRES-
4. * WLREM Glacier 1ZfiEXR *
MR RELEE Glacier 7%, NEF KN BEERF A LOBET REER M8 S3 ERRIFRIEK, R

MEIZAIEIRE S3 mFfE, WIERIEEERFE MM EIREARERNERZ D RIBEIZRNITIERIRE (
ma, ERHE) . FETRRBIFNEEBERGE, ZEIZ8BmMENTERRIPRZ.

@ 902 StorageGRID FFET R LHEERN KNS EIA, WEF A POST WRIE
[RIEREM Glacier FIXRITR. 1K, FILMER GET MRIFBKREZQRAMEIZ,

5. * BREWR *

EENRE, FFIHNARERA GBI RE#ER RN RIERFIRIERAIN R

BAXES
"fEF3 S3"

Azure : Cloud Storage Pool 3 &4 #5/EEA
LB SR T FETE Azure =IEEMAPIIXT RV A o5 B HAM ERo
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Client application

Client stores f‘ Client retrieves object
@ object in | @ copy with $3 GET
StorageGRID. : Object request.
1
StorageGRID
A

StorageGRID ILM
moves object to
Cloud Storage
Pool.

o

Azure Blob Storage
(external container)

Client restores a

retrievable copy with S3
POST Object restore

request.

StorageGRID
sends request to
Set-Blob-Tier:
Archive.

— - Archive Tier

. * 17f#7E StorageGRID FIHIFTR *

BFREGEAR, ERIENAREFSBNRIFAETE StorageGRID H,

. * WREFZE Azure Cloud Storage Pool*

MNBRRESEH Azure ZIEHESBIERNEMBAIEN ILM FNITEE, N StorageGRID £ REHEIE1F
fiEthIEERIIMNER Azure Blob TRER2E

T Swift R HEBNWHRERRIF L, Swit FESEHSERER, Bt
(i)  StorageGRID $F#HHE s EEI Azure Blob ZHEIFMEHIER Swift K. % Swit
GET HEERUBZXERIRIFEM (403 BRR) .

*BEEEAEENNR (TERFRT)

B RENE| Azure =iEfEME, StorageGRID =IZENBahiGXRITIEE| Azure Blob ZiE!)IH S,

R REMNIEERER ¢

MREENMNRETERNFARE, RPN AERFTLOED R LI S3 EXNRIERIGEKIGTHENE
AEEE] Azure =1EAE M,



2 StorageGRID WEIFHRIERE, ELHRWSRITEL] Azure Blob &2 E1E. —EIXE) POST Xt
KEFIERFWEIRARME, StorageGRID BiERiZxt ST EE]IH4E,

@ 902 StorageGRID FRIFET R LHEFERN RN —ITHS 1 EIA, WEF @I AL POST 3
SKIERBRMNIFEIBREEENR. Bk, FILER GET MRIFREZNRAMEIZ,

o * BRERMR *
RRRERE Azure nfFfEtE, TR BNARER A LUETEFHHIA REN RIFERFIQTEFERIN R

AR ER iz gt
SIFEMEI LIESMER B TMREEEL S,

TTIMERI B %17 StorageGRID #iE
SR LUME R =17811% StorageGRID X REZ D EIIMBAIE,

YNRFEIEIAIR) StorageGRID FBYEIZA, NETLERTEFENFINREUERLMIEZAIRER. B2, BihRa
FEMPNEONREE, ERRFELNAEHmE S3 FENRERIBENR.

SEEBRIIN R IED BT MERFEEHFMET REFEMM StorageGRID EXRBVEIE. WMRENHRE
MW—RIRBIA T =ZEMFR, N StorageGRID RIGENIERIZNER, HEECMENEFET 2 LEIE—NRE

o

BXLMEINERTR , BRITUTRE:

1. glE— 1 oiFiEi.

2. RE—D ILM AN, UEEEET S ERANFENREIE (USHEERELNRINNTN) , HEREHE
MRFEE MW REIA,

3. BT ILM ZEB&, RS, RIFEIERE,
S5 EUEM StorageGRID 73 2 EISMBAIE

TR LUMER R EMR X RIFAETE StorageGRID R4t Z25 M0, RIREFBRBAENR, BEFERLDN
EXENR (NRE) . ERIUERATEEERNRDEURRFERZH IR StorageGRID FRY=(E,

BN EERGER , BRITUTRE:

1. gIZ— o fiEit,

2. RE—D ILM AN, BERR D ERNN R MEET RS afF .

3. JEANARNEY ILM HRBEh, 2, R BUER.

P Z TR

MRBERNRBBEDEXEREZ I r, WALEESZ M aFfEL. ERILGET ILM N FpYfhitss s E 708
TSN CEENTPHNR, HIE0, EETEEFHER Amazon S3 Glacier R 3 EHBIFTR UK Azure

Blob ZfiEFR EMFAFP D RPN RIFMEER, HE, EAIEFHEE Amazon S3 Glacier 1 Azure Blob Zf#2Z
B ohEiE. FEREZ N EEELEY, BEE, — I WR—RREEFEEE—=EERS,
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KHEZ T LR

1.
2.

3.

RZ 0 10 M afFfEt.

& ILM FN, UEES I aFEERE S EEFERNRIN REE. 1, FEETEEFEMESR A PHY
FEDER ARBINR, HREEFEESEMED B R0 K B RRNKREFHEESFEL B FHE, FXREFHE
EnTFiE A P—EAtE, ARBEBEIREELB

RAMZRINE] ILM RB8h, S, RIFHEUERES,

SEFEHEEED

MR RNEREEEMIE T REL StorageGRID &4, N MEERENERFMEM
R ER I

General considerations

* BE, nIFEFME (FI%0 Amazon S3 Glacier 3¢ Azure Blob 7#fi#) B— MEENREIENENIE. BE

» MBVIREFEORIGERI A SEN RS, ELMRBHIRENE, EOREBARUNRSANB—REF
AR R, ZXHTHEA B LRH RS ERA T FE i,

* REX Swift EPIREH NN REAFEM. Swift RXFEWNRIERIEK, Eit StorageGRID F L%

KZRELEE| S3 Glacier 773X Azure Blob ZA&)IHEEVES Swift }R, &K Swift GET MHRIFEK LG
RIXLEFZRIGERMW (403 BEZA) .

* AXFRBEEFELS FabricPool £5 M, RHAMGEENBFQENRSEMIER,

BIECEFMEHAENGER

OB EE#ENZE, BUALBRERTEMMIIIND S3 ZE5EXaiIMEB Azure Blob ZiER28. G,
7£ StorageGRID FBIE=FM#EMEY, BIABEUTER:

* IRAFEFZEE: Amazon S3 ¢ Azure Blob Storage
* NEEE Amazon S3 , MIRAEEMMEETES AWS HIEXIE, (* CAP (C2SiARITIF) *) &4

o

* DEREA SRR,
* BRI ED EREE SRR RIARSS I o
* REFED R A BRI S IIIE:

° * 83 : Ak, HIRIZEEA ID FNEZIHIRIZEA,

° *C2S8* . AT M CAP BRSZ2FFRENImAEHERITTE URL ; ARSSE8 CAIEH, FFIRIET, FFRKIEHAY
TRESR; MRLAEME, WAFHEHATHRENEZEIEE,

° * Azure Blob Storage* : P ZFFMIKFZEH, XLEZIEXLMABRRZNTENR,
(ANi%) BENX CAEH, AFRIESEEIERSBIRM TLS &k,

BT aFiEbmE O EEEI

2R ILM RUETLREH RBANBZ HIEENEFEL, BONREESAAFET RIN—THSTHE, &
R T RO S o EERHTERS,

AIMBRT, sEEEERMUTRO:
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* *80* : XF LA http FF3kAYRS URI
* *443 : 3FFLL https FFLAIHS URI

TR R B B i i B E H s o
NREAIFEARIERS . WAL EFENE. UATPRERZXEIMBES. Fliinternet EAYIE .

PYAE R E I

ERSEFENFR PN FETERINZERE =, BUIIRIBERLEEATFMEE StorageGRID M1z (8]
BEIREIEE, ZRATIHRSHESEE ZRMEELZRRIRZ,

Y StorageGRID HZFIMICFERRERE, ERAHEMERKEITERHBRT AT LURITHRENRE. 2
gﬁ%iﬁ*%fti—é‘%ﬁﬂ\ﬁmﬁ, BT RF BRI A REERTE S3 8 Azure RTFAEX RAV SR AHI—/\ED

MRIEEEEWNRMINBEFEIF=FBE] StorageGRID , AJRERFEBEEENMA. EUTE—RBRT, Xt
RAgE=%(0] StorageGRID

* RN T oFMEER, ERERFLIREFMEE StorageGRID o EXMIERT, EREEH
FRE ILM MU SRBEENET, #1T ILM 3T{hEY, StorageGRID KA HZMER, UEMBFMEMPLZRTT
Ko #Afa, StorageGRID RTEZAMEIEIEEHRERE HIBIAHEITUMRIIRIBIZA, K RZM0E
StorageGRID f&, &iFfiEtHREIBIZAGHRMIER

* BTFEMETREE, WREK, MRETWRHE—FREIAMLToEFMEET, N StorageGRID ZimATiE
RZNR, AEEMENFMET R LEIEZ— T HEIS.

@ YR M EFEMIEE] StorageGRID B, StorageGRID 2 SN WRAESEE MRS LZHZN
K. EBRMARERNRZE], BHRARAZ UGB ESEEMABRXHEE,

83 | BFfEMFMED BRFFFRRIAIR

BT =iFtEibrIMNE S3 FFE D BRRY D B SRBR AR T StorageGRID B REEHEIDE, REMRIRE, RIE
FEM Glacier FEERERMN RFNNIR, EBFERT. StorageGRID N TFiE7 B AE T2z HARIANIR (
s3:%); BR. WRTERITIIRIE. WFED R IRStorageGRID T LA TSR

* s3:AbortMultipartUpload

* s3:DeleteObject

* s3:GetObject

* s3:ListBucket

®* s3:ListBucketMultipartUploads
°* s3:ListMultipartUploadParts

* s3:PutObject

®* s3:RestoreObject

S3: IMNERTFME D EREVE S E AR SE I
StorageGRID 5=7#i#ittRIEERIIMNE S3 F B R ZBRIMRIBTNEA StorageGRID H8Y ILM BNFHESRN ILM
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RE&IEH], MBELZT, WERMEEFEMEBPIEERIMNG S3 FiE5 T B E] Amazon S3 Glacier 8 S3 Glacier
REAN (SOTERISERE Glacier FFAERMTFERASG R ) WHRZSERNEERRETS.

MRBMCEFENTENR, HIEINE S3 FiEnER LeIBRELNEMmBREE, HEXMERSKHE Glacier
THERFHZHF S3 RN RIER AP TFERRRTTZE o

Fan, RIZEHEIEM StorageGRID #BohE| =z iEtFIFRE W R I BN EZ] Amazon S3 Glacier 7. &RN7E
HMER S3 1FED R LRIBE— N Em AR E, BTIEERMRE (*TE*) , WTFR:

<LifecycleConfiguration>
<Rule>
<ID>Transition Rule</ID>
<Filter>
<Prefix></Prefix>
</Filter>
<Status>Enabled</Status>
<Transition>
<Days>0</Days>
<StorageClass>GLACIER</StorageClass>
</Transition>
</Rule>
</LifecycleConfiguration>

LN STEREFI B F BB RAIBHE] (BDM StorageGRID T B =FMEMAIBHA) XLEX RIiTEER

Amazon S3 Glacier »

RESNIEED BREEREIEY, VIR * I ¢ BERE IR AT, SRR R
(D) EISEERFLUBRESHNNR. MRHEZEMN StorageGRID HIHBLHNHR,
SEHEIEMIRIH R,

MREE =EFEBPIINRITERISI GlacierRE IS (A EAmazon S3 Glacier). 1HIEE
<StorageClass>DEEP ARCHIVE</StorageClass> EEEIBRLEGERRN, B2, 5IE. ETaEER
Expedited FAF MS3 Glacier Deep ArchiveiX R X R B,

Azure : iFiRIEAEED
BCE Azure FEEIKPEY, ol LUBEIAGRIBIRE RS, CIER T oEFEANEERKF Y, NERREE

NEINR. BME StorageGRID TERMRBHEInEF MRS IENERIREN I, BEMARRINRE " A " FH
REED 30 RZATML EFRIEREIN RAZUEIRATHEREE Ao

Azure . AXIFEGARERE

B ESrEFEN—RERNEESER Azure Blob Storage £ AIEIE, SR IERTRESTIEEED
121%,

BXER
"I B EF D"
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"S3 . HEECEEENSHIIEFAER"

"C2S S3 . FEERFEHNIHIILFHAER"

"Azure: IEERFEMNSHIRIEFAER"

"&I2 StorageGRID"

bR =1Z20EtF0 CloudMirror £l

TEFRER=EENE, THREEF#ENS StorageGRID CloudMirror EHIARSS Z [B]AIAB{A
ZRMAREZ IR REEER,

FEENZM
A?

g E?

WHRIRE?

Birgfta?

BX R B
BiFRER
fta?

LICLEPIES
?

e V=
MEBEFRIREX?

=iEfiE

oERENFEH)FEET. SFENTHNRE
KA R RIE—RIZ, el LIEHEHAME
7w, BRELEW, THREETE StorageGRID R
B— 1 EIRHE— M EIRLED =FED,
RAEEREBERER T EIA.

CEEMNENX B REEEMER, aJERM
MEIRSR T IR EIE APl . B]LU7E ILM FR0eR
ERCEFEREAEARENE, RAEELES
—PEET R, BEFEEBIEERIZE S35

Azure Iism (1P Hihit, FIEE) TN,

BEEMREE

plil

Al

* EAIEAH S3 EhtZe (E34E Amazon
S3)

* Azure Blob J3t4E

JEDS ILM SRS — DI EZ A ILM N, 1ILM
FNIE X StorageGRID 1EHLE 3 RIETHEI =
TFRE A AR A B S X L T R

I FAFEF 244 E StorageGRID & HiER, U
RREBDEIFHEANTR, RENTR
MME—RIAR BB 6E, N
StorageGRID = EEXRZMNRIETE, LUE
AT LIS TRZIT R,

BB =FEMBINT R E StorageGRID &
I, FEEUERMIMEME StorageGRID  (
StorageGRID ¥ fa S M=EEMPIRER)

CloudMirror EfIiRSS

1833 CloudMirror E#IARSS, P RIUBNE
FHRM StorageGRID (GR) FHIEFEHEDEE

HIZISMER S3 FFfiEDE: (B4AR) o CloudMirror
SHISEIMIIA S3 BEMIZEM P AN REIE—
AR E 7],

P BF LB F AP EIE2SES3 APIE

X CloudMirroris s (IPHitE, EHE%)RED
ECloudMirror&#ll, 1&& CloudMirror if /5
, ALV ZIA P K P IEE T Ao ERECE i
[@ CloudMirror i &,

BEEEPAR

* [EAEAM S3 EhitZ2t (84F Amazon
S3)

BHNRPNEBEE CloudMirror i s 3RS
E5BVi21E, 7E{EFR CloudMirror i S ED B 77 ER
ZHl, BOBRPEENNRASES, BFRIEE
HITIB,

BT BiREE D BPIREEI R E— MRIIH
B, FELMBEFR LUE M StorageGRID
8¢ S3 B A HIEREGRENR. Fa0, KRk
&{#F CloudMirror EFIERFEEISIEN
AR, MNP RAUFERECHNNARERFE
EM S3 BMMENEERNR. THREER
StorageGRID ,

AL, EARGEIAR— MRS,
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oiFfiEA CloudMirror E4IRSS

MRMERH R RBEERFE BRI, F=EHIMEFEE. EMBRHIXNRABATF

BRNR, =& StorageGRID #fi#73 &, BENIT BT

EHABR? &R e, R, ATLRIERERD AR
MARZIIRo

RERMRFI HAME REBIER StorageGRID T5, £ CloudMirror BFRFRIX R BIAIS 17 F
fipmXNR ( thdiEd, EFNRNEIETRESFERSE#E  StorageGRID , FEILAIUEME

StorageGRID MAABEIAHITIER, StorageGRID T R Z B E1ZHRIXLRIZ,
RSB TEIBTT

) ?

BXER

"&12 StorageGRID"
elfEFaeca i pic)

BIEIFMEMET, BEEISTE StorageGRID B F1EE X RBVIMNEF TR 57 ER SR A 28 B9 2 FRAD
I8, =IRMEFZLEE (Amazon S3 5 Azure Blob Storage ) LUK StorageGRID a4k
IFED BN BRI RNE S
ERBHAE

* B IE A SZ RRTN 2R B R EIMAS B IEER

* A BRE R R R,

* BN EEBIE = FHEAREN,

* iEfEMS | BIMBFEE S RN A SN INIF T,

* B IURB IRREE D R e A ST E I E B KIEE B.
XFIES

SEEHIEE—IME S3 FEDERE Azure Blob iR 28, StorageGRID RTEERTF /GBI Hidt
TIIE, RCERTHEREFEEPIEENEFED REBEEFTRE AT,

TE
1. 38 ILM >*12fE i,

LR B g, NEaER N Es: FHEUMNaEEb.
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Storage Pools

Storage Pools

A slorage pool is a logical group of Storage Noedes or Archive Nodes and is used in ILM rules fo determine where object data is stored.

= Create || # Edit | % Remove || @ View Defails
Name @& 11 Used Space @ 11 Free Space @ 11 Total Capacity & IT ILM Usage &
® All Storage Nodes 1.10 MB 1062.90 TB 10290 TB Usedin 1 ILM rule

Displaying 1 storage pool.

| Cloud Storage Pools

“You can add Cloud Storage Pools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how to access the external bucket or container where objects will
he stored.

E- CrealeE:/‘"Ed‘t:' x Remo\'e. Cléar E’.':;r:

| No Cloud Storage Pools found.

2. f£TAEMICloud Storage PoolsZfsr . B *BlE*,

Iha:NpE rhaNellFE baveai:-pubapF:y s
Create Cloud Storage Pool
Display Name &
Provider Type @ x

Bucket or Container @

S HWAMTER:

FEL Description
BREBIF — &M, BTRRRARFELINERE. FEE LM AN, 5
2R % TIRBIIZ R

ReMiEFERE ERELCEENPERMI SRS

* Amazon S3 (S35 C2S S3ETEfiEMIEIFIIEIN)
* Azure BlobTzfi#

o i EFRMHERIEN, TERSBEETRSER, 57
IUEA ARS3 2R IIERR Do
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FEL Description

FiEDEREAE NETEAEMEIZRIIMND S3 FHEDEREL Azure BERIR M, LLAMEER
RIS FED RN AR R ITTE2LE, SNRIZRSEFEERR
. RECEFENE, B EBAULE,

4. IRIBEERMIEF LR, STHRITEMNRS RS, FHIRIEMARSSZEIEED.
° "S3 ! IEE =EEMN S HIIEFHAEE"
° "C2S S3 . IBECFMHEMNSHIIEIFHAER"
° "Azure: IEE =EREMNSHIIIEIFHAER"

S3 . FEECHFEENSHIIEFAER

£ S3 SR EFfEMEY, MU REFMEMIGERFIENSHIIERE, EaLEEER
AN Z A 1D FHNZTHIEZ R,

BREENARR
* BB CFEBHESE BHIEE Amazon S3ERERZFEE,
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Create Cloud Storage Pool

Display Mame

Provider Type

Bucket or Container

Service Endpoint

Protocol

Hostname

Port {optional)

Authentication

Authentication Type

Server Venfication

Certificate Validation

* IREEANZIHREAIHIIE. WL AEIMNESITFE D ERBYI 18 2RI DA Z 1R 2 R,

TR

=

5]

e

53 Cloud Storage Pool

Amazon 53

my-53-hucket

| HTTP ® HTTPS

example.com or 0.0.0.0

ise operating system CA certificate

1.1 * IRSI= - B, REUTER:

a. ERBEIERE MBI ER

BAIADINA HTTPS o

b. I \SFFEMBIARSS 2] MR T 1P sk,

f54n:
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s3-aws-region.amazonaws.com
@ BENELNFRPESEED RN EALE * PRIASR * FRTPBESDEREM.
a. (AI%) BEEEEIEEON I ERNRD,
Bt FER R aERRIARO: w0 443 BF HTTPS , &0 80 AT HTTP,

2. 7 * BHEIE * WO H, EEREREFENIRSPTRNS K IRIESE,

JFEIN Description

ViR E A BipRnFEREEDE, FEIHIREA ID MNZELRZEDR.

E& BPOABENR R oEFEMEFEED R, AREINER ID MAZRR
25ho

CAP (C2SipEIF) {XFAF C2S 83, ¥ E "C2S S3 . EERFHEMENIHIIEFHAER

o

3. NREE TIHRESA, BRAUTER:

1EIR Description
ThiRZA 1D BN TZE D BRI P RYIAIBZEEA ID o
M= iR ZA KEXRINLZE AR 25 A,

4. ERRSSBWIERR DT, EENERWMHTERIES S EBR TLS HEERES:

1EIN Description
ERIRIERS CAIEPD BERRERS L RENEBIACAIEBRFIFER.
EABEEX CAIES EABEEX CAIER, BEH EEN. AR LEPEMEIEZHICAIES,
BNKIEIE$ KRIGIEAT TLS HEZABEP,
S BECRE,

RESEEMES, StorageGRID BEHITLLTIRE:

* WIEFHEDBRNRSHERESFE, MAES A UEREEENEREIREN .
* BAFEXHENEFEDER, UREEDEBRIMRATEE . TI7IRER2 IS x-ntap-sgws-cloud-

pool-uuido

MR EFEMIIERY, EREEI—FEREE, RARIERMNER, fi, MREFTIEBERNEEENE
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fEDERAFE, WARkRREHER.

@ Error

422 Unprocessable Entity
Validation failed. Please check the values you entered for errors.

Cloud Poaol test failed. Could not create or update Cloud Pool. Error from endpoint: NoSuchBuckat:
The specified bucket does not exist. status code: 404, request id: 4211567681, host id:

BENEXN CEENHEITRERIRARE, RREER B#E, ARERFERREFCEFE.

BXER
"X AR TR R

C2S 83 . {EECHFHBNSHIIEFARER

EREATRS (C2S) S3 REZBAEREFMEM, B C2S i5EiJFP (CAP) BEE
?%Whﬁ*i, LA{E StorageGRID A LUEKIGBYERER AR C2S ik~ By S3 7F7iE5D
X o
EBEENAR

- IEAFBMNAmazon SIETFIEHNEAEE. GIEIRS %

* & vﬁ%ﬂﬁsmrageGRlD11)%?AACAPHER%&E)Z||*ET‘*¢EE’J;:¥URL BIEDERLAC2SIK F FIFR B 4B
AEAPIZEL,

* B HRE HIE S BEBURIEB AN (CA) UL RIARSSZCAIEH. StorageGRID fER ILIEFHRIVIE CAP AR
SN, RS2 CAIEBHLIER PEM 4RiD,

* B HRE HIE S BRHEB AN (CA) IR B A ImiEH. StorageGRID fERAIIEFE CAP ARSS 81T
IRBES. BEFIREPBUHER PEM 4D, HEBHNER T C2S KA HIIHIRIRIR,

* BRNEFIRIERERPEMAERN T BEH,
* IRFFIHIEBNMAENE. NHAES A FHEH# I THRERNZEEE,

Uz
1. 7 * BHIIE * 2HH, M * BHIIESEE * Fhiy|&RAIERE * CAP  (C2S Access Portal ) *

LB £7R CAP C2S B IIEFES.
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Create Cloud Storage Pool

Display Name @ 53 Cloud Storage Pool
Provider Type © Amazon S3 v

Bucket or Container @ my-s3-bucket

Service Endpoint

Protocol @ © HTTP ® HTTPS

Hostname @ s3-aws-regicn.amazonaws.com

Fort (cptional) @ 443

Authentication
Authentication Type @ CAF (C25 Access Fortal) v
Temporary Credentials URL @ hitps:/fexample com/CAP/apifv 1 /credentials?agency=my

Server CA Certificate @ Select New

Client Ceddificate @ Select New

Client Private Key @ Select New

Client Private Key Passphrase
{optional) @

Server Verification

Certificate Validation @ Use operating system CA cerlificate v

=3 3



2. BREUTER:

a. WF * IaB3EHE URL* , i\ StorageGRID M CAP BRS325REXImBY EHEFAEARYTTE URL , B1EDED
4 C2S MK HIPRE B ENE API S5,

b. 3t F*ARSZIBCAIER*. RENEEZFF*. SAF LEPEMIIAICAIER. StorageGRID FERZIEHHRLE

JIFCAPARSE 28,
C. WF*BFHIEP*. BH%FHMIP*. 2G5 StorageGRID TR E HMPEMRIZIES H{EZICAP
RS 28,

d WFERIHTARN . BE RN AR LEPEMEENEFIKIEHEAER.
NRFLAEME, MBIEREREI. (R PKCS 8 &K, )

e MIREFF KT ARAENE, FRNBTHNEF KT ARAHTRBENBNEEE, SN, B8 ZFFkK
TRERAREEE * FRET,

3. EIRSBWIEHHF, REUTER:
a. 3F * JEPWIE * , EF - EABEX CAIESR *,
b. BHEEI. RE LEPEMEIEHICAIEH,

4. BEHERE",

RIF1EEMES, StorageGRID EHITUUTIRIE:

* W RANRS hRESEFE, URREAUEREEENERAEE],
* BIREXHBENFED R, UREEIBRITRASEE L. YI7IRFRE NS x-ntap-sgws-cloud-

pool-uuido

NRTHEFEMIERK, ERKE—FERERS, RBARIERMNERR. FN, NRETIEBERIEREENE
fED BRI, NARERIREHEIR.

@ Error

422: Unprocessable Entity
Vfalidation failed. Please check the values you entered for errors.

Cloud Poaol test failed. Could not create or update Cloud Pool. Error from endpoint: NoSuchBucket:
The specified bucket does not exist. status code: 404, request id: 4211567681, host id:

BEENE XN EERHTHERRNRA. BRAEER P&, AREMZARECEFEL.

BXER
"W IR E T TR E R
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Azure: EERFMEMENSHIIBFAESR

7 Azure Blob T#fEEIZFEMAY, #J0 StorageGRID AT FEXN RAVINEESEEE
K 2 ARANK P 3R,

ERENNE

* BATMERACEEMINEZRE SHIEE" Azure Blob Storage*(FRIRMMIZFEE, *HERP* BRE* 5
PIRIESRE * TR,

Create Cloud Storage Pool

Dizplay Mame & Azure Cloud Storage Pool
Provider Type & Azure Blob Storage v

Bucket or Container @ My-azZure-coniainer

Service Endpoint

URI @ hitpsfimyaccount blob_core windows: net

Authentication

Authentication Type @ Shared Key
Account Name @

Account Key @

Server Venfication

Cerificate Validation @ Use operating system CA cerlificate v

* B B T iR BT o E R BlobFE R 28095 — R IRAFIR T (Uniform Resource Identifier. URI)o
© ERTHEFE P R FFANEER. SRR Azure TP EHXLEE,

p
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1. E* RSWwR - BoP, BABTHRATEEHEBR Blob FHEASBNA—FRFARIAT (Uniform

Resource Identifier , URI) o
ERLUTHEINZ—IEE URI :
° https://host:port

° http://host:port

WMRFIBERA, MESANERT, wH 443 BF HTTPS URI, %0 80 AAF HTTP URI . +* Azure BlobTz
ERERBIURI *: https://myaccount.blob.core.windows.net

2. £ * BRIIE * BHH, RHUUTER:

a. WF KPR, BMAREINIARSS B ERHY Blob FHEMKF BIR TR,
b. 3¢F * #KFEA * , Hi Blob FFfiftk I Z A,

() 5T Awre i, CURERHTHASHRIE.

3. 7£ * BRSSERIUIE * Mo, EERNERMMS EIIIES =FMEMEY TLS ERAVIES:

JFEIN Description

fERIRIERY CAIUEH ERRIER S ERENEIACAIEBRRIPER,

ERABEENX CAIEH ERABEX CAUEH. BEERH. AR LEPEMEIDAIIES,
BNBIEIE KRIVERATF TLS EZANIESR,

4. BEHRE*,
RIF1EEMES, StorageGRID BEHITUUTIRIE:

* WIEREBM URI BEEE, UAREAUEREEENZERELEEN.
* BIREXHBENRRS, URERRNTEMEN. T77MERE ARIEX M x-ntap-sgws-cloud-pool-

uuido

NRTEHEMIERK, ERKE—FERERS, RBARIERMNERR, FN, MRETIEBERIEREENS
B AEFE, WAIRRIREHEIR.

BEENE XN EERHTHRERRNRA, BRAEER P&, AREMEARECEFEL.
BXER

"Nt = TFEE A TEE HERR"

PRIEIEEA

BRI LIRS FE M UERERZIR, RESESEMEAER; B2, BREERCFE
AR S3 FESERTL Azure B2
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ERBHONE

* R AERA RN R SR E RIS EES.
* EUREBRERISIAR,

© BUMEEEEE FMEHRED,

S

1. 342 ILM >*TZ6E5t,

LB B R EMIE, " afFfE " RIE T IENEE.

Cloud Storage Pools

You can add Cloud Storage Pools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how to access the external bucket or
container where objects will be stored.

Pool Name URI Pool Type Container Used in ILM Rule Last Error
®* azure-endpeint hitps:/istoragegrid.blob.core windows.net azure azure-3 v
s3-endpoint hitps://s3.amazonaws.com s3 s3-1 '

Displaying 2 pools.

2. EFERENSFEBN SR,
3. B R
4 RIEREENETEN, RSHR, SHEIEEESIERRIES .

()  oREERamEEhRERFRI S3 Fi5 8 Azue BE.
ISRAESERT L5 T RS RABAMIES, NATLLES * BF YA * KEE L5 EAEERNES,
5. &% * (%47 * .

RELEFEMEY, StorageGRID REIEFHEDERNBRUNKRSHREEEE, UNEEHUERKEERE
B EHEIBIEEN T

MR EFEBIRIERY, WEER—FERHEE, fli, MREDIERHER, WAESKREHER.

BENEXNCEENHEITRERIRAREA, REEER B#E, AREFZRREFCEFEL.

BXER
"REFEREEEI

"X BT E M TR RR"

B =7t
ERTLAERARTE ILM NP ER BAE SN RBUEN T FE .
ERBHNE
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* BTERSFRYN SRR E REIMAR SRR,
* BRIMEBRFERN RN,

* CEMIA S3 FHEDEREL Azure BRAEESEMAN R, MREZHRMFEENKNEEFEL, WERERE
%o BEN"NEEFERHITHRERER,

@ BIERTFEEY, StorageGRID SRIRCX BB NFHED RIS, URHEAMRAEEE
Mo FMMERR NI S x-ntap-sgws-cloud-pool-uuide

* BEMBRFRIEEE ERLLBRYERT ILM LN,

TE
1. 3EH ILM >*126E,

lig: RSN AT
2. FF ILM AN YRR AR MR RIER .
YNRFE ILM MW AR ERFER, WEEFEEBIR. BRA * BFF * &

Cloud Storage Pools

You can add Cloud Storage Pools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how fo access the external bucket or
container where objects will be stored.

Pool Name URlI Pool Type Container Used in ILM Rule Last Error
*  azure-endpoint hitps:/istoragegrid.blob.core windows.net azure azure-3 v
s3-endpoint https:/fs3.amazonaws.com s3 53-1 4

Displaying 2 pools.

3. B~ MER o

LB BRI E S,
A Warning

Remove Cloud Storage Pool

Are you sure you want to remove this Cloud Storage Poal: My Cloud Storage Pool?

=13

4. BEHAE
LEBPRE M PR ST it

BXER
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" R TR
SR AF A TR

INRERNE, mIBNMIFRFMAMINERIER, BERUTHRERRRD BFEBIARR )&
A o

WERTREHIR

StorageGRID B3 #M &N AEFHEMRIT T REBNETIRRNE, UHREFENAILOLRHESET.
KRBT RNE REER , WEFERTE ENFENRNRE— T HEIRIIBETR—FER.

IR ERT AN oEEBINEINERER, HienEiRREREtE,

Cloud Storage Pools

You can add Cloud Storage Pools to ILM rules to store ohjects outside of the StorageGRID system. A Cloud Storage Pool defines how fo access the external bucket or container where objects will be stored.

+ e[ 2 201 EEn
e URI Pest Container Used in ILM Rule  Last Error
Name Type
Endpoint failure: DC2-51-106-147: Could not create or update Cloud Storage Pool. Error from endpoint: RequestError: send
s 53 10.96 106.142-13082 =3 53 v request failed caused by: Get https://10.96.106.142:18082/s3-targetbucket/x-ntap-sgws-cloud-pool-uuid: net/http: request
canceled while waiting for connection (Client. Timeout exceeded while awaiting headers)
8 minutes ago.
http:/ipboerkoe@10.
Azure | 96.100.254:10000/d | azure  azure "4

evstoreaccount1

Displaying 2 pocls

teSh, MRBTRRRERNEEISE 5 DHRARET —1EZ MR Cloud Storage Pool $Hiz, M=tk *
SIFENEREEIR * TR WRKEIEXILERABFEMEA. IEHRIEFMEMITEOERE" ILM >*ZiEH). &
BLRRRVIFRBRER . HSE LU THREEHRREN,

/

NERIREE ERER
fRRMEFIRENEE, SrRIUREREIRESE MR, E£Cloud Storage PoolTTEH. #EFiHmNRIEIREA. A
BEEREIR WIAHEIET StorageGRID BiEfRaFEHAYEIR.

Error successfully cleared. This error might reappear if the underlying problem is not resolved.

MRIBAEFAEFR, WABEREEIREE, B2, MRBAEBMEREE (HEEE T FEEIR) , WA
RHERBE LD HHNERTE Last Error 519,

Hix: koEFELESRINNE

= eE, REINPREFENRY, BRIt EIR, MREFEIEREBREES. WELEIEEIR x-ntap-
sgws-cloud-pool-uuid FRiEXfH. BIZXHFEEFHEARIUUID,

BE, RETEFINSE#EBES— StorageGRID LFIEFERE—MaFiERE, EF2BIER,

BEEHU TSR UEIE R
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* IFREURERENARFEEABEFER L= FEM,
* MRk x-ntap-sgws-cloud-pool-uuid JFEHE A BRI E = FME M,

iR TECIBRAEMaFE#E L. inmtiE
FEER BN RIECFHEBE, EuESBIEITEIR, WEHRRTEMRBNEZRACE RFER E7ErELE
StorageGRID 5 N\ =17 fith,
EFIENSEER , BFEERBERNEIRES.
* MRBREHEEE Getur EOF . MERATFEEMNRSIHEREENEEHTTPSH ARSI D EE
}EEHTTPWJ"DZO

* NREIFHEESE Get url: net/http: request canceled while waiting for
connection. WIFMEREERTS N IFEHET RIGRBEF=EEBNRS KR

* WFFAHMEREIRES, BREUT RS TURE:
° QIE—NSEATEFEERMANZTEENIMNI RSN FED R, ARBRZHAREFRNEEFEL.
© BIENBFEMIEEN B RHFMEIREN, ARERZHARENNOEFMEML,

IHIR: TOIAREMT CAIEH

AR EENRIBLFENNY, ERIRERBEILE#HIR, IR StorageGRID T A IETEE B R ME MBI

I, MREELHIR.
BEEIFREER , BREGRMN CAIEBRSHFENH,.

IR RILEIAFL ID HEEFE

S RES MR F NN, ATRESBEIEIR, MRIHRIRE 404 AR, MELZEMNTEIR, XARERTUT

F—1m:

* BF=EENNERARE ILEFE D ERRIEERER,
* BFoEEANEEDERAEE x-ntap-sgws-cloud-pool-uuid FRie X Mo

SERUT—IHS NPT RLUEIERSER
* ESEENIHRERXKNAFRZEREEMENR,
* EARAERENRIERERIE S FE .
* WNRIRIEH, BEARSFFERN 1o

HiR: TERERFEBRNS. KRHE

EZRAMPREFEBE, ErESBIITEIR, HERRTEMERNEZRACE RTER EErHELE
StorageGRID EEX = FEMFE D ERIN S,

BEIFREER , BEERBHANEIRER,
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B WREREELEFEI RS
AZEBPFEFAENE, ERRIBEIER. IRENoEFEHESEY ILM BohEZFE ks, £
BEnFEN A FEEFES RPN TR GREEMFREEFME D RPEEE, WA s
(E3ERER iy
ZRUT—THS T T RLUBIEREER

* BR " SEENNREESER " PR R (E StorageGRID -

* MREHEERWRAM LM REECEFENT, BFIMEFEDERPRIFRXLER R,

@ PN F R R EFEERAEER ILM RERIXNR. NRHEEZIHM StorageGRID 117 FE)
MFRBIM R, WIHRAZIEBERBIF R,

iR AEZHNR S ERIEEISMEEIR
NREEEFET RS RToEMEERINE S3 InmZBIECE T IEEREMENAE, NrIsEREEIbHEIR, WRIMNE
RIBIRSSFBLZNPEEFELRR, WSAELEIR. F9, DNS IRSBIHFRIGETEMITENZ, NEAREFE
SER I IR R o
ERUT—THS T T RLUBIE RS

* REREMED(C ILM >*ZEH)1iIgE,

* MEEFEAERSHINSECE.

BXER
"SIFE I REVAE An A HA

R EEMRRIDREX Y

&) LUBE R EE M 5 2 4w 75 22 (51906 +3) XECRECE LU MRS ECE X . A, 7
AILMNECERE RS, SR DURERIERIRRIGEE X . MRMNRESMNTE. M=
IRHEE M 4mES 75 Z= e B R B BRI A R R E 0 m B E R FE L E,

* "BIRIERRADEC B X1

* "B R ERRIDACE X4

* =MD EC &

BIRIRIRRIDECE XX 1

ZORIRIRRIIECE N, PR B ST REFE NSRRI T R KER. Lt XEXATH
EQIZREIEM B BRI BRI E, MNARGRHXER BRI HERL,

ERBHONE

* ERFUER RN N BT R MR SR,

* BBRAEREREIR,

- BRFERR—MYBE—MERNEREL. RECUE— LRSI RBSANEREL HTFREHD
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IR BTEE, KB R AR RS TEE.

KTFUAES

BISRIEEEX AP ERNFELOANEE — MR = IHEZIE R, MRBREMHIERTTR, WEMERLR
ELAEE=NER.

()  cumsmaamEsanE. R UBED0REERIINTEA,

p
T34 ILM * > * BERYRED * o

LB BB FRYRASEC & X (4 U H

Erasure Coding Profiles @
An Erasure Coding profile determines how many data and parity fragments are created and where those fragments are stored

To cresie an Erasure Ceding profile, select a storage pool and an erasure coding scheme. The storage pool must include Storage Nodes from exactly one site or from fhree or more sites. T you wani to
provide site redundancy, the storage pool must include nodes from at least three sites.

To deactivate an Erasure Coding profile that vou no longer plan to use, first remove it from all ILM rules. Then, if the profile is still associated with object data, wait for those objecis to be moved to new
locations based on the new rules in the active ILM policy. Depending on the number of objects and the size of your StorageGRID system, it might take weeks or even months for the objects to be moved.

See Managing objects with information lifecycle management for important details.

|+ Creale| # Rename | | @ Deaclivate

Profile  Status  Storage Pool Storage Nodes Sites  Erasure Code Storage Overhead (%) Storage Node Redundancy Site Redundancy

No Erasure Coding profiles found.

2. BEBIR,
LB £ 7R 62 EC BLB X4 3IEE,
Create EC Profile
You cannot change the selected scheme and storage pool after saving the profile.
Prafile Name & Mew Frofile

Storage Pool @ 4

3. NIBPRRRSECE X RN— 1 ME—RTT,

AMRISE B AR MMBIAEE—8. NREERNEREXHNEN, NWEREWIEHIR, BEZEEX
HEFREELTt,

(D Erasure Coding ERESCH&HREMIMNE ILM HMHE SO RAGEIE S FhcR,
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4.

320

From da 365 store | forever v :
: Erasure Coding profile name

Type  erasure coded v Location | Adl 3 sites {6 pius 3} v Copies | 1

Storage pool name

PR IR PRRID EC B S B 2 R TFifitho

E b

BRI LTS — b, WRGBIELEERRAGISE, FamEsSRETas
() Bikisseorzit, Fatha, TRRDLERIE R R AR E X A TIe T

X‘SZO

C) MREFELXE ST IR, WARERZEFMBHITAUREE. X TFREEM N IERAVEME

M, R BRI RIS 5.
PERTFAEMEY, FARIENRIEAET Rflih 88 B AU MRID 5 R=H5IR.

Create EC Profile

You cannot change the selectad scheme and storage pool after saving the profile.

Profile Mame & 6 plus 3

Storage Pool @ All 3 Sites

9 Storage Nodes across 3 site(s)

Scheme
Erasure Code © Storage Overhead (%) & Storage Node Redundancy @
L 6+3 50% 3
2+1 50% 1
442 50% 2

BT S A RAURRIE S RN TES
° *RERAED 1 BRI S RAVRIR, BNV BUERE + FEREA K.

Site Redundancy &
Yes
Yes

Yes

o EEFE (%) ANTHRHBIEA), SERLARPIFIEIMEE. FHETHE = FBREA

EREV S 3L SRR BB SR

CrERETRITR L ARFEERNRBUERNEENNIER TR R ERNEET R 2.

° *UARTTR * L EEAMARES AT R REREREN R AR,

BEXFHERIR, EEFELOMESZ MR, STERBAGEBHNEFETR, UATEALRE
Ko N, BEMA 6+3 MWL RFFERTTR, EEFMLLNELEES = R, BPUERED

BE=MEET RO

EUTMERTEERHER:



© BIEERENFEETRBERTR. IREEFEENEE—NER, WEERUTHEE. ERLUIE ILM
AR 55 R I AR PR 4D BC B S 14 SR B LE T3 it P

Scheme

Erasure Code & Storage Overhead (%) @ Storage Node Redundancy @ Site Redundancy €
()] 241 50% 1 Mo

The selected storage pool and erasure coding scheme cannot protect object data from loss if a site is lost

To provide site redundancy, the storage pool must have at least three sites.

°© ERERNEFELR RS EMUMEDHRENER, fli, MREEFFEHNESHMIER, WRERU
THB. NREERUMBRDREIPHREE, WATEFE— I FEL (XREE—1NER) H—1F#E
t (BE=THEZUR) -

Scheme
Erasure Code @ Storage Overhead (%) @ Storage Node Redundancy @ Site Redundancy &

Mo erasure coding schemes are supported for the selected storage pool because it contains two sites. You must select a storage pool that
contains exactly one site or a slorage pool that contains at least three sites.

© BN EE— bR, FEEERTRIAFEY, FIEEMET RRUERESRIAERBEER, Fr
Bib,

Create EC Profile

You cannot change the selected scheme and storage pool after saving the profile.

Profile Name EC profile

Storage Fool All Storage Nodes A

3 Storage Modes across 1 site(s)

Scheme

Erasure Code Storage Owverhead (%) Storage Node Redundancy Site Redundancy

No erasure coding schiemes are available for the selecled storage pool. The storage pool includes the All Sites site, so it cannot be used in an
Erasure Coding profile for a one-site grid

° EEERAMmIE S ZNEFELS S — P URREREEXHES.
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Create EC Profile
You cannof change the selected scheme and storage pool after saving the profile.

Profile Mame & 2 plus 1 for three sites|

Storage Pool @ All 3 Sites

9 Storage Nodes across 3 site(s)

Scheme
Erasure Code € Storage Overhead (%) @ Storage Node Redundancy @ Site Redundancy &
6+3 50% 3 Yes
L] 2+1 50% 1 Yes
442 50% 2 Yes

The selected storage pool and erasure coding scheme overiap an existing Erasure Coding profile. Use caution if you apply this new profile‘fo
objects already protected by the other profile. When a new profile is applied to existing erasure-coded objects, entirely new erasure-coded
fragments are created, which might cause resource issues.

FRAR, BER—FESHER, BEAS—MAUMNRBEEXHEREER 2+1 AR, MB —TEEX
HFEFMENEER S 3 NMAREMEFR— bR,

BATZMEILEIRILHEEX M, B7E ILM RESFTFIGEREEX AR UIEIEE . MRFIHERE
XHNATFERF —MEREXHRIPIVIELNRIEXNSR, N StorageGRID KeIE—AHEFAINRF Ko
EAZEEMANE 2+1 AR, M—TURMGEBEE I ES — M EUNRIEEREX A, AJRSHIlA
IR, BNELU M 4RED 75 S=AREE 2 a0t

o MRFIHT ZMUMGBIDH R, FHEREFERNARE.

EHEEZEANUMRD S RN, BNRBEEMENINESREER (BHEZ, WEREHS) THRHE
(Eﬁﬂﬁ@yﬁﬁmﬁﬁﬁx%;—ﬂ) o N, 7EiEER 4+2 HEM 6+3 AR, NRFE2IIMIEFERLE

MAEEINEE, 15%EE 6+3 AR, WRETRABEMHENKZRREZEIRE], MMRLTREERE, 5%
4+2 HE,
6. B *REFE*S

B R EMRRIDECE X 4

TR ReREERUMMIECES M, UEHEEREMERIZEEXFRITIEE,

BEENRA
* BATE R S IFAN S 2R B RN E 1R AR
S BB ERIARNR.

S
1. 3%8 * ILM * > * iR *

LB R B R RIS ECE XX TUE, * Eend * 1 * 2/ * IRHIERR,
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|+ Create | # Rename || @ Deaclivaie

Profile Status ”S't:orage Pool Storage Nodes Sites Erasure Code Storage Overhead (%) Storage Node Redundancy Site Redundancy

1 DC1241 DC1 3 1 2+1 50 1 No
De22-1 Dg2 3 i 2+1 50 1 Na
DC3 2-1 DC3 3 1 2+1 50 1 No

* Al sites 6-3  Deactivated All 3 Sites 9 it B+3 50 o Yes

2. EFESEHANEEN .
© Eind Mt ER T RHEBENBRRS.
3. BEEME o
IEFFERESR EC BELBEXAXIEE,

Rename EC Profile

Frofiie Name EC DC3

=1 3

4. RERRISEE X A — T HE—R T,
Erasure Coding ECE X 4R MREHIANZE ILM FEN ik & 5 AR Y7 i = R,

Fromday @ 385 store | forever v :

Erasure Coding profile name

Type | erasurecoded v Location | Al 3 sites {6 pius 3} v Copies | 1 +_ »

Storage pool name

@ MRS EX AR ITDAEE—R, NREEAMBEREXHNBM, NWEREWIEHR
,» BMEZECEXFEFREEMIL,

o BECRES
(=R mIDECE X1

NREABITRIERFFRIBECEX M, HBIECEXFSIRETMA ILM MNP EER,
NETEMERATE.

ERENRE

* EATER RN RS RS EIER.

* EAURREREIAIANR,

* BRMEMAKRRITERLURREHRIEEERFRERTE. IREZHAEEPE—IRFEEHTINER
BRI ECENX M, NRE—FERER.
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XTFIAES
(FRERRIDEE XU, ZECE XH{h4 ER1E "Erasure Coding Profiles" TUE £, BERES K * BFH *,

!mi # Rename ™ Deactivate
Profile Status Storage Pool Storage Nodes Sites Erasure Code Storage Overhead (%) Storage Node Redundancy Site Redundancy
DC1 2-1 DCH 3 1 241 50 1 Mo
Dc2 2-1 DC2 3 1 241 50 1 Mo
DC3 2-1 DC3 3 1 2+1 50 1 Mo
®  Allsites 6-3 | Deactivated All 3 Sites g 3 6+3 50 3 Yes

EREBEABFERANBIRRIEEEX 4. 7 ILM RNEIZRE AN, F2EREFANEEXH. BTX
EAEEFERNEEX

MBHEUTHE—SM, StorageGRID ¥ELEEERIRMRRIZECE X5 :

* ILM RN AR S AR IR R RS EC E X 1o
* Erasure Coding EEEXFABEEM ILM MNPER, EIZECEXFRIXNREEN S BREA BRINFE.

TR
1388~ ILM * > * ERYRAD * o

LR B RRbRmSECE X TUmE, * Eand * M * A * HHEHYERA.
2. BEF RS 5, HIAEERERRIEEREXHRETER ILM MR,

NRIBFRIRISECE AR ILM RINPEER, NEEERE. TERRGHR, ZE0E—D ILM AN 6ER
Y 2_1 EC Profile

Profile Status Storage Pool Storage Nodes Sites Erasure Code Storage Overhead (%)  Storage Node Redundancy  Site Redund
' 2 1EC Profile Used In ILM Rule DcA 3 1 241 50 1 No
O Site 1 EC Profile Deactivated DCA1 3 1 2+1 50 1 No

3. MNRE LM MNP ERAREXH, BHRITUTHE:

a. JZEFE*ILM * > * I * .

b. ?iﬂzﬁﬂ HRE NN, ERPEHAEERETEEUREZNNESERAZERANBIFRIEEREX

FURAISR, * =4 EC for larger objects* FMERRZH * FiF 3 Mubm * BIFAEBA * FrB LR
6-3* WIRRISECE X . AUMRREREHFHUTERRR: G
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ILM Rules

Information lifecycle management {ILM) rules determine how and where object data is stored over ime. Every object ingested into StorageGRID is evaluated against the ILM rules that make up the aclive
ILM policy. Use this page to manage and view ILM rules. You cannot edit or remove an ILM rule that is used by an active or proposed ILM policy

| 4 Create |ﬁ Clone || # Edit || % Remove

Used In Active Policy Used In Proposed Policy

Name

. | 2 copy replication for smaller objects v
'®  Three site EC for larger objects v
) | Make 2 Coples

Three site EC for larger objects

Description: 6-3 erasure coding at 3 sites for objects larger than 200 KB

Ingest Behavior: Balancad

Reference Time: Ingest Time

Filtering Criteria:
Matches all of the following metadata:

System Metadata Obiject Size (MB) greater than 0.2

Retention Diagram:

Trigger Day ©

P ) I >

Duration Foraver

a. YR ILM RN ERBRERIRRRIBEEX, TREZMNEEED) ILM REPERTEZEZEINAIR
BEAREA

ELERBIR, JERD ILM SRESER T * = Mibm EC for larger objects* #111,

b. RIBAM IR E X HFHIERME, TTRRTPIHBIE,

=
%
lIE

IECE X ERAIRER? FREEXIEBEHRITHEMDE 55 I LR

iER
MATEAEST ILM RN R TRERITHMP R, BEHITIHIRES R, 7 _
TEMKRIEEM ILM KBS | RESMRFAEX MY ILM RN, 0RYgwE  EAEILMALN

BY ILM FLR LERRI, AR ERIRIR R EEXHRIFRE  MILMEE"
MEMLE,.

ii. HEHITIIRIED B
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IECE X EEAIRER?

YFITFESD ILM HRERPAY LM .

e

Vi.

Vi,

LEIEENAY ILM R LM L
L P
ii.

iV.

V.

Vi.

EFAE ILM LEEHRY ILM g 0

FREEXAIBEHRITHEMDE

TePEIETNERES
TIBRfE AR IRERRIDEC E SCHRY ILM FEN,
AIN— NI Z D ILM A AR RIS RZ 2R

e}

*"7F, BEINFIBUEHTRES,

SRV AMREE, HRERMNBFANEIRE
NEREEFIE,

SR *IRIEXMR¥EM StorageGRID &
FHIK/, ILM BRIETREREHRAEEH
B 8eiRIBFHY ILM NS RIEEHEIFHT
(VA=

BRG] R MR BIEMRRISECE X4
, BEMSHIEEXEL, BERIRERKK,
MREEXHEREFFER, WIETR—%

HIRH BB,

SRAE S PR M SRR FRIBRAVALN, SNRERAELL
R, JEMIEREE R IEPRARADAC B X 4 BIFR B X
BUE,

BERITHIR RS B

IRIBIZINAYSRER,
TIBRAE R EFRRIDECE SCAHRY ILM AR,

AIN— PRSP ILM A AR RFIE X R
BRRIP,

REFRINBIRES,

SRAE M PR M ERBR FRIBRAVAL, SNRERABLL
FR, TEMRREE FRIEPRARADAC B X BIFR B TR
BB,

BEERITHIRED B
SRAE U MIBRARN . SNRGRABLCFAN , TEMERM E

BRI E X HFRIFMERENE, (M
M ITERGTED L ERBE R B AFHERM, )

- REITIRIED B

C. RIFTIRIRRIDECE S DIE, UMRILECESHARTE ILM MNP EER.
4. YNRTE ILM MNP RERZEEXH, BEFREIRAHEE A

T 2R 1EA EC BREXHIIEIE,
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Deactivate EC Profile

Are you sure you want to deactivate the profile "All sites 6-3'7

StorageGRID will confirm that the profile is safe to remove (not used in any ILM rules and no
longer associated with any object data). After this profile is deactivated, you can no longer use it.

S. NRMHELEEFALEEN M, FEEFE*EFH .

° 9N StorageGRID BEBBIFRABEMRHRIZECE X, MERTN * BFFA * o EREBNEMA ILM ANERE
IEECESX o

° 9N StorageGRID TAFRAMEENH, WEBR—FHERHER. HId0, MNRWNKREIENSIEEXH
KEX, NEETR—FHIRHES. BARFESFFH/LAZEBRZRERATRE.

o B X (AT, 1XS3)

ILM FEA] LURHEEIZ S3 ZiE 0 ERBIBISTREI R, MR LU AR XIRET N RIFMETE
ARTFEME. WRBAEMNHBFER S3 DEXIHFAmERS, MM elZRRSEH
B9 ER fE A RI X 1,
ERBHONE

© RS RSB R HIRE,

© EBRABEEHIR,
XFUAES

B2 S3 FiED AT, ERILUEERREXEEIBEMEI R, BdiEEXE, FiEoRPIUEEIE FFiTA
F, MMBBTRMIER, SRAREMERMAHHRENENR,

B2 ILM FNEY, ErIREFREM-RS S3 FEBRXENXEFABERIm LS. fla, ERILULIT—MUERT
7 us-west-2 XIHFREIER S3 FEDERPHM RGN, AT, ERILIEERXENRIBIAKEEZEERN
SRR OERIEETRLE, URHIER,

FCEXIAY, HEEATEN:

s BINBERT, FEREB3IMAET us-east-1 X,

* EEREFEIERNE - EIE AP QIEEME D BT, BT LocationConstrcont Request JTTE /I S3
PUT ZE 5 B AP IR EIRFE D BREY, S ERMIEEERIEXE, A4 EEEIRRIAXE,
R PUT 726iE97 ERIE R EARIX IS8 R 7E StorageGRID FENX, ME&KEHIR.

* QU2 S3 THES BN, RAEARINKEEH. RASHRAKIE, HAKAZLEE 2 MFF, #A
B 32 MEH. BRFHEERT, TEMETH,
() EU-west1 FINSIE, MREEARAS EU-west-1 4K, WATEBHINE,

* IIRENXIEHFIEEDD ILM RIRSEINAY ILM SREEREER, WARGEMIFRSE 0K,
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* WNSRFE ILM N BIFSRImERHIKINT, RN INEZINRIREEH, B, MREZHRT
SURCERIVAIREE, MEREHIR, GIREE LM AN EAENXEEAERTHEERS, BHEERFRZX
15, HEFAMREE AP SIEMNHEERREXHXE, WrAgEsSBRETM. )

* MRAEAENTXEEIR S3 FEDRERHEMR, NINREEERUERGSHRITERELIZFMEDRT
FIXR, MEEEFANZEKE.

pr
TEFE X ILM * > Xig *

ﬂ;ﬁﬁiﬁﬁﬁﬂziﬁ‘iﬁiﬁ, HehHlIH T HRiEXHIXE, *KiE1* ERIAXIE. us-east-1. FEEECLEM
FRo

Regions (optional and 53 only)

Define any regions you want to use for the Location Constraint advanced filter in ILM rules. Then, use these exact names when
creating 33 buckets. (Region names are case sensitive.)

Region 1 us-east-1 (required)

Region 2 us-west-1 + X

2. BRI, BHRITUUTRE:
a. BEEANE 4 RE—TFEEM,
b. I NETERE S3 Fif 5 EREMERNIXIHE .

ECVEAMAMNE S3 FEDERRY, EfER IR RAFREAN LocationConstraint 153K T,
3. EffipRARFEANKIE. BEREHRER %o
MR ZEMREN RIS R INREP LFIFEANXE, W2ER—&HBIREE,

@ Error

422 Unprocessable Entity

Regions cannot be deleted if they are used by the active or the proposed ILM policy. In use:

us-test-3.

4. TRENE. BERES

WE, ERILMEIR ILM MNE T " Bkinik " TUE LAY * (IELIR * T RPEEXEXIE,
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BXER
"FEILMARN P E R SR Thikas"

BUZRILMFN

AT LLEE ILM N B IR REIERERS B| I E . EIZE ILM N, BEAEIE ILM £
)rIsIJIJ__l'\‘J'o

Froa 2 &

A TME R LSRR SR A S BRI B R,

 EAE B E R IARCR,

* NRBIEEUAMNERZ R FREFKS . GRHEEHEFKF IR HE LGB S KA B
IDo

* NREHREMNAIZ_ERIFRB B TEIEmEN R, NWpuid S3 HIfzfEEREl Swift VA 2RE A LXiAIR
B 1] B #o

* IREBCIZEFIREIZA. NAMEEE T YERNERAFELREEFE,
* NRBEIRUMMIDEIA. N EEE L MRIDECE S (o

* ERIERGE "R T EAEBIRRIFEDT,
* IRFECBSSIWRMELSHERNSAN. MAGRE "S3 W RMERIER"

() =rsEme@BiALMEN. BRAISESE SRV,

XFIAES
BIEE ILM MBS :

* {5%& & StorageGRID &ML FNNIFERCE,
 BEERECBRIMNREIANLE (EFITIRMREE) UNFIENS M NRNEIAHE,

. ﬁgﬁi@?ﬁéu StorageGRID 2ARINAEFF AN RITHIELE, ILM MNIRTEX KRB TTERIE R

* BERHER EIES N REIANHIRE (LB,
* BEEHNERMMERRIPE(YE. FRINIER)

pr
TR > ILM * > * F

LB 2R "ILM Rules" T, HAIEHT "Make 2 copies" #M,
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2.

ILM Rules
i

Informati
cannot edit move an ILM rule that is used by an active or proposed ILM policy.

W Clone || # Edit| % Remove

Name

*  Make 2 Copies

ation fifecycle management (ILM) rules determine how and where object data is
orre

stored over fime. Every object ingested into StorageGRID is evaluated against the ILM rules that make up the active ILM policy. Use this page to manage and view ILM rules. You

Used In Active Policy Used In Proposed Policy
L

Make 2 Copies

Ingest Behavior: Dual commit
Reference Time: Ingest Time

Filtering Criteria:

Matches all objects.

Retention Diagram:

=
Blesi it O
0

Foraver

@ MR BN StorageGRID Z%EALE S3 WRBUEIRE, N "ILM N " SIEEEREER
B, MEREBE—N*FE 5, EEMNFHAEEEE—*FE * FKo

prici Sl il FE

LR ERel ILM MUmSHE 15 (EXEMIIR) o ERILER " & XEMAIR " STEE X RNER

2 BN

BXER
"fiEF3 S3"

"EF Swift"

"ECE R RIDECE X"

"ECE g

"ERTFE"

" T HNB IR RIPED
"ERASIHRIE EEXWR"

F1P, £3F: EXEMAIR

ERLIE ILM MNEFHIE 1 F (EXERER) , ERLEXMNBEAENSHIHIE

8o
%F IS

RIE ILM FNLFEXRES, StorageGRID S RITEHES MM HESRHITLILIR. WRMRITHRIESFRETH
#E280LAC, StorageGRID BEAMUMEN R, ERILUKIT— TN UNBFHREXNSR, WalbliisEEAmik
2, FIIl—P ST EFIKPRDRZIF, NEEES
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https://docs.netapp.com/zh-cn/storagegrid-115/s3/index.html
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https://docs.netapp.com/zh-cn/storagegrid-115/s3/index.html
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https://docs.netapp.com/zh-cn/storagegrid-115/swift/index.html
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https://docs.netapp.com/zh-cn/storagegrid-115/swift/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/swift/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/swift/index.html

Create ILM Rule step 1 of 3: Define Basics

MName
Description

Tenant Accounts (optional}

Bucket Name matches all ™| Value

/& Advanced filtering... (0 defined)

p
1.7 * B FERPBAAMAIE—ZT,

N 1 B 64 NFRFo
2. 5, WAILUE * [ERER © FERH AN\ — MR o

NI BALE RN B B RIS ThRE, LAEAERIRA LRI

Mame Make 3 Copies

Drescription Save 1 copy at 3 sites for 1 year. Then, save EC copy farever

3. 5E, WAILUAE—I LS MERLMNA S3 5 Swift AP KA, RN AFRERFFNERZE ,

FRLFRET,

NRIEZE "RipR" IR FHA KA IR, WEEMTIRPEEFEF, M2MAEF ID HWAZD ID
NES DR FRTEo

4. FE, FEELHNERR S3 5K Swift BEs.

NRFERT * LEC2ER * (BRIN) , WHMNERMZR all S3 b 5 Swift FEso
o HE, W BRIHLE * LISE Hth kRS,

MRFEERLRTHE, WRANERT R SEARMESLENAENR.

@ SNRUEANR RS IRPRRIDAIRI A, IHER BRIDIE s AT R WRKI(MB)ERK
SRR EIRE N AT 0.2, A/N\mikas el ifR2 MBELE /NI RA 1T M 4wET

6. ii—']:é * —F_ﬁ *o
HERETRE 2 (EXHREME) -

BXES
" AR ILM F0 s"
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"FEILMARN P E R SR Thikas"
"w28, H3F: EXHEMNE"
FEILMARN FE BBk Thistas

‘I B ImiEee, ErUeIZREFEN RITHEN A TREXNRAEY ILM M. A
Mg E SRR, EALOERELERTHIERE, EFREETHEETHIEE, 1
SRS, LM BN AR FoiiiES gk initas LERMN R

TRETRTERUESRIRERPIEENTHIERE, IRTEMTHELERNER UNIRI TR E,

SRR HISIEES SRR
HNBSE] (14FD) - EF 5 \ 31 2 BT a1 F .
P RST CHE C BERER LM SRR EENE, ©
CNE LU E AT AE B A RIS H R (i B A RN R
. A " B " BATRER, BENNEAEENA
IFRFT FHZEFHEREMIIARNE, UBENEHNR
- <& RERBENIS ),
- AFHETF
48 . EF M— S3 3 Swift HREBHL HBRIBHNE.
P RET B, (SRR BRI RAIT R . txt SMFTE
‘825 test-object/o
- FEE
. A
. RLUFFL
- RN
- RN
ERIHIERE (1) - &F PRIGE GEESEE) HRHEEH B,
F ST CEE  REHRIER L R A SR
CNF 38 MINAN S3 72hEs FAl Swift BB AL
SRIFIR A B
C NFHETF
- xF "TEILMARN SR AR R 5 TRl A a]”
- AFHETF
* exists
- R
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pavE &S
UEMRS (¥R S3)

HEAN (MB)

R TEsiE

MRIFE (R S3)

LIERTS
=3
* RETF

=
- REF
CINF
CNFHETF
AT
CAFHET

o
HEN

=

* exists

JENE

* BERH

* REF

- REE

* REAFFK

* FKH

o
ZEEN
==

* exists

- REE
* EEFA
- RET
- RAFTE
* RUAFFL
* FkA

TCEHE(E

B2 S3 FED B, A * ILM *>* Xif * EX
BRI,

* 7F: *{B us-east-1 ¥ ILHETE us-east-1 X1 L2
B ERFPRI R AR R IERE KIFHBY 3 R B R R,

"B E X5 (F] k. {XS3)"

MRAA/N (L MB ML) o

EiFENF1 MBI R AN, BRAN—NNRE, FI
. FFFOUERLMEIDEI AT AN, B HRK
NMB)* &R THiE2SIRE N*KTF0.2 %, IRE R
BRI S AT 200 KBE B/ R,

ERC BRI S SRR RIS ER TIEHERRE
ERARESESIEN NI IR

BEX, Hip* BRTHERT - 2EH, * BFATH
#EE * B8,

a0, TRk P TR AR color=blue. GIE
i color T AP THIERZF*. equals WFizE
7. M blue BF*BRPTEIRES

* i AP REERAKDANNE; BRTiiE
EXDKRNE,

%ETER‘J, Hep * WRKIFCRI * BEH, * WRIFILE
==

a0, THRIEFNRIFC AR Inage=True. 1BIEE
Image T WRIFEBIF*. equals WFIEEFT.
M True WRIFIZE"

coE  WRIFERMAMNRIFZER D KNE, &
WA AEIRIR S IR TE MBI TS TV NI EE T
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HEES T TEIERENE

150

EXBRImER, ErILUEE SRR THIEN S M TSiEE. fla, MREFZEEIMNSK/NTTF 10
MB Z| 100 MB Z[EBIMRILES, MIRGERR * MRA * STHIELRBEHIEE R TR E.

* B EIRERTIEEARTHSFT 10 MB HIXN R,
* BTATHIRERTEENTEHFT 100 MB BIM R,
Advanced Filtering

Jse advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (33 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter.

Objects between 10 and 100 MB

Matches all of the following metadata:

Object Size (MB) «| areaterthan or equals j 10

Lk
+
x| x|

E
Object Size (MB) j

less than or equals j 100

|-

[+] %

Cancel Remove Filters

ERZ N F B LEHRIERLENN R, EUTRAS, AUERTSR NRFGmE A SR B (FARGHEE
AP TEENE. B2, MUXF/NF 10 MB @k B WRHIITERT= -
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Advanced Filtering

Use advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (33 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter,

Multiple filters

Matches all of the following metadata:

User Metadata j camera_type equals j Brand A +

+ x|

Or matches all of the following metadata:

User Metadata j camera_type equals j Brand B u
Object Size (MB) j less than or equals j 10 =]

+ x|

BXER
"FEILMAL SR A _EoR T 1R B a)”

"B E X1 (AT, XS3)"
g2, H3F: EXHENE

IR LM MRESHE 2 5 (EXHREMNE) , ERIUEXKERE, UBEXNRA
FhERdiE], BIZAREE (ERISURRED) , FHEUEUNEIREE,

KFIES

— N ILM A UBEE— I RZNREIES. BTHRERSTERY R HE—KIE, MREAZTE<S, WK
BN AEESD, HEAEDE—MESHUIME 0 RFIE, XERBERTLUKA4S:, tha] A—BEFREEITE
FEEMNREIRNIE,

NRBAZNERAIZRERENE AR ERFRNMUE, W TMHERESHAUEEZIT

LERA LM NS A E—FERERTEFRIDR. STEISBRFEFNEDERBEELT. —F5, K 2+1
AMmEIEIA, FHNEREFEE—T R,
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Create ILM Rule step 2 of 3: Define Fiacements

Configure placement instructions to specify how you want chjects matched by this rule to be stored,

Example rule
Two copies for one year, then EC forever

Reference Time Ingest Time v

Placements @ 11 Sort by start day

Fromday | 0 store | for v o365 days

Type | replicated v Location | Add Pool Copies | 2 El1|

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information.

From day 365 store | forever v |

Type | erasure coded v Location | DC1(2plus 1) « Copies | 1 + £|
Retention Diagram @ T Refresh

Trigger Day 0 “Year 1

L S I

= )

2 plos 11 |
(2D i< >

Duration 1 years Forawver

g
1. XF * 2E0E * , EFIHTERER IR EEARIREIZEE,

1IN Description
FNBTE] TRAVEL BT 8],
ERipIR] Rt 8] EREER (ERHES) WRIETE,

COERC r BERIGER, A0 S3 FhEDEREL Swift BEEEA L
R IR)Y B] EHo

"FEILMAL SR A _E R T TR A )
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1IN Description

JEHAIAYIE] X SRR S E N Fhle s H B #00 H ATk AN T 2 9 JE e RIRT Bl

'%:*#%ﬁﬁﬁ&ﬁ%?ﬂ%%%$ﬁﬁ%ﬁ%ﬁ%¢%SB%

18R] LUSE AR UG e U@ S ik it 3 F 2 B 0 R AR A KB S AR A B 3T R BT
FiERm, ESN" 4. SIRANRAIILMIA N REL,

AP EXBIEIRaYE] ERPEX BT EERIEERRTE,

() mEBeimammu, BIEE - HNGE .

2. 75 MENE * 80 H, EEE— NIRRT BT 8.

BN, EEIEFEIEEE —ENRNEFMEAUE ("day 0 for 365 days") o ELE—NMESHUITME
0 XFFia.
3. MNRECIZERIAIRIZ:
a. Mo+ KB ThIPIRAS, & BEH
b. 7 * (U E * FEH, REBEHRMEIES MEAEMIER * Rt * o

" NR{UEE—MFfEM *, 1EFE, StorageGRID REEEREMLAEFMET R LFHE— DM HRH—D
EHEIA, MRMREE=NFET R, HEEER 4 (FARITEH, WRZE=1RIFx—E817F
fET R— A

() mummes  TESI LM KE * B8, SUSTIEETLMM ILM A1,

" NREESEME *, B EUTRN:
* BIAEFRERTEELSE,
* IRBIAMFTFERLE, WS NMAEUPREE—TNREIE.

" IRBIABUNTFEFEBE, WRSKSORKXERE, UEEBZERGHEERENTE, RN
BREMGEREBAZAT T HRNS TR

*NREFELEE (BSHERNEETR) , WNSKNFERIFTRERAREFEE— bR L. Eit,
BIEEAIANFI BT REEBM S —MEE,

Placements @ 11 Sort by start day
From day 0 store | forever v m
Type  replicated v Location || DC1 - || All Storage Nodes | Add ool Copies | 2 EIE
Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more

information

C. ERECIRAIRI A
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MRBEIAIHERN 1, WEER—FES, MR ILM RNEERBEEAREEZE—
EFEIE, NEHSEEIRKAZKIING NR—PHRE—RNEBINIFE—1EH]
Blas. MEFET RLMBFERHIMTEERNY,. ZNREER. EARFHPIRED,
IR ZERREITHRBIER,

Placements @ 11 Sort by start day
Fromday | 0 store | forever v m
Type replicated Y Location || DataCenter1 * | add Pool Copies | 1 Temporary location | — Optional - v +]
@ An ILM rule that creates only one replicated copy for any time period puts data at risk of permanent loss. View additional details

B XEXR, FRITU TSR E:

* I HNEY IR ER VRIS 2L,
* BEHEINS BT 4 T EERAR SR EMEIAE, ARG, EREMEE DR EE D,
* J%&$¥ "Erasure Coded* " fEA "Type" , MA= "™ BEH * . WRILIMNEEFFERTIE]

BOIRS R, NALRE MBI ES,
d. MR(UEE—MFE, HRE * IRHAE * T
() EHEEEHER, HERREEAHIRL,

4. MRBRHHRFEECFMEMF
a. M * KRB ThIPIRS, &R BEH .
b. 7£ * & * FE&H, & Ft * . RAE, EE— I EEFE,

From day = 365 = | store fore\.'erj m

) | Example Cloud Storage Pool (& | .
Type  replicated j Location |~ Copies | 1 =

ERATFMENET, BICEL TN

* BREE— T HRERLSPERS N oEE. FF, ShFEERN—HEELSTERSFELNE
fi#ito

Type | replicated v Location “testpooIE e} ”testpooIS o] |.¢.d{IFooI ‘ Copies

If you want to use a Cloud Sterage Pocl, you must remove any cther storage pools or Cloud Storage Pools from this placement instruction.

* BRETEMLGENSFELFEE-TIHR—TEIE, IRE *BlE REN 2 NES, N

(A
BR—FEIRAER.

Type | replicated v Location || testeool o | Add Pool Copies | 2

The number of copies cannct be more than one when a Cloud Storage Pocl is selected.

-

1k
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SEERRTE A EFE NP EFES I NREIS, NMRERRFMENZ I REMUENARES, N
ER—BEFNSMTERCEFEL, WEETRERER.

11 Sort by start day

Placements ©
Fromday | 0 store | for m

10 days
Type | replicated v Logation || csp1 {5~ | Add Fool Copies | 1 |E
1 + | X

Type | replicated v Location || c2p2 O |Acd Pool Copies

A rule cannot store more than one object copy in any Cloud Storage Pool at the same time. You must remove one of the Cloud Storage Pools (csp1, cspZ) or use multiple
placement instructions with dates that do not overlap. Overlapping days: 0-10.

To see the overlapping days on the Retention Diagram, click Refresh.

< Refresh

Retention Diagram ©

Trigger Day 0 Day 10
S &y
esp2 o

Duration 10 days Forever

* BRI REFEECEFELT, BIRFIZNRZFMES StorageGRID FRIEHEI 452 4RI E]
. B, NARFIFR, E4MENEERNRERBRESZTAS, WEASMIBREERZA

HUEREMIZEEL,

Placements @&

Fromday | 0 store | for v 385 days
Type | replicated v Location ||DC1 * || DC2 * | Add Pool Copies | 2
Type | Teplicated v Lacatian |testpnnl2 oy |_-—‘~-.1d Pool Copies | 1

- MREBLIZZ I UM RIDHIEZA

a. M * B ThIZIRA, %R ARG ¢ o

BIABUSERN 1. RMNEEZRIHiEFRKZEE 200 KB HE/NEINR, WEERES

Do not use erasure coding for objects that are 200 KB or smaller. Select Back to return to Step 1. Then, use Advanced filtering to set the Object Size (MB) filter to "greate

than 0.2"
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Storage pool hame
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Create ILM Rule Step 3 of 3: Define ingest behavior
Select the data protection option to use when objects are ingested:

Strict

Always uses this rule’s placements on ingest. Ingest fails when this rule’s placements are not possible.

® Balanced
Optimum ILM efficiency. Attempts this rule’s placements on ingest. Creates interim copies when that is not possible
Dual commit

Creates interim copies on ingest and applies this rule's placements later.

cors [ o | oo

pAL
1. ERBEHAN RIEARERRIFEDL

1IN Description
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WAL EHNNEIZEPEEA, HEEMALEINNKEIE,
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|+ Select Rules |

Default Rule Name Tenant Account Actions
Erasure Coding for Tenant A Tenant A (94793396288150002349) »x
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ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or delete a proposed policy; clone the active policy; or view the details for any policy.

|+ Create Proposed Policy | | K Clone || # Edit | % Remove
Policy Name Policy State Start Date End Date
* Baseline 2 Copies Paolicy Active 2017-07-17 12:00:45 MDT

Viewing Active Policy - Baseline 2 Copies Policy

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.

Rules are evaluated in order, starting from the top.
Rule Name Default Tenant Account

Make 2 Copies (4 v Ignare

2. WEEMECERINAT ILM 5REK,
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b. B * 4RIE * o

LG 2RECE ILM SREEIHEE,
SNREQEIBVEINERER, WAABFEIINT, FEFEAMN,

Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save fhe policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Aclivate to make this policy the active ILM palicy for the grid.

Name

Reaszon for change

Rules

1. Select the rules you want {o add to the policy.
2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved.

i+ Select Rules
Default Rule Name Tenant Account Actions

No rules selected,

YIREZERNREE, N * B * FERFRTEHREENZIR, HMIMN—TRES FERGISHR "2 ") o
s B SRR AR AR RO R R HL S B I A T 1R A o
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MName Baseline 2 Copies Policy (v2)

Reason for change

3. 7£ * B * FERAPNBINAIREIN—MHE—R o

R PAS

BRITMANELD 1 DFF, HEFEET 64 MNFF. MRBRIZEMNREE, BILUER IRV MNIRZ
S, WA LA R,

4. 11 BRRE * FERPEASIEITENERERNRE,
BRIMANED 1 PFF, HEFEET 128 MFFo
o. EMREERAMAMA, EEEF * EEAN * o
HEB R B A SRBEE R ANAEE, HPFIHTREEEXEIMN, NRE T ZRK:

° PR B e AT ERBRE AR BYAI N,

* NRBREZNREER TERASTHESRLINN, MXEMNAZIAMN, WARZIRTERPRRE
FR— PR Z SMIFR B M

° INRBINNEATRIESE. RIOFIRTIEERITBVEIAN,

° %%ﬁ%ﬁi}\%m)ﬂux%%}é—%fwu, =] LAE PRSI 2 RN A5 sh B s BR YR

Select Rules for Policy

Select Default Rule

This list shows the rules that do not use any filters. Select one rule to be the default rule for the policy. The default rule appliss to any
objects that do not match another rule in the policy and is always evaluated last The default rule should retain objects forever.

Rule Name
® 2 copies at 2 data centers (§
2 copies at 2 data centers for 2 years

Make 2 Copies (&

Select Other Rules

The other rules in a policy are evaluated before the default rule and must use at least one filter Each rule in this list uses at least one
filter (tenant account, bucket name, or an advanced filter, such as object size).

Rule Name Tenant Account
1-site EC (§ —
]| 3site EC (@ —

6. EEFAN B M E ZFME R ET (F UEFZANIRE,
HREIERTER IR IZER N E GBI ILM RNEFAE R
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Two-Site Replication for Other Tenants

Description: Twa-Site Replication for Other Tenants
Ingest Behavior: Balanced

Reference Time: Ingest Time

Filtering Criteria: Matches all objects.

Retention Diagram:

Trigger Day 0
i [ I
DC2 H

Duration Farever

7. 1F ¥ EEBIARIN * Eo, AEBRINBIREERE— NI,
FRIAFNERZS SEEHPVEMMANARLRENEANR, BRIAMUREEEREMATHERS. HERESER
BTk

SNREFERIAF N "B RN EEEAN . MATUR HILMESRBE TUE H 6 2 EAAF N,
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8. 75 * EREMIN * BHh, HEEOSIEEIRIETEAN,

HAWMNSERIARN 2 s TG, FEBRAEMER— MRk FER K. DRIMEERTHESE. F
OFFR K)o

0. WEERFEMNE, IHEE * NA .

HEBPREF H EE R BN, FRINRNALTFRE, EEAEMRN,
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Rules

1. Select the rules you want to add to the policy.
2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved.

Defauit Rule Name Tenant Account Actions
* Isite ECEH Ignore x
3 i=site EC & Ignors »®
+ 2 copies at 2 data centers (§ Ignore x

Cooes [

MRFAMANAZKARENR, WEERES, HUEILRERE, SONHIARE
)StorageGRlD RN E RS EMERN R (BRIED EREa B ER N R R B KT8]

Default Rule Name Tenant Account Actions
@ + Isite ECH Ignore x
& 1-site EC ignore x
e 2 copies at 2 data centers for 2 years (5 lgnore x

The default ILM rule in this policy does not retain objects forever. Confirm this is the behavior you expect Ctherwise, any objects that are not
matched by another rule will be deleted after 720 days.
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ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or delete a proposed policy; clone the active policy; or view the details for any palicy.

I = Create Proposed Folicy ' | B Clone ‘ | # Edit| % Remove

Policy Name Policy State Start Date End Date
'®  Data Protection for Three Sites Propesed
Data Protection for Two Sites Active 2020-09-18 16:01:24 MDT
Historical 2020-09-17 21:32:57 MDT | 2020-09-18 16:01:24 MDT

| Baseline 2 Copies Policy

Viewing Proposed Policy - Data Protection for Three Sites

Before activating a new ILM policy.

» Review and carefully simulate the policy. Errors in an ILM policy can cause irreparable data loss
« Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource

issues when the new placements are evaluated and implemented.

See Managing objects with information lifzcycle management for more information

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size advanced filter to prevent objects that are 200 KB or
smaller from being erasure coded. See Managing objects with information lifecycle management for more information.

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.

Reason for change: Added a third site

Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account
Tenant A
One-Site E Coding for Te tA &
ne-Site Erasure Coding for Tenant A & (20033011709864740158)
4 Ignore

Three-Site Replication for Other Tenants &

=
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ILM Policies

Review the proposed, active, and historical policies. You can create, edif, or delefe a proposed pelicy; clone the active policy; or view the details for any policy.

| = Creaie Proposed Policy | | Wi Clone | # Edit | | X Remoye

Policy Name Policy State Start Date End Date
'®  Baseline 2 Copies Policy Active 2021-02-04 01:04:29 MST

Viewing Active Policy - Baseline 2 Copies Policy

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.

Rules are evaluated in order, starting from the top. The policy's default rile must be compliant.
Rule Name Default C« li Ti t Account

Make 2 Copies (§ v v Ignore

Simulate

2. 71 * /IR FERAPNENAVRBEBAN— N ME—E R,
BRTRNED 1 ANFHR, HETEEBE 64 MFER.

3. 11 * ERERA * FEHPRACIENENREMIRE,
BRFWNELD 1 DFF, HEFEET 128 MNFFo
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Select Rules for Palicy

Select Default Rule

This list shows the rules that are compliant and do not use any filters. Select one rule to be the default rule for the paolicy. The default
rule applies to any objects that do not match another rule in the policy and is always evaluated last

Rule Name

Default Compliant Rule: Two Copies Two Data Centers (8

Make 2 Copies (4

Select Other Rules

The other rules in a policy are evaluated before the default rule. If you need a different "default” rule for objects in non-compliant 53
buckets, select one nen-compliant rule that does not use a filter. Any other rules in the policy must use at least one filter (tenant
account, bucket name, or an advanced filter, such as object size).

Rule Name Compliant Uses Filter Is Selectable
Compliant Rule: EC for bank-records buckst - Bank of AB o » Yes

ceE

Non-Compliant Rule: Use Cloud Storage Pool Yes
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8. EEFTEMNE, HEEF * NA * .

HERTIF T HAEERAN, BOAMNAUTRE, EEEEMHRN, MRETERT — PRGN " default
"R, TZ AR A0 9 ERBE R R EIER S8 —HN,

ELRAIF, RE—FMN 2 copies 2 Data Center REVIAMN: EEaMEFREETHILESS, E_NIEE—
MM Cloud Storage Pool ;& E TfiEzs, BEREH.

Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Activate to make this policy the active ILM policy Tor the grid.

MName Compliant ILM Policy for S3 Object Lock
Reaszon for change Example policy

Rules

1. Select the rules you want to add to the policy.
2. Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule (and any non-compliant rule without a filter) will
he automatically placed at the end of the peolicy and cannot be moved.

i == Select Rules

Default Rule Name Compliant Tenant Account Actions
Compliant Rule: EC for kank-records bucket - Bank of ABC (8 v Bank of ABC (90767802913525281639) x
MNon-Compliant Rule: Use Cloud Storage Pool (8 lgnore ®

s Default Compliant Rule: Two Copies Twa Data Centers (5 ' Ignore x

9. HERAEBRIAFR A TT LUK RE 1 X Lo M B9 IR o

ERBERTHEOAFIN S A EHEY " default " N,

@ AN ILM RNBIRF Ef. BUERRE, FNKRMIAENRIFIRYHRIRE MTTERF
YR TS,

10. RIBFE. REMRET ¢ EMFRRIEPRFEZRVERMN, 1E55EEF * EEMRN * LURINE SN,
N. emfE, &EFE - F®E

LB EH "ILM Policies" TU:
o RFHREE B R NEINAIER, BINAIREE T iR HEAFNLS R HER,

° gtﬁﬂg’:}%ﬁﬁ *ARPA A0 OHUE 4R
o
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ILM Policies

Review the proposed, aclive, and histerical policies. You can create, edil, or delefe a propoesed policy, clone the active pelicy, or view the details for any policy.

< Create Proposed Poiic B4 Clone | | # Edit H ® Remove

Policy Name Policy State Start Date End Date
e Compliant ILM Policy for 3 Object Lock Proposed
' | Compliant ILM Policy Active 2021-02-05 16:22:53 MST
Non-Compliant ILM policy Historical 2021-02-05 15:17:05 MST 2021-02-05 16:22:53 MST
' Baseline 2 Copies Policy Historical 2021-02-04 21:35:52 MST 2021-02-05 15:17:05 MST

Viewing Proposed Policy - Compliant ILM Policy for S3 Object Lock

Before activating a new ILM policy

« Review and carefully simulate the policy Errors in an ILM policy can cause irreparable data loss

« Review any changes to the placement of existing replicated and erasure-coded objecis. Changing an existing object's location might resul in temporary resource issues when the new
placements are evaluated and implemented

See Managing objects with information lifecycle management for more information.

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size advanced filter to prevent objects that are 200 KB or smaller from being
erasure coded. See Managing objects with information lifecycle management for more information

Review the rules in this pelicy. If this is a propesed policy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change:  Example policy

Rules are evaluated in order, starting from the top. The policy's default rufe must be compliant

Rule Name Default Compliant Tenant Account
Compliant Rule: EC for bank-records bucket - Bank of ABC (& L {9076?2;;;10;;85281639)
Non-Compliant Rule: Use Cloud Storage Pool (5 Ignare

Default Compliant Rule: Two Copies Two Data Centers 4 v Ignore
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* Simulation ¥R [EIFLERINBY 2R, EHEM N FENEIRIFRIEEREXHEN. EaILiEI SN &R
HEZFAEEETREERZE .

* MREBEAT S3 A, WRARRIERBHBIARAIRIARES

p
1OERHATIIN, ARRFEINAIER,

LRI Ry SRBS A = AN
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Before activating a new ILM policy:

» Review and carefully simulate the policy. Errors in an ILM policy can cause ireparable data loss.

« Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource issues when the
new placements are evaluated and implemented.

See Managing objects with information lifecycle management for more information

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.

Reason for change: Example policy

Rules are evaluated in arder, starting from the top.
Rule Name

Default Tenant Account
Tenant A
% #
L (94793396268150002343)
PNGs OF Ignore
Two Copies at Two Data Centers (3 s Ignore

2. EBFEMEINY,

B BARIN ILM SR X IEAE,

3. MR FEH. WAVAITRAISIFHED B/ KREASWIft B/ RBIR. AFRERI
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MREENHRERBEN, WEER—FHES.

: Object photosftest

Object ‘photos/test” not found.

Simulate

4 EENER T, WIS TXREATS ERRIAN.

FtRfBIR. BER Havok.png M Warpath. jpg WREBEEX-menfFINIEMITEL, o Fullsteam.png
R, HRAREHE series=x-men AP TEHIE. KS5EX-menFINILE. BEESPNGsHINEFHILE, REM
AR, ERAX=PRESEHFIN LA,

Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object

Simulation Results @

Object Rule Matched Previous Match

photos/Havok.png X-men (4 *
photos/\Warpath jpg X-men (8 o
photos/Fullsteam.png PNGs (% *
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EUERBIR, EEFHNHENDERPRRMARGREIN * RF) ILM 568 * o IEERBEEE="N, d0FFR:

© MM < FmANENA, BN bucket-A* BE, {UEBTF bucket-a FHIITR
* FEZTFINISE: EC objects_1 MB]. iEM%5 all bibut filters on objects KAF1 MB.
* BENMUZZGARN, REEEATHIESS.
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Viewing Proposed Policy - Example ILM policy

Before activating a new ILM policy:

« Review and carefully simulate the policy. Errors in an ILM palicy can cause imeparable data loss.

» Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temperary resource issues when the
new placements are evaluated and implemented.

See Managing objects with information lifecycle management for more information

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size advanced filter to prevent objecis that are 200 KB or smaller from being
erasure coded. See Managing objects with information lifecycle management for more information.

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the pelicy and then click Activate to make the policy active.

Reason for change:  Example policy

Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account
Two coples, two years for bucket-a (& s
EC objects > 1 MB (& -
Two copies, two data centers (§ b —

B
1 RN HRTF RIS, BT

HEEHRE BRI ILM SRBEITIEAE,

2. FERRFERP. WANIKKT ROSIFED BR/ITRBIASWIft BB/ RB. AFRERI
HEBPR B RING R, HARER T REEH S ENHE S 3 RITECHIAN,

Simulate ILM Policy - Example ILM policy

Simulates the active ILM policy or, if there is a proposed ILM policy, simulates the progosed ILM policy. Use this simulation fo test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object | my-bucket/my-object-key or my-containermy-object-name
Simulation Results @

Object Rule Matched
bucket-a/bucket-a object pdf

Previous Match

Two copies, two years for bucket-a (4 ®
bucket-bftest object greater than 1 MB pdf EC objects >1MB (§ ®
bucket-hitest object less than 1 MB pdf Two copies, two data centers & x

Finish

3. WIAS M RHE LA ERRIAN##1T L,
TEUER B!

a. bucket-a/bucket-a object.pdf BIEFAILEFE—NRM. NS FHBIFRIFITIHIE bucket -

Ao

b. bucket- b/test object greater than 1 MB.pdf {UFH bucket—b\ At 5 F—F N AT
fid. M@ E ZEMMNERTE, ZMUWEKTF 1 MB BIXTRH#ITIHIE,
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C. bucket-b/test object less than 1 MB.pdf SHIFMNAFTHIESSALE. FIEBEEKIA
MUBE. ZHN A S EETHERR.
) 2 0 RRIMERINAY ILM RERES IR E T HEE
LRI B R T AR SR BS B a0 Rl S HEZ IR LA B RS R

FEIRGIR, EEED BT * RS EREATERASR series=x-men AP THIENRR, EESUT=1
KOy ;

* F— TN PNGS* BT ImE UL RNEARI . pngo
* BN X-men*(CERTFHAAMTHIERERINR series=x-men AF TR,
* &E—FAN * mORIAR N HESO * ZFRINAN, EESHIFH NN LENERNR.

Viewing Proposed Policy - Demo

Before activating a new ILM policy

» Review and carefully simulate the policy. Ermrors in an ILM policy can cause irreparable data loss.
* Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource
Issues when the new placements are evaluated and implemented

See Managing objects with information lifecycle management for more information.

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change:  new policy

Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account
PNGs & Ignore
Tenant A
b & (A
mea 5 (24365814597594524591)
Two copies two data centers (§ v Ignore

o

p
1 RN HRF RIS, BT
2. B WRFERP. WAL RHSIFHED BRI RBIAHSWIft BB/ ITREIR. AERTHED

AT B REINER,. HER Havok.png WRES* PNGS*#E N ITED,

Simulate ILM Policy - Demo

Simulates the active ILM policy or, if there is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object my-bucket/my-object-name or my-container/my-object-name Simulate
Simulation Results ©
Object Rule Matched Previous Match
photos/Havak_png PNGs (O x
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B2. FrERNFN Havok.png AFMHIRAIFTRZ* X-men*FL NI,

3. BMRNRIEIER , BEXNMUERHHRF.
a. BE SR AR AIEINILMERBE DU E
b. B YRI5~ LSRRIt SREL,
C. & X-men FNFHEENEIFIZRTAER,

Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it iater as required. Click Simulate to verify a saved policy using test
objects. When you are ready, ciick Activate to make fhis policy fhe active ILM policy for the grid.

Name Demao
Reason for change Reordering rules when simulating & proposed ILM policy

Rules

1. Select the rules you want to add to the policy.
2. Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved.

! == Select Rules

Default  Rule Name Tenant Account Actions
L4 X-men (8 Tenant A (487139951949278125686) x
& PNGs (8 - x
s Two copies, two data centers & = x

A B R
4. B,
FUSREEHENERERIAAIAINS, HETROENER, FUROP, HNLETIER

Havok.png B, MERIFIZIHERICECX-menTTEHEMN. £—PILECHIER PNGs M5 E—MEMRRY
MR ILEC,

Simulate ILM Policy - Demo

Simulates the active ILM paolicy or, ifthere is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object my-bucketimy-object-name or my-container/my-object-name simulate
Simulation Results @
Object Rule Matched Previous Match
photos/Havak png ¥-men & PNGs (& b3

@ NREEBEERERBIUE L, WAILEHTEGEREMNREE, MEAHEMBNNA
KB,
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Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object my-bucket/my-object-name or my-container/my-object-name
Simulation Results @
Object Rule Matched Previous Match
photos/Beast.jpg Two copies two data centers (& »®

NFMAI RS R P AIFRHAFE N ALED, WA E RSP E MR H B EE IR,
pZ

1. ﬁ?ﬁmﬁmmﬁﬁmmu\ BREMNZHMREZ FAEEERUEERNILE (§ BTN ERIEE

2. EEMNBEFAKS, SENERHER T,
EMRAEIR, X-men MU THIEEEHIR, THEERAN "x-ment” ", TAZE "x-men.” "
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X-men

Ingest Behavior: Balanced
Tenant Account: 06846027571548027538
Reference Time: Ingest Time

Filtering Criteria:

Matches all of the following metadata:

User Metadata Series equals ¥-men‘

Retention Diagram:

Trigger Day 0

AlEEED b i [

Duration Faoraver

Close

3. BRRILTHIR, FIRINTPAIREELLFIN
° NRMN BRI ERBEAI—ERSY, MIBTLASERRUEAEN, W R] LAMERBEERMIBRIEFAN , SAIEX E#H1T4miE,
° YIRMNZ BRI —EB 5, M ZUIMN, SR aedmiEEEn R PRI SR KSR SREE S

B
1IN Description
Se R LEEE X ILM * > I <,

ii. SEFRRERBFN, AEEE TS

ii. FHRERNEE. RERERES

V. R < ILM * > * BRER *

VOEFEINERES. REREYRE"

Vi, BRI,

vil. ERFIFINAEERE. BUBEPREMNNEIEE. AERE A
vii. B * {RTF
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JFEIN Description
YmiEFI LB, ARRE RE
i. B2EHMPREAT % ZRIPRRERIFN. BRERES
i S * ILM * > * 0 * o
v, EERRIERIMN. AERERE
V. ERAERNER. ARRTRE
Vi FERR < ILM * > ¢ BRER ¢
vil. SERZINHIR,. ARRETRE"
viil. FEEREIFERMMN. BHVA AEREHRETS

4. BIRHATIRIL

@ BT EFHL "ILM Policies" TIE IAZRBLEFN, FULLARMEIMBANNRBARBET. &
WINE A RBIZ o

gflttﬂ_'\ﬁuq:'\ FIFEHIX-menflNIPESILAL Beast . jpg BFHIXNR series=x-men AFTTEIE. W0
AAo

Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Dbject
Simulation Results ©
Object Rule Matched Previous Match
photos/Beast.jpg ¥-men (& ®
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BUEETRY ILM SREREY, StorageGRlD fEAEKREEFMBENSR, SEINAENRMIHNE
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KXFUIAES
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* MNRBHITHRBSE XA RSB RTFANE, WRABAEREMNETRITUAGE, XEBERT =K.

f5lan, WMREHEFRIBERZWNEISAN, MAZ=EIAMN, NHREEIFIRIEH “Active , ~", B
RETERETRENBETRRE, EF2EXN.

p
1. ERFHERINARIRS. I57E"ILM Policies"TUE LIRFZ IR, AFRETHE
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IR RBER—FREEHR, RTIEHIASEEREERINATRE,

A Warning

Activate the proposed policy

Errors in an ILM policy can cause irreparable data loss. Review and test the policy carefully before

activating. Are you sure you want to activate the proposed policy?

MR REEHIFAFN AL KAREN R, WEHSHEPRETR—FIRT. FERFH, RETEEERIIA
MG 2 EEMFRENR, EHBFEXSEREAN 2, UHIAERDRSZEINCENEANREE 2 £
[& M StorageGRID A ffiB&.



A Activate the proposed policy

Errors in an ILM policy can cause irreparable data loss. Review and test the policy carefully before activating.

The default rule in this policy does not retain objects forever. Confirm this is the behavier you want by referring to the retention
diagram for the default rule:

Trigger Day 0 Year 2
= [
Dc2 [.11
Duration 2 years Forewver

Mow, complete the following prompt:

Any objects that are not matched by another rule in this policy will be deleted after years.

Are you sure you want to activate the proposed policy?

o f

2. B HRE
&
BUEREY ILM KBRS

* tEERBRTE "ILM Policies" TUE LRIRFE R "Policy State Active" . " FFIGHHR " £ BIERREAECERER
Fnagia,

ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or delete a proposed policy; clone the active policy; or view the details for any policy.

= Create F'roposedF'oIic:y”l’i Clone | # Edit | | ¥ Remove
Policy Name Policy State Start Date End Date
*  New Policy Active 2017-07-20 18:49:53 MDT
" Baseline 2 Copies Policy Histarical 2017-07-19 21:24:30 MDT | 2017-07-20 18:49:53 MDT

* B ERFRIESIRRES, HERBKTA "HE". "FIRAH "M " ERAMH " FERATETREEMAR
R FEEPIRSURABS A BE K.

BXER
"5 6 . ECK ILM SRER"

ERXN RITHIEE I INEILMERRES

BUE ILM KRR, ROERRMENMNILFTREN StorageGRID &%5, A, EBNHITHRIT
BUEEH, UMIABIAZIETHEACIERN, HREEERNMUE,

BFEENRS
* BHMAB— M RFRIFRRF, ZAMRTFRIUELA TR Z—:

° *UUID * . WRABAE—ITRRT. UEAGHREAN UUID
° *CBID* : StorageGRID It RHIME—IRIART, ErIUMEZBAERIKENZRA CBID , MAEEAE

365



p

H CBID .

° * S3 EFHEDERMMRER * | B S3EOHANRE, FFENAEFEREEIIRIRN RN

MNERERAR,

° * Swift BIIMMRZM * 1 BT Swift REMMANRE, ERENAREFRBERRSMINRIMAEGTHK

FREMIRIRIT R

1. EEHANR,
2. 3T ILM >* W RITHIEE .
3. 7E * #RIRTT * FRPBANRIVIRIR,

@A s\ UUID , CBID , S3 fFEER / WREASK Swift B / WRZ,

Object Metadata Lookup

Enter the identifier for any object stored in the grid to view its metadata.

Identifier source/testobject Look Up

4. BEHERS
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System Metadata

Object 1D ATZ2ESEFF-B13F-4905-9E9E-45373FEETDAB
Mame testobject

Container source

Account 1-1582139188

Size 524 MB

Creation Time 2020-02-19 12:15:59 PST

Maodified Time 2020-02-19 12:15:59 PST

Replicated Copies

Node Disk Path

9957 ivarftocallrangedb/2/p/06/ 0B 0nMEHS TFEnQQ)ICV2E
99-99 fvarflocalirangedb/1/p/12/04/00nMEHS I TFBoW2BICXG%
Raw Metadata

"TYPE"L TCTHI",
"CHND™: "AlZE9GFF-B13F-49@5-9E9E-45373F0ETOAE,
"MAME": "testobject”;
TCEIDT: "exSB2IDEVECTCIBLIG",
"PHND": "FEABAES1-534A-11EA-9FCD-31FFERC30058" ,
"PRTH™: “source”,
"META": {

"HASET: {

“"PAWSS: =27,

S. MIANRFHEEMRNMUE, HERIEMRMEIZAEE,

WMRBAT Audit 12, NEe] U EIEEZEEPREEET 7 "ORLM Object Rules"
@ Eo ORLM EH*Z}H%'\_JL,UJE?E@(’%% ILM ﬁfﬁlﬁz’lﬂtuﬂ’hﬂlﬂif;‘%, BREEREREEX
S(T%%GEHE% SIEFEE ILM SREER T REMNER. BB o# Tib. BXFHAER.
RNEXTHREZHENER.

HEER
"EEHEZEE"
"{FF S3"
"R Swift"
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EFSHE] LM SINFNRZTEE, 1BMERAATeeERBYER ILM FLN,

EREHNE

© EYRERRBN SR SRS SR,

© EURAERENSIIR,
SIRFA LM AR BT EAEE RN M HBE G, WFEESEIS. MRBEBBIHER
HEBEE) ILM AN, AAUERITI TSR

() 1 mmEmEmEER RS,
2. KERBEERIIER ILM A0,
3. R7F, WAIBCEHEES, LUBRNSETIEARA.

HIE
1T3EEF*ILM * > * F0 *
2. EEEMBRIFNAIRE B,

FIALERNSRTEEED ILM SREREEZINAY ILM SRESP{EA,

3. WNREBMPRBIMNRTEEAD, HEFRIZHFERE * R * o
4. % 5F * HRRE * BRIAEMIRR ILM FLM,

EEBREAER ILM R0,

NRMIERAGSERBEFEAAN, NZETR @ EERBINSETRHNENR, RIS
A SERMo

Viewing Historical Policy - Example ILM policy

Review the rules in this policy. If this is a proposed policy, click Simulat
: Reason for change:  new policy

Rules are evaluated in arder starfing from the fon

Rule Name
This is a historical ILM rule.
Historical rules are rules that
2 copies 2 sites) (3 &  were included a policy and then
edited or deleted after the policy
became historical.
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ILM Rules

Information lifecycle management (ILM) rules determine how and where object data is stored over time. Every object ingested into the StorageGRID Webscale is evaluated
againstthe ILM rules that make up the active ILM policy. Use this page to manage and view ILM rules. You cannot edit or remove an ILM rule thatis used by an active or
proposed ILM policy.
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Edit ILM Rule Step 1 of 3: Define Basics

Name JPGs

Description

Tenant Accounts (optional) Tenant-01 (16229710975421005503) H Tenant-04 (83132053388229808098)

-
Bucket Name contains ‘v | az.01

/~ Advanced filtering_... (0 defined)
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Viewing Historical Policy - Example ILM policy

Review the rules in this policy. If this i= a proposed policy, click Simulat
Reason for change: new policy

Rules are evaluated in arder starting from the ton

Rule Name
This is a historical ILM rule.
Historical rules are rules that
2 copies 2 sites) (&  were included a policy and then
edited or deleted after the policy
became historical.
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ILM Rules

Information lifecycle management (ILM) rules determine how and where object data is stored over time. Every object ingested into the StorageGRID Webscale is evaluated
against the ILM rules that make up the active ILM policy. Use this page to manage andview ILM rules. You cannot edit or remaove an ILM rule thatis used by an active or
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NetApp® StorageGRID® Help ~ | Root + | Sign Out

Dashboard " Aleris ~ Nodes Tenanis ILM -~ Configuration - Maintenance - Suppaort -
Dashboard
Health @ Available Storage @

4

Data Center 1

No current alerts. All grid nodes are connected. Overall = )
Used
Information Lifecycle Management (ILM) © '
Dala Center2 5
Awaiting - Client 0 objects '
Awaiting - Evaluation Rate 0 objects/ second B
Scan Period - Estimated 0 seconds B 29 TB
Protocol Operations @ Data Center 3 =

S3rate 0 operations/second 1§ Free

Swift rate 0 operations / second 5
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StorageGRID with S3 Object Lock setting enabled

StorageGRID S3 tenant

Bucket without 53 Object Lock Bucket with S3 Object Lock
Objects without Objects with
s3 client retention settings retention settings
application <

Objects without
retention settings
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Grid
Administrator

Review considerations for
53 Object Lock

Is
default rule in
active ILM policy
compliant?

Enable global
53 Object Lock setting

— Create new proposed

v

Maintain compliant ILM
rules and ILM policy

Create new default rule
that keeps at least two
copies forever

l

ILM policy and activate

Tenant User

v

Review considerations for
using 53 Object Lock

Is the global 53
Object Lock setting
enabled?

Create bucket with 53
Object Lock enabled

v

Add objects and specify
object-level retention
settings

v

As required, change
retention settings
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Administrator
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+ Create | | B Clone | | # Edit | | ¥ Remove

Name Compliant Used In Active Palicy Used In Proposed Policy
2| Make 2 Copies ' +
'®  Compliant Rule: EC for objects in bank-records bucket J

‘0 2 copies 10 years, Archive forever

() |2 Copies 2 Data Centers +

Compliant Rule: EC for objects in bank-records bucket

Description: 2+1 EC at one site
Ingest Behavior: Balanced
l Compliant: Yes l
Tenant Accounts: Bank of ABC (94793396288150002349)
Bucket Name: aquals 'bank-records’
Reference Time: Ingest Time
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Comphiant rule: 2 replicated copies at 2 sites

Description: 2 replicated copies on Storage Nodes from Day 0 to Forever
Ingest Behavior: Balanced
Compliant: Yes
Tenant Accounts: Bank of ABC (94793396288150002349)
Reference Time: Ingest Time
Filtering Criteria: Retention Diagram:
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Buckets

Create buckets and manage bucket settings.

1 bucket Create bucket

Name = S3ObjectLock @ [+ Region + ObjectCount@ = Space Used @ = Date Created =

bank-records v us-east-1 ] 0 bytes 2021-01-06 16:53:19 MST

1
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53 Object Lock Settings

Enable 53 Object Lock for your entire StorageGRID system if 52 tenant accounts need to satisfy regulatory compliance requirements when saving object data. After this sefting i= enabled
it cannot be disabled.

$3 Object Lock

Before enabling 53 Cbject Lock, you must ensure that the default rule in the active ILM policy is compliant. A compliant rule satisfies the requirements of buckets with 53
Object Lock enabled.

« It must create at least two replicated object copies or one erasure-coded copy.
« These copies must exist on Storage Modes for the entire duration of each line in the placement instructions.
» Object copies cannot be saved on Archive Nodes.

At least one line of the placement instructions must start at day 0, using Ingest Time as the reference time.
At lzast one line of the placemant instructions must be "forever”

| Enable 53 Object Lock

INRIEEEATAINRAR StorageGRID ERAT£BEMMIKE, NtITEHFES U T EESIL

The 53 Object Lock setting replaces the legacy Compliance setting. When this setting is enabled, tenant users can create buckets with S3 Object Lock enabled.
Tenanis who previously created buckets for the legacy Compliance feature can manage their existing buckets, but can no longer create new buckets with legacy
Compliance enabled. See Managing objects with information lifecycle management for information
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Enable 53 Object Lock

Are you sure you want to enable 53 Object Lock for the grid? You cannot disable 53 Object

Lock after it has been enabled.
o
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422 Unprocessable Entity

Validation failed. Please check the values you entered for errors.

The default rule in the active ILM paolicy is not compliant.
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@ Error

503: Senvice Unavailable

Unable to update compliance settings because the changes cannot be consistently applied on
enough storage services. Contact your grid administrator for assistance.
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ERALER, BRITUTIE:
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Edit ILM Rule step 2 i 3: Define Placements

Configure placement instructions to specify how you want objects matched by this rule to be stored.

Two Copies Two Data Centers

Reference Time Ingest Time v

Placements @ 11 Sort by start day
Fromday @ 0 store | forever v m fleinns
Type | replicated v Location || Storage Pool DC1 H Storage Pool DC2 Add Pool Copies | 2 E *

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information

Retention Diagram @ T Refresh
Trigger Day 0
S eine O I —
Storage Pool DC2 ﬂ ;
Duration Faorever

Came' m m
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Create ILM Rule step2 of 3: Define Placements

Configure placement instructions to specify how you want objects matched by this rule to be stored

EC for 53 bucket finance-records

Reference Time Ingest Time v

Placements & 11 Sortby start day

From day 0 store | forever v m

Type | erasure coded v Location | All 3sites (B plus3) »

Copies | 1 + =
[+]

Retention Diagram & 2 Refresh

Trigger

All 3 sites

(6 plus 2) ] N >

= B

ILM ZRB&RM5) 1
& o] LUEIT StorageGRID RAIKITEZRME AT ILM K& ; BLFF L, KZE ILM KEREREEE,
Zuh S FRFAEVEEY ILM SRR REEIELATT ILM L
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it tater as required. Click Simulate to verify & saved policy using test
objects. When you are ready, click Activate to make this policy the active ILM policy for the grid.

Marme Object Storage Policy
Reason for change new proposed policy
Rules

1. Select the rules you want to add to the policy.

2. Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved

[ 4 select Rules |

Default Rule Name Tenant Account Actions
EC for $3 bucket finance-recards (§ Ignore x
L Two Copies Two Data Centers (5 Ignore x

5l 2 © BF EC MRA/NFIERY ILM R NIF] SRES

&R LUER LU R AN SRBEE A R R E X —1 ILM RE8, RIS RK/NHITIH
LU E B INRY EC E3K,

@ T ILM MNFREEOATRE. BBE ILM NG EE M. TAEMRIEZAT, BRINEINRY
RE&, HIACHRIEITIE, UMLEREER.

ILMERIRAGI2: 3 AF200 KBRIFRE XN R EREC

EERBILMAR IR FRIG 33 K F200 KB (0.20 MB)HIFRE I R#HTT4REDo

MTE X ThE

AR 2 R {XFREC35>200 KB

SEYE) FH\ETE]

R R AN EITERTHIE HRA/INMB)AF0.20

NERE A= bR eI 2+1 A4S EIZS
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Advanced Filtering

Use advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (33 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter,

EC only objects > 200 KB

Matches all of the following metadata:

Object Size (MB) j greater than j 0.2 :I x
*

Cancel Remove Filters

MBS E A =it R elE2+1 AU R RIE RIS,

EC image files > 200 KB

Reference Time Ingest Time v

Placements © 1 Sort by start day
Fromday | 0 store | forever v m |—|
Type | erasure coded v Location | All 3sites (2plus 1) v Copies | 1 + =

Retention Diagram @

2 Refresh
Trigger Day O

All 3 sites

{2 plus 1) ) I >

Duration Forever

ILM AN 2 7= 2 0 WANERIEIZ

LR B ILM ARG IR E RIS, MARNRANHITIRIE, RN ZREEPIE M. BHFILMEL
1A FI2HEL PRI ART200 KBEIXW R, EILILMALN 26977 5121% 7156200 KB E/NHER TR WK
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SE B8] PN
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Create ILM Rule Step 2 of 3; Define Placements

Configure placement instructions te specify how you want objects matched by this rule to be stored.

Two replicated copies

Reference Time Ingest Time v
Placements © I Sort by start day
From day ] store | forever v m |L'- MO |

Type | replicated ¥ Liocation | DC2 * | Add Fool Copies | 2 + | %

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more

information.
: - ~
Retention Diagram & 7 Refresh
Trigger Day 0
e 5 I
Dcz Ej [ y
Duration Foraver

3
T2 EYILMEERS . 34 KF200 KBRYITREFREC

ELRBIZREEH. KF200 KB R=HITTLUMED. RASNFIEHEMYREIERNEHIRIZ,

IR FIILMEREE E2FE LR ILMAR ©

* JATF200 KBRIFAE MW R T MR,

* NRWNEREE—NLMANARTE. BEBRRINLMAN A ZTREZER DN EHEIZ. HFHAN1EMEHK
F200 KBEIX SR FLLFLN 2/ 75326200 KB B/ NEERT R WK,
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Activate to make this policy the active ILM policy for the grid,

Mame EC only objects = 200 KB

Reason for change Do not erasure code small objects

Rules

1. Select the rules you want to add to the policy.
2. Determine the order in which the rules will be evaluated by dragging and dropping the rows. The defauli rule will be automatically placed at the end of the

policy and cannot be moved.

| 4 SelectRules

Default Rule Name

EC only objects > 200 KE(§
v Two replicated copies (8

Tenant Account Actions
lgnore x
Ignore ®

T 3 0 T EATHORIPBRIZ ST ILM ALTAN 2R
AT LARE A LA T R IR MIAD SRBE KA (R A F200 KBRYBRISHITLUMIZRED . FH LA/ \HIAR

BRENE="E17%

@ T ILM BIMFISRER N ARG, ECE ILM MNBYSEE 20, ERAUERREEZ A, BRI
RE&, UHIACHZTEITIE, UMLEREER.

ILMFNM. 51303 XFAF200 KBRIBRE S EREC

HER B ILMAR I 5 R S 2R T 1R THRE RS A F-200 KBRYFRH BRGS M 1 THRFR D,

MR RE X
AR R

SE 8]

BRI SR Ihik

MIFRAINHI TR HE

RNERE

E
ECBR&SZ (4> 200 KB

PN
P e R R B ST IR
HHRA/NMB)AKTF0.2

ERA= MR 2+1 ARRIDRI A
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Advanced Filtering

Lse advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (53 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter.

EC image files > 200 KB

Matches all of the following metadata:

User Metadata j type equals +| image

0.2 =

e Lo
+ [+
x| [x

Object Size (MB) j greater than

[+] %

Cancel Remove Filters

BTN B EENREPHE—FAN. FUMRFDRERSSNRAT200 KBREAT7R RE-

EC image files > 200 KB

Reference Time Ingest Time v
Placements © 1 Sort by start day
Fromday | 0 store | forever v m |—|
Type | erasure coded v Location | All 3sites (2plus 1) v Copies | 1 + =
Retention Diagram @ T Refresh
Trigger Day O
i )
(2 pioe e >
Duration Forever

ILMAMI2RGI3: FoFE RIS E 513 Bl
IR UL MAL NI FR R 4 b e SR 5 TE B2 2 IRIBRIR S 1

MMTE X THHE
B i 3P BRIR B

SERT8] FHNBYE]

PP TTEsiER S 4 ik AP TR B E T IRIR X 1
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Advanced Filtering

Use advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (33 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter,

3 copies for image files

Matches all of the following metadata:

User Metadata j type equals j image X
x

Cancel Remove Filters

ﬁ?%ﬁﬁqﬂﬁ’ﬂﬁ%‘—ﬂ\%ﬂME‘,—%kﬂ:ZOO KBRIBRE S ILED. FI XN E 157 BA{E A F200 KBELE/NHIBRIR X

3 copies for image files

Reference Time Ingest Time

Placements & 1t Sort by start day

Fromday @ o store | forever v |

Type | replicated Y| Location “[)01 |[Dc2 < | D3 * | Add Pool Copies | 3 + x|

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap See Managing objects with information lifecycle management for more
information.

Retention Diagram @

2 Refresh

Trigger Day 0

Duration Farever
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T 3 FREY ILM SRBS . EIFtIRIFARESIM

LRI, ILMEREEEEAR =NMLMAM EUEZE—RBE. X AT 200 KB (0.2 MB)BYBRIER S+ #H1THRFRIRED
79200 KBERENHIRE X HEIZERIBIZA. FHAEFIEREHLIZM N EREIZ,

HERBIILMERBE B1 & PA1T LA 4R (EBIRLNY -

* JATF200 KBBIFFH BRIG S {4 31 THRERRED
* NERERREXHEIB =1 EIZ(B1200 KBELE/NHIBRER).
* FERGARLN R A FAEARIR I R (BIFAH IFBRE S )o

Viewing Active Policy - Better protection for image files

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.

Reason for change:  ILM paolicy for example 3

Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account
EC only objects = 200 KB & Ignore
3 copies for image files (4 Ignore
Make 2 Copies 5 v Ignore

T4 S3 ARASIIRAY ILM RLNFISRES

NRIEHY S3 FESERE B ARAES], MeTLUBEETE ILM REEPE SR * IEHR1RTE *
ERZE R E RN EEIE LRI RS,

AR, &R LOEE 3 3F A0 R A fE A R E R E i BARIT I A= 5 B RE AR FEE

@ IR ILM AEANSRBS Bl ECE ILM MBS ER Zid. ERUEHREEZ AT, BIRINEINEY
RE&, HIACHRIEITIE, UMLEREER.

@ NREBQNE ILM REEREBI LRI RRA, EER, ERIILERE, EATAEX KRR
UUID 8¢ CBID . E&EMRAY UUID # CBID , BAEMNRINASHRSHERNRTHIEE K.

BXER
"SfATI PR AR A4 BY S3 X R"

"ERAXN RITEIEEIUIEILMREE"

ILM FR0 1 7Rf) 4 0 REFE=EIE 10 F

RG] ILM RSB I W RN EIRFEE=TEIERO, 745210 &F
HHNRFERTR FIENSR, TILENREERRAES,
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Create ILM Rule step 2 of 3: Define Flacements

ThlE
=EfE, DAITRENZESC, 25087 DC1, DC2# DC3

o

=PEIA+E

ETPNNIE]

MEDC2, —MEDC3, 10 FfE, HFXRIFAERIZ,

Configure placement instructions to specify how you want objects matched by this rule to be stored.

Three Copies Ten Years
Save three copies for ten years

Reference Time Ingest Time

Placements ©

v

It sort by start day

Fromday | 0 store | for v 3652 days i:___|

Type | replicated v e ||DC1 |[pc2 * |[pe3s | Add Pool Copies | 3 . Ex

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. Ses Managing objects with information lifecycle management for more

information

Retention Diagram &

Trigger
pel
pcz
Dca
Duration

Day 0 Day 3652

i
]

3652 days Forever

ILM A0 2 7R 4 @ B IERIREBIERE 2 F
HERMG) ILM MRS S3 ARA X RN R4S B &7 E 2 &

BT ILM N 1 SR ROFAERAHITIER TS LI, EIEHMENES— M RNRTEE S EFRIERHAR
7o HERNFSSE BT EIGEA * FFHRIATE * E,

LRI, NEFERTIFRMRAER, XERIAFFEME,

MMTE X
e

TBHE
MNEREM, 2AITFARRIEIEFRC, 755275 DC1 M DC2,
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RNEHRE FERMN TS FEE (BDMNSRIRAR IS RIRREZ BFI8) BI% 0 X

» BN EHAINRRENERRIARE 2 £ (730 X) , —M7E DC1
B, —MEDC2 H, 2 FfE, MFRIFRIFRZ

Noncurrent Versions: Two Copies Two Years
Save two copies of noncumrent versions for two years

Reference Time Noncurrent Time ] v

Placements € 11 Sort by start day

Fromday | o store | for v | 730 days m '

Type | replicated ¥ | | ocation ‘ DC1 Add Pool copiss | 2 + =
Specifying multiple storage pools might cause data to be storad at the same site if the pools overlap. See Managing objects with information lifzcycle management for more
information.

£ Refresh

Retention Diagram @

Trigger Day 0 Year 2
= wl
pcz2 C:1 B o
Duration 2y Foraver

ILM SRB&RG 4 © S3 ARAXWR

NRBUS HrihRARERN S NEENREVIBMA, NER * IELFIETE * (FASZ0ERIMN BT ERE
ILM ZRB&H, PAIEBERERT S RhikZ<BIRN,

S3 RASITRAY ILM SRES BT e G213 LA ILM #R
* NENWRIEMAKIE GER) AT RHIEREREAZ B, RERE,

@ ENATFHANRRARFN Z 5, JELHFIEEFNARERERRER, S, FEHFIHNR
FRASREKIEA = 5 3F 2 AR MR N IS,

* HAH, SIE=AEREER, AE=TUEFOFHNE N EEEROEHE—TEIE BRI RREHEIAR
¥ 10 £,
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Configure ILM Paolicy

Create a proposed policy by selecting and arranging rules. Then, save ihe policy and edit it tater as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Aclivate to make ihis policy fhe active ILM policy for the grid.

Mame ILM Policy for 33 Versioned Chjects
Reason for change store 3 copies of current version for 10 years and 2 copies of noncurrent versions for 2 years

Rules

1. Select the rules you want to add to the policy.

2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved

| == Select Rules

Default . Rule Name ) Tenant Account Actions
l Noncurrent Versions: Two Copies Two Years (3 lgnors x
U4 Three Copies Ten Years § Ignore x

The default ILM rule in this policy does not retain objecis forever. Confirm this is the behavior you expect Othenwise, any objects that are not
matched by another rule will be deleted after 3652 days.

IEPALL R B SRREEY, A& IR0 NPT &R

* B MBI EFERTNH SRS, NRIELFRIRAET 2, W ILM SEEARBI (3FL450
KRS HORR G BIASH 2 MV ERIES) -

@ BEINAEYFINRARA, DIEHIZAMRAR UUID 8 CBID » BAWNRIINRHNR, BF
B AEARNRTHIEEFREIRE UUID # CBID

* YHIRRARAE SE - MNLE, YEIRRATEE 10 €5, LM IRRRINI—MIBRREEA R
LEIHRAS, FHESAINIRIRARAS " noncurrent.” TRHLT ILM kRS, HAFBHARASIESE— T
Bd. ik, DC3 LEYREIZISHER, DC1 M DC2 LHFMBIAEEENE 2 &,

HXER

EFN R TR E IO L MEEEE"

5 0 AFFAEHATAH ILM MINIFERS

LRI ATE RN AR fiE AR o B e 2s AN P AR BV BN TT A RBA LE W RIRTF AR E SR O B

TS, ETFERNEAETRESENER, AHEFERBELIMERENR. HttWR, SEkKEHM
HEAKFPBRFIENSR, PIUFMHEEEREER OSEESIETR .

@ T ILM SIMNFISRER N AR B, ECE ILM MNBYSEE 2, ERUEMRESZ AT, BRI
RES, LUBINERIRTTHATIIE, UMLERBEER.
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Strict ingest to guarantee Paris data center

Description:

Ingest Behavior:

Tenant Account:

Reference Time:

Filtering Criteria:

Strict ingest to guarantee Paris data center
Strict
Paris tenant (25580610012441844135)

Ingest Time

Matches all of the following metadata:

System Metadata

Retention Diagram:

Trigger

Duration

Location Constraint (53 only) equals gl-west-3
Day O
HEL e ] I
) I

Forever

ILM #L0 2 7~f51 5 FEEMT RN

LR ILM BNERFEAIT AN E— MU FLERE RN R EEE ILM 0E, FFES LN AR
NSRRI EIA—NEREZIERC, —MEEREIEF O MRTALEVHRILAN, WK IS EIZ4

FEEEATRAIE,

LENER T B T EAAFNEAXKENER TR WK

MME X
VRl v

Tt

B i

SE B8]

ThlE
BB

RIETE _

DC1 (E%) M DC2 (XE)

2 DRI 2 NERIEHIC

BT

EE 0K, AN EHIRIAKAREERMNEIEFRLC

. SIRATRE, SULMENIITECAI SOFARIERIN B B B I T E
BN, SEEAFAEIRIRE R,
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2 Copies 2 Data Centers

Description: 2 Copies 2 Data Centers
Ingest Behavior: Balanced
Reference Time: Ingest Time

Filtering Criteria;

Matches all objects.

Retention Diagram:

Trigger Day O
s (]
e Wl 0
Duration Farewver

ILM 5B 6 1 EEHAITH
T ILM SREREER N B A RREHNIT AR,
ERARMAREEFNIT AR ILM REEPTREEFELLT ILM REN:

s (VEERBUEFOEMERE T PARIS fHF B S3 FED ERXIFIZRE S EU-west-3 ( PARIS ) BIXR, AR
PARIS #iBFROARIE, NI EHH N

* R AR (BEBETEREFEAEFRANEBREKENNER) FHEEXEHEROMBREIERC. M
REFRERERS, BEEATBMUELZIRIEIZ,
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and adit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Activate to make this policy the active ILM policy for the grid.

Mame Example policy for Sirict ingest
Reason for change Do not store certain objects for Pans tenant in US

Rules

1. Select the rules you want fo add to the policy.
2. Determine the order in which the rutes will be evaluated by dragging and dropging the rows. The defaull rule will be automatically placed at the end of the
policy and cannot be moved

| 4 Select Rules
Default Rule Name Tenant Account Actions
Strict ingest to guarantee Paris data center (§ Paris tenant (255680610012441844135) x
L4 2 Copies 2 Data Centers (8 lgnore x

BINRAIRESET, EHERN TGRSR
* BF PARIS A H S3 FE D ERXIHIE B /1 EU-west-3 BERIXTRIYIZE—MINIITE, HFETE PARIS

HEFD. ATHE—THNERMREIEAN, RtXENGKTARFEERESIERC. MR PARIS £
EFONFETRAATA, WENERK.

* FrEEMRYRE _ZMNTLE, E4haEETF PARIS A H S3 SEEXIgRIGE I EU-west-3 BI*T
Ro EMHEN—PRISREESNEHIERO. B2, HFE_FNNERFEEEN, Fitb, MNR—1%E
FILARRTE, NSEEARBUERER MR RIS,

5l 6 FEHILM ZRES
MR EEFNIRFRIPHAINFIL R, ST ECIRFBUERE ILM ZREL,

EEMEREZE], A7 2 ILM BE R E N aElimbY §20m StorageGRID RFRVEE{AMERE,

E%ﬁ%¢,FE¢%MT—¢%%Sbm%GMDH§ FEECUETNRY ILM KBS, LUEFEIREEFEERNLR

C) T ILM SIMFISRERIN AR B, ECE ILM MNBYGEE S, ERUEMREEZ AT, BRI
RES, LUBINERIRTTHATIIE, UBLERBEER.

B8 ILM SRESUN(IRZMm 1L RE

BUEFEY ILM SRE&EY, StorageGRID RARMRERTRESE N EIF M, LHEENRETIME RIBEXREF
ZI BN REDEFUERN,
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AUEHTEY ILM SRE&EY, StorageGRID RfEMEHREEFMBENSR, SEINAN RN
@ Ro TEAUEHTHY ILM REEZ AT, BEEXNIE E 6 RS 3 RV E 75 TR B ERE
o EIHEMLHEHRNER, BEAIAENKRNIE RS SRR R,

FIRE=EBYRIMD StorageGRID 14AERY ILM SRERE AR G14E:
* BARERIRRmMIECE XN A T I A RRRIEH R,

@ StorageGRID INAEBMEMRRIBEEX HE 28, ERAMREXHRAZEERERER
WD A B

* EIAMRAARNEIARE; fli, BREEFM SRR NETURRITEIX R,

* BUANRNEI RS R FRNMUE; §I, BABXNKBARBHEFE, HEBHEITZEREK
MIZAZUE =55,

HXES

"BIERILMEE R

M5 6 FREGSERD ILM SR TNk S BB IR R

FIRAIG, SEBD ILM HREREBVIEAWNIES StorageGRID &41&1H89, HERAFEA ILM F0,

ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or deleie a proposed policy; clone ihe active pelicy; or view the details for any policy.

4= Create Proposed Policy | | Ei Clons | # Edit x Remové

Policy Name Paolicy State Start Date End Date
‘& Data Protection for Two Sites Active 2020-06-10 16:42-:09 MDT
| | Baseline 2 Copies Policy Historical 2020-06-09 21:48:34 MDT 2020-06-10 16:42:09 MDT

Viewing Active Policy - Data Protection for Two Sites

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.

Reason for change: Data Protection for Two Sites

Rules are evaluated in order, starting from the top.

Rule Name Default

Tenant Account
One-Site Erasure Coding for Tenant A (3 iaia
(49752734300032812036)
Two-Site Replication for Other Tenants (4 I lgnore

TEIE ILM SREER, BFEF AN RE— DGR EEE 2+1 Af4R5E1TRP, METFREEMBF RN
BT WEIAEHER DI R Z B TR

@ RBHIFRE— RN ER BRI ELERARUMMIFT BT NENR, NREF AR
Z/vF200 KB, MSZHE_MMNEIERF. ZMNERES,
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NBERE ME 0 REI7KA, 1 Data Center 1 1T 2+1 £UfHIZRED

AN 2 1 FAEME R HTERE ]

MMTE X TE

B 1 AT EAAE P R XS 2 S

VRl v 2R

gt AR 1 RSO 2

RNERE ME 0 REHIZIXARNRDEIA: —PEIRMIFEIEFO 1, —PEIZ
UFEIEFD 2,

Pl 6 HYERIN ILM SRBE . =D SR E R R
RIS, [EEAN=I4= StorageGRID RITEHT ILM HREE,
WITH RGN RfE, MAREERSIB TR M HEMEN: — AT Data Center 3 NFiE WA — M EEFE

=NEREEL (SFEFEETRRAFELARR) . AR, EERGIETHEM ILM U —NRE
WILM 5RB&, ZERBE B ERIFPIE = N bR R,
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Viewing Proposed Policy - Data Protection for Three Sites

Before activating a new ILM policy

« Review and carefully simulate the policy. Errors in an ILM policy can cause irreparable data loss.
« Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource
issues when the new placements are evaluated and implemented.

See Managing objects with information lifecycle management for more information

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size advanced filter to prevent objects that are 200 KB or
smaller from being erasure coded. See Managing objects with information lifecycle managament for more information

Review the rules in this policy. If this is a proposed palicy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change: Data Protection for Three Sites

Rules are evaiusted in order, starting from the top

Rule Name Default Tenant Account
Tenant A
Three-Site E Coding for T tA &
Vi DI BRI DU for T (49752734300032812036)
Three-Site Replication for Other Tenants (& 4 Ignore

AUELEHT ILM RB&E, BFHEF ARNERBE=MLR BET 2+1 AUMEBFIRF, MBETFHEMBE, (UK
BFHEF ARNRNINER) INREEIT=MEIAERTE= MR EFEIRF.

M1 FEP A= iE R YRR

MMTE X ThE
B i HP A BY =35 RIRERYRED

KA A A

FiEts 28 3 MUERL (BFEHIERC 1, BIEPO 2 MEEPO 3)

RNERE ME 0 REKA, TEFAE 3 MEIEFO#HTT 2+1 LIRS

M 2 WEMEAHTZIERER

HRIE X hlE
B ERTFHMEPHN =R ES

HAKA gt

FiEts AR 1, BRSO 2 BRI 3

RNERE ME 0 RERIZKARN=1EIZA: EHIERC 1 E6—1EIZA, EHE
il 2 EF—1 RIS, FEEEESO 3 Efl—1 RIS
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BRG] 6 BUERIY ILM KBS
BUEFTIRINEY ILM SREEEY, mlREARIEE RTINS EHBFN PR BRI AN RS FFHAUE, HE
NIMEX R EEFHBIITREN A,

C) ILM ERESFREVIRIRPIRER SFRALIRE ZARFAMENSUE. EAUVERBZR, BFAEEHE
IAERBS, LABIASRBSRIRTIHRIZTT.

BCEHH ILM $B56Y, StorageGRID REMEREEFMEHSR, SIEMAHKAF NG
(D . moaEmm LM S8, AEEMIE SN RMANERNRNEE HRFAMNETE
o, TEIPERISTHEATAERY, EAIA MR E RS R R,
IS S R A TN R R AR

EATAIBNHERES) ILM REEF, BFHEA A BXNSFEESIETO 1 £/ 2+1 AURIRISHITRIP. RIS
ILM RB&h, BT/ ARNREELIEFRC 1, 25 3 A 2+1 ARIREHITRIP.

AUEFTRY ILM KBRS, FHITLUT ILM 24!

* P ARARFNRFEHFED AR NMEER R, ARN—TaERERR. AR, X=THRERPNE—1EH=
FEERERVEIEH O

* BFHEP ANIRAEXNKBEHTT ILM ST REFERITGE. BT ILM KERBBERHRAMREECE 4+
, Bt eMpARIRD FBRHRE D ZRE =P HEP 0.

@ A2EEFH Data Center 1 _ERVIH 2+1 FEX, StorageGRID IANAE MEFRIRIDECE X &
HWEME—, ERAFREXGNASEESFRIERRIEH K.

EfRESREZTUNRNTRERNARBR

FEULRAIRHRES) ILM SREEH, BFHMBFBINSIBEREIET.C 1 M 2 BEE PR EHBIA3HT
RiF. TEHTENEY ILM RE&h, BT HEMBEFPHMNSKKEERKIEFC 1, 2 3 NEFEREEFHI=1EHRI4H
7RIS

AUERTRY ILM 3RB8/E, BHITLT ILM #21F:

* IR, A USMIERTEFPEAFNR, StorageGRID #EE=MEIAHESNMEUER OFRE— RIS,

* BFXEHMBANIEXNKBEEITHR ILM BZRERERTG, BFHREFRC 1 MBUEFC 2 £/
MEXRENAABEH ILM MW EHZEK, Et StorageGRID RFENEHIEFRLC 3 IE—MHANR
Bl

BUE I SRS T T BEAY R IE

OB RAIR RN ILM 5EBRS, Itk StorageGRID RAMEAMERESERZEIE M, EAHHEF A WIERRE
AR A R, HESIEFD 3 AEMAFHNIMENREEFNEFIEIZR, FEENMERRELSSTE
BIKFE,

BT ILM SREEEZEERY, R HREAMENBERAUTESERNHILLERERSHER. BN MEPT2KE
BEWARE, ERRKIREEIERKT,

BEBUEH ILM RESENBERZURAE, ErRIAEAREAEMNENRUERNERMUPER " HNIE " 5%
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ks, WHNNEIREAARTHF TR EMBIAEE, UHRIEGNERAZRKEFTUENEE.

()  0%%E M EHFNERERERRENRORBERE, BHEARAZH.

T S3WRMMERFRS ILM RER

FEEX ILM SREELUBEE AT S3 MR BMENFHED RPN RANRERIFHRE E KA,
TR TR RIS fER S3 FiE7ER,  ILM AA ILM SRESEEE <o

@ YNRIETESHIBY StorageGRID IRAHERTRAESMIETNEE, N AIUUERILRAIREEER
BT RBEEMIEIEERE R INE FE D Ko

@ LU ILM MNFIRBE ARG, BEE ILM MNBYEEREZSM. EACEMRIBZAT, BIRINEINAY
RES, LUBINERIRTTHATIIE, UBLERBEER.

BXER
"EFASSHRME EER"

"BIERILMEERR"

S3 WRERI 5 R X R

fEURfFI%, #79 Bank of ABC HY S3 M IKFEEAEA EIERCNET —NEAT S3 WRBMENEFHEIE, B
FEREEENRITIER.

FEDERENX E

izlal Iuk=F i ABC {R1T
Bucket Name BITIER
FhEnER X1, us-east-1 (ZRiA)
Buckets

Create buckets and manage bucket settings.

1 bucket Create bucket

Name % S3 ObjectLock @ |+ Region % ObjectCount® = SpaceUsed @ = Date Created =

bank-records v us-east-1 0 0 bytes 2021-01-06 16:53:19 MST
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AINFRITIER D BERNE N N RN RRAIGEA LU TE retain-until-date Ml legal hold &,

NEPTHRIGE THE
retain-until-date "2030-12-30T23:59:592" (2030512H30H)

FPINRIEREEEESHIRZE retain-until-date B, IGERLL
@0, BAREERL,

legal hold "OFF" (FTB)

ERBHARRA, AJLUARER AN RRAHFHITE EREHBCES AR E
MRHRATFEERBIRE. MEMEFEE. UEERBRILEITR retain-
until-date BiAE,

EAT S3 WRIMELY ILM AN 1 7R~ Fl: EREEDRILERAMRISECE 4

LR B ILM FENE R F & 79 ABC $R1THY S3 A IKF . E5HBEMMRILE bank-records FHEDER.
AEERUMMRIS. EA6+IRIREHREEX N REEE=THBEP OMERNEET R . HNER SR
7 S3 WRMENFMHEIRMER: M0 REIKA, TR LSRESIEHFREENEIZE, HERINISEE
FNBEREl,

M TE X wEE

AR =2 R BHAN: RITICREFMEIERFRY EC WHR— ABC R1T
bl v ABC $R1T

Bucket Name bank-records

=R RAR/INMB)KF0.20

ED LIRS AT R RIFIRRID A 2 AT 200 KB E/ NI R

Create ILM Rule step 1 of 3: Define Basics

MName Compliant Rule: EC objects in bank-records bucket- Bank of ABC

Description Uses §+3 EC across 3 sites
Tenant Accounts (optional} Eank of ABC (20770793806808351043)
Bucket Name equals ~ | bank-records

/ Advanced filtering. . (0 defined)
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AR TE X ThlE

SZ8Ya] B8]
WE M Day 0 ZfExATFE
A RIS ECE S * E=NER OIS REITEET R LIRS IRIRRD AR

* 5 6+3 UMmIE A=

Edit ILM Rule step2 of 3: Define Piacements

Configure placement instructions to specify how you wani objects matched by this rule to be stored,

Compliant Rule: EC objects in bank-record bucket - Bank of ABC

Reference Time Ingest Time j
Placements €@ 4 Sort by start day
Fromday | 0 = | store | forever j
Type | erasure coded j Location | Three Data Centers (6 plus 3) j Copies | 1 :I +
Retention Diagram & > Refresh
Trigger Day 0
il T
16 plus 3) tffa >
Duration Forewer

1 B

EAT S3 WRBPE ILM FN 2 7= REFAM

LERB ILM MU S RE N EFNN RESFEEFET R L. —FE, ESB— PRI XAEEERTFE
M. ATIUMNERTEMEY, BERTEER, HEFSNATERT S3 MRBMEN I ERPHIR,

AMMTE X ThlE

UE=Eu FEMAN: EREFE

VRl v RIEE

Bucket Name KEE, BERTHREA SIMRIUE (HREEGMMEINEE) KNP,
SR RIEE
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Create ILM Rule step 1 of 3: Define Basics

Mame Mon-Compliant Rule: Use Cloud Storage Pool

Description DC1 and 2 for 1 year then move to CSP

Tenant Accounts {optional) @ Select tenant accounts or enter tenant IDs

Bucket Name matches all

/ Advanced filtering. (0 defined)

KL E X E

SEZRTE) A

HE * £ 0K, EEUEHO 1 MEERLO 2 NEET R EREHNEFE
7K 365 kX

‘1 FE, B ENRIESKAREBERTFMET

BT S3 MRBIER ILM FN 3 RE1: ZRIAFM

LERAI ILM N3 33 R EIEE I 2R N R O EE D, LEESMMNZE ILM SKEHHEIAFN, EXRE
SEATHEE. HEHEEATSIHRUENDERNER: MOKEIXA. EETRESEERINRENAR. FH
fERAIngriP{EASZEBY(a],

MME X ThE
R FR EIAESFAN . B EIASFR D EE O
izl v KIEE
Bucket Name S
=Rz KIEE
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Create ILM Rule step 1 of 3: Define Basics

Name Compliant Rule: Twe Copies Two Data Centers
Cescription 2 copies on SNs from day 1 to forever, reference time is ingest
Tenant Accounts (optional) Selecttenant accounts or anter tenant ID2
Bucket Name matches all |E| Value

/ Advanced filtering. . (0 defined)

AR TE X ThlE
S B8] EPNNIE]

WE M0 REIKA, BREHNEFIBIR—NEHERC 1 BFETRLE
, —MEEUEFD 2 EFET R L.

Compliant Rule: Two Copies Two Data Centers

Reference Time Ingest Time j

Placements @ It Sort by start day

Fromday | 0 = store  forever LI Add ]

Type | replicated j Location “ Data Center 1 || Data Center2 Add Pool Copies | 2 :| + | o

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information.

Retention Diagram & 5 Refresh
Trigger Day 0
L 0 I >
&l
Duration Forewver

S3 MRBMERIFES ILM BRI

BEIRBEMRIFRRFAENREY ILM K&, BIEERAT S3 WRMENDERFRINR, ERFUEEHEFE X
KEFHEERB ILM AN, RS, SRR SR IR,

e ERB& AR AN AR
TERERBIFR, LM RESEIE= ILM N, ERFT:

1. — M ER UM RIFFE D ERP AT 200 KBNRHBASSHRBEMNESAMN. M 0 REXA, HR
FEEFET R L.
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2. — RSN, EFEETRLIERIEFINNREIE—F, AR —IHREIFKAZHEICFE
o WRMNANERTERT S3 MRUMENFHED R, RNEEANREEFEIL,

3. —FERIAGHMN, AFEFETRLEEM 0 REIZAMBENEHNREZ,
Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Acfivate to make this policy the active ILM policy for the grid.

Mame Compliant ILM policy for S3 Object Lock example
Reason for change Example policy

Rules

1. Select the rules you want io add to the policy.

2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule {and any non-comphiant rule without a filter) will
be automatically placed at the end of the policy and cannot be moved.

i + Select Rules

Default Rule Name Compliant Tenant Account Actions
Compliant Rule: EC for bank-records bucket - Bank of ABC (§ ' Bank of ABC (90767802913525281639) x
Non-Compliant Rule: Use Cloud Storage Pool B Ignare x

o Default Compliant Rule: Two Copies Two Data Centers 5 e Ignare i

TEIXE I BV SR B

TEZINAYSRBE AR ARINARN , EFFOASTAMNHAHFIE AN G, ER@EdNAERT S3 WRMENTFiED K
MEMEFED RPN RRRIAULERRR, FI0, ERINROIREE, EHRERNTARITENHNR:

* F—MINX S ABCIRITIE F BI7E & ERIZFRH AT 200 KBAY M 3 &R ILAL,
* FTAOMNE LB EtA P KPP I E RS M ERPRFTE R,
* BIAMNNIE S LA T3 R ITER :
° ABCIR1THHP HFME D EREIC RPN RA#EIZ 200 KB,
° NFFEEMEFKFERT S3 XMKRIUEMEMEMDERFIINR,
ETEBCERS
NRE T REN R SIRTNEARIP A REGE, el LUBE SRR,

RGN
T AT RIAStorageGRID RARTREFMPNRLILE. BETHAMRIL

* "3&1¢StorageGRID &4;"
RGBSR
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* "StorageGRID MI£&5& (kAN

* "StorageGRID T3 s BY5R LM
* "ARSSERIEBHIRMEN"

* "EAthER AN

581k StorageGRID & %;
RZ5ab 28R 0TREERR StorageGRID R MR £ XFERIT 2,

ISR THFE T StorageGRID BYIRLAEN, XEENZXITIATERGR W RIELEATAH T, Fli0, XL
ENREERT StorageGRID E/HRZN, A HTTPS MAE HTTP , HERANEREFIERSHIIE,

FEREAE StorageGRID Y, EFIAEFX L ENIRAEN ERIMEFMENR L O, LIRRESRIHON
T, TR,

StorageGRID i&1& _NetApp [BRMEREE _ . IRENKASRE”mE2BIINEAMEORZHITIRIERNFRR,

5R{¢StorageGRID R4ZHI—AEEEIN
7E581k StorageGRID RZES, HIEEUT/LA:

* {®52HET =4 StorageGRID MEHEIH—, FiE StorageGRID RFEBMANERAMIZMLS, BIEHALIE
HEEMLE, TRHENERXFTE, SINEEERAENEZEEEE,

* StorageGRID 24HF I N T AEHANTEAHEE, StorageGRID T2 a] LUEFEEVMware B L. LinuxE
Ml EMIDockerBRBHPHENTREHIEE. SHMEENTFETEECHN—ERURELR,

s PIKFIRETREE. IRESEAFEHEAKSNIRSRER, WSXERREHREMEFEL, &
RElEFERN R 2R,

* RALBEPLELSERNAE, ErgeEEETIREIEME I ERK,
BXER
By ELSEE Y
B A R AR &N
& fE StorageGRID R XARS RIFFERHT, LUIREBE.
453 StorageGRID {4
&R R o] 8EFS StorageGRID BFAREI R EBRA LI EZIRAS, 5 StorageGRID RiFRMEEITF
g5 EARAA TIESPIRESHEE, FHR AR R, I, StorageGRID HEHThAiEE €& REARAH
TEENZ 2RI,
MRFEBEHER, NetApp MENRFRSCIEEH . FLEEIMEFTES RHRRARRS.

ETHBRIM StorageGRID ARASFMEFNERF, 154 % StorageGRID 4 F&iTiE, B X4k StorageGRID &%
BT IRE, 1S IAEXF4R StorageGRID BIIRBE, B XMNAEBMMEFINREE, B2 WIREM4EF R,
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FHREISMNEBARSS

HMEBARSS BT BETFTEIBl3E 200 StorageGRID BYRTA. ERHffR StorageGRID FRK#iHIARSE RiFRHT. XLRS
3% LDAP , KMS (8] KMIP fR5328) , DNS # NTP,

M NetApp Ei2{Flt & T ARIFREVR SZHFRARIT &R,

FREIEPEERRER

YNR1ERY StorageGRID TIRIETE VMware SUEMEIM ERIZF LinlT, MM REMEERZFRANE
(E¥ =i =il

£/ NetApp HiREMRT A RIZ ZIFMRANTIR,
AR FILinuxT &S

1R StorageGRID TR fEABRE Linux ENFE, NHKABERELZEERNAZERNATENIRIERS. It
ob, MREFEBRHEH, WAIRXLEEHNATAEZZ I MELt.

fiEF NetApp Ei#{Flt &R T ARFRENR SZHFhRARIT &R,

HXER
"NetApp T#;: StorageGRID"

FHRERE
"RISFHRE ()

"NetApp BigfFitRT A"

StorageGRID RI£E5R 1k &N

StorageGRID A2 FHE MR T RES=TMEZEO, EEPTLUIRER2MIAIRIERN
BT RECE ML,

PO o £ EE T
BIAIFRAMER StorageGRID MERLEMEMNE, FIAMET R TMEME L, EMNeREBSRER
s R TIE S,

FCE AR LAY, EEE LA TEN:

* BRMEAZ AR EFFIHIRP, HIIEAFRAERN LHE P ik

* WNRETRE, BN AENREERMBNLE, EEMNENEF inMNESERE  EMbb ASERE], sIFELESMRRA
MRS RIERE. SHFIMNBEFIHRECAMRNG, EXMERTREEDHRIPER.

* YN StorageGRID FPEEMZ MUEPIL, IFEAMEMNE ERENTAMSE (VPN) SEFEMMLERRE
MERMEIMRIF,

* REGPIREERETEETRSMEEMNET RZERIRO 22 E#1TR%E Shell (SSH) AR, A
SMERFG KIE R SSH IR RGN RS ERIE 7 i
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EIERLL AN

EEMNLEEATRITERTS (ERMNRE EEEEJZ SSH M= {EFRATI) K5 LDAP, DNS, NTPE
KMS (3% KMIP fRE28) FHMZSERSHITIERS, B, StorageGRID FAE1ERBRRFIEEA LR ZE,

NREERNEEENLS, HEELLTEN:

* [IEEENSK ERNFrERSRER . FE2LERTENTANLEEETHASIROYI®R.

* IRAERENE PRI LOBRIEENE, BERIMBBAAEELEX EIEMEE £ StorageGRID B8,
& P i LS N

B ImMELEERTHEP UNRSINRS (5190 CloudMirror EFIIRSEHEMTAIRS) #HiT@EE. BE,
StorageGRID A& 1EAERRGIEAILLA %

REERIR T A IRMLE, BEEUTEL:

* HIEEF IR ERFRERENAZIRO. BSRERTENFTaNREEETRHIAERKAYR.
3

&
* (UEZERREMNIRR LPINEEFPIRRE, B2 EXER StorageGRID iR AR EXEERAEEF
lﬁﬁl_.légE’J'fl:I v

BEXER
PN

R =INEE
"&I2 StorageGRID"

ne

2 Red Hat Enterprise Linux ¢ CentOS"

X

'Z24E Ubuntu 8% Debian"

'R VMware"

StorageGRID T3 s AY5R{L/EN

StorageGRID 11 R AJ AZBZEEVMware M _E. LinuxEH_ERIDockerR 23 H(ENEH
BHIgE. BMEENTENSHERENTREE B SN —HRYRIELE,

P IEECE
ERZRIUIIER, R AEEIMNIPAEEREHNEHITEN, UEEZRE IP ™R EEIHON

/}ItLEo

?“ VMware¥ 5 #StorageGRID i&& LIZTTHT RERNEHASE. ZBMAEZEMETEE. SRR
IERI AN A R LR HEIMNIRIFE, (BERBERFM NI AEHIRE K,

AKX StorageGRID EANFIAERSMIMIIRONT IR, BEEUERTENTEHNRERERM.
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FRIFERFEIRS. 5SS NERE StorageGRID BB E X BIEEFIKF P B,

. S(EEH{EJ%E’\JEFﬁﬁ”ﬁiﬁ%ﬁ%%iﬁﬁ%ﬁﬁ@iéﬁo B=HHHTEARHESERNESRIPE, HLEREK

* HE, BOUERFEEREEFHIEHIZFEMURMEET SRS TERSEE. EENEE
StorageGRID BYiitBAHE X SIZFEAIENT &,

413



* WRAILMERE P IRMREREIINTIARSS . AR B EE > NERE > PR EFFIHMLES . HisnEhE

TRENEFENEREE, FETATBESZFARENE LNEAENRE, ENATNTARSLEH
IE1EK

PO K73 s AEE T

XTI it T — MR A HTE RO, PN ATER A LER1ZEOEET StorageGRID » EIZRUT
JEN{RIF StorageGRID REHMIFFIEMX T = :

* EMXT R LECEMER A TESRRR, MAZER CLB k5. HSIERE StorageGRID BRI fa #

THEBESE,

@ CLB RSB ZEH,

* EEPRNMNX T REEFETRZEERE =S A TERLERAEHNERIRRE. F=FAHTEIR

HESERINESRIPE, BLEZERE, NREERNRE= AR TESE, WNATLIERRNERE
FENEBIRBABTERERNERLXTEFET .

* MREEANZHHTERER, WALUERILEFmEdE P IENSETER. A, EFEE> WS

RE>REEFEFHENE . HETMX TR ENERIHENEAEE, MXTRUERERXEE AT
28 R AYIE O _ERI NSRS,

R E T RUEN

StorageGRID HE4i& &3 %(7]i&1t, AT StorageGRID R ER, FSEBEEMET S, EMig&Ea
MAEEETREMXT R, BaEETRE5ETRENTREE[ER, BulUBEELTLmOtHNeIg®
o

BIREB LT ENRIF StorageGRID RFEFMFAEEMHISET A

* YNRIgEEEMA SANtricity RAEIZR EIRFMHITHIE, BHHLERRERNE P iREI ML GE SANtricity R4t

EIEEE,

* NRISEEAEREIEEHI2E ( Baseboard Management Controller , BMC ) , i&+&=, BMC BIRig0

RIFRBRAESIE, HF BMC EIRiEIEE L2 ERREEENSE, MRLHIENEKRH, 1§
fR¥F BMC EiRCRERMMALE, FRIFRARFEIBER BMC E#,

* NRGHFZIFEAEREFAEREEDO (Intelligent Platform Management Interface , IPMI) #rEiRd AKX

Wizt EETHIZEEE M, BELERD 623 LRARRIERE,

* NRIGEPNEMEITHIZSE S FDE 3¢ FIPS Ik5h28, HEEBRRIRRTLINEE, 15EA SANtricity A& IK

L2 EHo

* XF%H FDE 5 FIPS JRepERAVILE, FEMAEAEERSE (KMS) BATRINE,

1520 StorageGRID B ISR RZEM 1A,

HBXER
"Z % Red Hat Enterprise Linux 2 CentOS"

"Z2%E Ubuntu 2 Debian"

Wt

414

&£ VMware"


https://docs.netapp.com/zh-cn/storagegrid-115/rhel/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/rhel/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/rhel/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/rhel/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/rhel/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/rhel/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/rhel/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/vmware/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/vmware/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/vmware/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/vmware/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/vmware/index.html

"&12 StorageGRID"
“EREFKP"

"SG100F1AMP; SG1000ARSZ1&&E"
"SG5600 FFEIZE"

"SG5700 FfEIKE"

"SG6000 7Zf&i%E"

AR S5 2R IEBAISR LN
TR R EHE e ZRRGANERER A IEE B EXIES.

M FIFZALARY, BT StorageGRID Web iFRHEEZHRFIEPAFEHEELRLER, TEFRAL, &
&% CA B RZEFIEB LIBT3 StorageGRID #17 & {2301IE,

RS, BNERABEEXRSHIES, MASXERRINESR:

* EEEORSH[IES: BTHENMNREERE. HFAEESRE. MKEEAPIFER EEAPIRILRRE,
* WREFMEAPIRS IR RRSF[IED: AFRIPNEET RANXTRNARRE. S3HSwiftE A inN AiERF
ERAXET R B TR RBIE.

()  SregeGRID REEBBTHHTHBMAOIS, BREHTHHIH, HSNER
StorageGRID BYi3BAHAZ B 1 8 TSI S A0 5 T,

EABEXIRSFIERY, EE BT EN:

* IEPBNEHE subjectAltName 5StorageGRID BIDNSEBILAL, BXFMEE, BSNFMNE 4216 T
"SSubject Alternative Name , ""RFC 5280 : PKIX JEH#H CRLEZESH",

* ReEJgE@ R EARECTHER. HWENN—MISNE S3 BT ERNIERRVIES, WRFLAFNED BB
, WEREERBECRT,

* MRBTEIEBPERBECR, WNRITEMPRUBEENK, ERBEEMRER. FIa0
*.s3.example.com M. BER “s3.example.com HIWARERNESR. HERHERTFRFE
(S3if0a). 90 dc1-s1.s3.example.com/mybucketo

. gxﬁE%@J,ﬁHEiﬂEﬂi’iE?ﬂﬁﬁ (Bign 2 ~8) , FHEANRERE API BEfRHIER. XN FBEMEPLEE

k5, ZFFURTES StorageGRID @SN ERAM™ BN ENBILE,

HAtham AN

% T 1E1& StorageGRID MLEM T =AW AEN 256, IR EE StorageGRID A4 H At
FERYGREAEN,

415


https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5600/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5600/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5600/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5600/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5600/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5600/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5600/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5600/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5600/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/sg6000/index.html
https://tools.ietf.org/html/rfc5280#section-4.2.1.6
https://tools.ietf.org/html/rfc5280#section-4.2.1.6
https://tools.ietf.org/html/rfc5280#section-4.2.1.6
https://tools.ietf.org/html/rfc5280#section-4.2.1.6
https://tools.ietf.org/html/rfc5280#section-4.2.1.6
https://tools.ietf.org/html/rfc5280#section-4.2.1.6
https://tools.ietf.org/html/rfc5280#section-4.2.1.6
https://tools.ietf.org/html/rfc5280#section-4.2.1.6
https://tools.ietf.org/html/rfc5280#section-4.2.1.6
https://tools.ietf.org/html/rfc5280#section-4.2.1.6
https://tools.ietf.org/html/rfc5280#section-4.2.1.6
https://tools.ietf.org/html/rfc5280#section-4.2.1.6
https://tools.ietf.org/html/rfc5280#section-4.2.1.6
https://tools.ietf.org/html/rfc5280#section-4.2.1.6
https://tools.ietf.org/html/rfc5280#section-4.2.1.6
https://tools.ietf.org/html/rfc5280#section-4.2.1.6
https://tools.ietf.org/html/rfc5280#section-4.2.1.6

BEMEZER
IR T LN RIP StorageGRID HEMEZHERIH, MNEZIFNRFTHAMHERTE, StorageGRID H
EMEZHEIRMEERMNES, kb, StorageGRID BEMNFIZERBEHPESNEENFMAEEEERER
'@5(’533&0

B % StorageGRID HEMIFMER, 155 NBE X EIEMBIEHIFRVIEE, B % StorageGRID H1%H 2 8IF4H
E8, BB WEZHENREA,

NetApp AutoSupport

1@ StorageGRID HY AutoSupport IhEE, &R EshIEIERFARIEITIRR, HEE NetApp AL, 5t
,,\E’JV\]:‘BS'Z##Iﬁk:ﬁi‘iﬁAT’EﬂﬁﬂiL/ﬁ EMFAEE. BANBERT, BXRAEE StorageGRID BY, KBA%IE
& NetApp I AZHFAY AutoSupport JES.

AT LAZE A AutoSupport ThEE. 1B, NetApp ZiINEBILLINEE, EAWMRER StorageGRID £ 4 _E I R0
R, AutoSupport BB FINIRIZBIFIARRAIABIRE,

WHFEHMIN, AutoSupport 23 HTTPS , HTTP #1 SMTP , HiF AutoSupport JEEBISURE, NetApp 38
ZUEINER HTTPS 1E0ME NetApp SZ#FEBI71 41X AutoSupport JB ERIZRIAE BTN

B IRE— N EERNIE, WEEFHITHIMNEIET S F) NetApp FAZ A AutoSupport 1BS. BENE
i# StorageGRID A EIEZEERIENT R,

BRARLE (CORS)

INREHRE S3 77 ﬁﬁﬁj\ﬁxqﬂE’Jﬁﬁﬁﬁﬁxﬁﬁ%_ﬂﬁﬁfwiﬂlﬂﬂ’] Web N RIERFIAIR], WA ARNZEFED RECER
RAREZE (CORS) -, B, FIFFE, SNIEZEHA CORS , IIRFE CORS , BRHERGINAIEIR.

REREFIKFHBERNREERARLSE (CORS) NWIPE.
SMERREIRE
EERUHARRTE BIHER StorageGRID Z MR EHHRIE, (8 H thEAEA I & TR RHIXY
StorageGRID YA R E LRI R L 2MHIFNBE R G E. XEIMBRLREVEHANE, NEHIFES (
IP) MEMRLIZE,.

MNFARAENEFIRRE, BNERFEF=AMHTER. F=SHBTHUREESENNESRIPE, PLER
b e

BXER
"I SRR

"BEEHEZET"
"EREAKA"

"&EI2 StorageGRID"

416


https://docs.netapp.com/zh-cn/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/audit/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/audit/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/audit/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/audit/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/audit/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/audit/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/audit/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/audit/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/audit/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/audit/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/audit/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/audit/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/audit/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html

749 FabricPool fit & StorageGRID

T fRYN{A¥E StorageGRID BZE /INetApp FabricPool =/

* "JJFabricPool E2E& StorageGRID"

* "} StorageGRID Mt A =EFEMEE"

* "} StorageGRID 15 R4 A HAEIE SFabricPool #iBE&ER"
* "JgFabricPool Bl RE 5D AL

* "StorageGRID #[ FabricPool BYE & {E 52"

JIFabricPool Et & StorageGRID

WNERIEFEARZE NetApp ONTAP %4, MITTLAEA NetApp FabricPool Y 3E5EEhE 4 #1E
2% NetApp StorageGRID R FERS,
R TIRBBRITLA T IRE:

* BE T HEWAECE StorageGRID WREMR L LS FabricPool £5&51# .
* THR1E¥% StorageGRID Kl FabricPool =EBINAIFRENEIR 45 ONTAP Y15 2o

* TH#79 FabricPool T{EfAFACE StorageGRID 524 mARAERE (ILM) %EE, StorageGRID E53E
HRERAE Ah StorageGRID EMARIESL K,

417



General Review considerations
tasks and best practices
I
L ;
StorageGRID
Create HA group
tasks
h 4
Create load balancer
endpoint
\ 4
Create tenant account
v
Create 53 bucket, access
key, and secret access key
Upload CA certificate for
A J load balancer endpoint
Configure ILM policy
\ 4
Configure traffic
classification policy
I
\ 4
ONTAP/ Attach the Storage GRID
. cloud tier
FabricPool
tasks v
Set volume tiering policies
1
v
General Manage and monitor
tasks FabricPool tiering
TRENAS
EERU TR ZA:

* MEZE[MAW FabricPool &7 B HREEIGIEIERN ONTAP £3E5 /E%! StorageGRID .

* MFIFNZLE StorageGRID RLLUH B EHFHBEME
* 47K StorageGRID A, EIEMKEESMEAEIELR,

418

N
BE™R Ko




HEER
* "TR-4598: (GEEFONTAP 9.889FabricPool F2{ESCEE) "

* "ONTAP 9 A4y

+ 4 2FabricPool

FabricPool @— ONTAP EE A AR , ©EASMEENEREENLER, FRANKREHEEAS
[B. FabricPool FH¥IERIRIBERTEEIHRIMEMEERY. FH FabricPool n] BN ERRRFMER A, MA
SRMMERE, BEEIRI

THRENGEM, O ARSI MR IRONTAP ZiE R A EIEEUREN N AEFIF R,

raRMREME

M REFMEE—MFHIRFANSHITERNEHERNL, MAREXAFIRFEXIFNEMEFMEIEN, HRREE
—MER (NPNEKR) B, FEHREANEMERPENBRPIXMG. EANREFMEMEERERT XA ZIRTFE
, BEAY EM4HEEFES, StorageGRID 1Z{iE 5 EX P T2 B2 PBAYEIE

£ StorageGRID {E/JFabricPool =2

FabricPool RATLLE ONTAP HUED EEIZ T W RIFERMIER, BFE StorageGRID o AF mHREREFHIER
HABRANEEZFNEEN /IR LR (IOPS) , M StorageGRID 48EMNFER GBI T ¥kt
179 . £ StorageGRID fEJy FabricPool =&, ERILUGSSHIEREFTEECHMESH, LRERSIEEH
EEEHIEE.

tt4h, SNERfEF StorageGRID fEAEE, MAZEZE FabricPool A,

5% 1 ONTAP £&f5StorageGRID &8

LUTFIRBEN BN StorageGRID iEIZE| 4 ONTAP &8, B2, ErIgEHEIERFE— StorageGRID R4E
15121 ONTAP &8,

BEEMZ 1 ONTAP 855 EE— StorageGRID 2N —ERE, KAANENEEEREREH S3 78
PR, WRIBEMER, EALXFAEEEERERNSTAY (HA) 4, fhfETaRmafErKks, okl
AENERIEEHPEN I,

¥ StorageGRID MilA=EMFHIESR

7E¥&StorageGRID Ffifin/gFabricPool W=EZ 8l Ew4TEStorageGRID i iT—LE E
T ERHRINFEL(E,

KTUAESS

TRFIE T 7ER StorageGRID £/ FabricPool BI=EMINNBY %4 01m ONTAP I2AEE. AT Ay EM AU
fAIfEF StorageGRID W& &R BEIEeSIKEFAEE Bo

FIH RV FEE R IRUR A T1E ONTAP g AFR R ENIZEUA TEERABE ONTAP 8317
@ Rm\ (storage aggregate object-store config create ) T ONTAP R EEeS (*FiE*>* B
BNEE > TE*) o

i

BXBFEARER, BEIUTRE!

>

419


https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://docs.netapp.com/ontap-9/index.jsp
https://docs.netapp.com/ontap-9/index.jsp
https://docs.netapp.com/ontap-9/index.jsp
https://docs.netapp.com/ontap-9/index.jsp
https://docs.netapp.com/ontap-9/index.jsp
https://docs.netapp.com/ontap-9/index.jsp
https://docs.netapp.com/ontap-9/index.jsp
https://docs.netapp.com/ontap-9/index.jsp
https://docs.netapp.com/ontap-9/index.jsp

* "TR-4598: (iEFIFONTAP 9.8fJFabricPool BR{ESEE) "

* "ONTAP 9 X0\

ONTAP FE%
MNREFERR

RMIEFRE

Port

AR5 222K

BB

IR R AR D

SSL

420

Description

EfEIME—REAR MR R, BIE0: StorageGRID Cloud Tiero
StorageGRID (System Manager)s{ SGWS (F8 <175 E)o

FabricPool %% %! StorageGRID BFEERMIGRO, ERILUBEEENX
StorageGRID fa & Fi2sim m B EFERNIROS,

"JIFabricPool BlI%E fi & T esimm"

StorageGRID fA#iF#igzin R 2REESZ (FQDN) o 0.

s3.storagegrid.company.come
BEEUTEI:

* LERMEERIF B HASE S StorageGRID H1 & F#i2dinm = LZHI CA
JEP 9 LA,

* b3 A9 DNS i RA RS 21 E F F1E3% 5] StorageGRID B9&1™ IP
Hidik,

"JIDNSHR S 23 EC & StorageGRID 1Pt

E7EIlk ONTAP SEE¥R{F A MY StorageGRID 7Zfi&57 ERAVR TR, fFl40:
fabricpool-bucketo, ERIUEHAF EESHEIEI 7T ER.

BERUTEI

* QRECEE, TABEFHESRET.
* FED ERTRERR AR AT,

* BRINED ONTAP EEERARND K, UERHIEDEE
StorageGRID .

"B S3TENE S ERFFIRENIA R 2 ER"
StorageGRID A/ 1K - Y35 101 2 SRR 2 10 240
&0 ATEFE P B R A8 P A X LB

"Bl S3TFE D B IREN T I &R

IR Ao


https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17239-tr4598pdf.pdf
https://docs.netapp.com/ontap-9/index.jsp
https://docs.netapp.com/ontap-9/index.jsp
https://docs.netapp.com/ontap-9/index.jsp
https://docs.netapp.com/ontap-9/index.jsp
https://docs.netapp.com/ontap-9/index.jsp
https://docs.netapp.com/ontap-9/index.jsp
https://docs.netapp.com/ontap-9/index.jsp
https://docs.netapp.com/ontap-9/index.jsp
https://docs.netapp.com/ontap-9/index.jsp

ONTAP FEg Description
W REFEIED Bl StorageGRID fa & 28 in =By &Ry CAIEH,
*SFEE: * MR8 CA Wik T StorageGRID IEH, MAZIRMHAIE]

CAIEH, R StorageGRID IEPEEIZHIR CA AR, MK
iR CAIEH,

"JIFabricPool Bl & FHasinm"

FeRfE

SREXFTEERY StorageGRID 525, &AL E] ONTAP % StorageGRID FIARE, BoBERIAREHIRE
ERERE,

U T R SRR

£ % StorageGRID [ffil/gFabricPool =EZ . &R LAfEAStorageGRID Mt EIE2ZE D
FCE— 1 3 T 38 i o

AR TE

B EEEM FabricPool 53 /2%] StorageGRID £4i8Y, StorageGRID SfER A #H P RKEBHNFICETIE
3, NHTEESESNMEMET 2289 % FabricPool TIEfE, RAREMIES RENEERSE,

StorageGRID T H T #iZERSLEAMEEETRMAAANX TR L, HIREE 7 EARTE. E2XILEEF
AR, RERKASEFET REIIFNR2EE.

RBEFRHERERAZFMET RN, MR LR TERRSIMIET, BIIIRE, AHTESERSS
REZIEREAE CPU B AMESNEFHET =

BIABIWEMA StorageGRID H1HFE2RARS KT &A%, EEREFEENFE=FUHTER. AXER. 1B
AR EHINetAppF A AR SHA U TRARE:

"StorageGRID £ & F#28i%EI"
() mEvsrmsmEEssTES (CLB) MESTHA, FERNAT FabricPool o

StorageGRID 1 3 sz {EFEL
EN—MRER{ESLEL, StorageGRID RAPHNENERHNEER I HELABAH T ERIRSHIT = FlUl.
— NP SRR — T S Al — T S, BE SR TS, TEERNE SG100 3

SG1000 fR551g%E, MHNRIEZETEMI (VM) NTR, BREMETET REEBBHIINLE, B
REPAEEBLZRA,

W ECE StorageGRID faE Figdinm, MEXMNXTRMEET RATEAMEL FabricPool 15K
Ho

AT RERIEPRRELE

I AT FabricPool BT & F#igdinmEY. MIERHTTPSIEANIN. AR, EFU EEZRAREERMBIE
BIENAD(CA)ZRRVER. WA UERBERIER, IEFHRIF ONTAP [ StorageGRID #1TH A1,

421


https://www.netapp.com/pdf.html?item=/media/17068-tr4626pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17068-tr4626pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17068-tr4626pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17068-tr4626pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17068-tr4626pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17068-tr4626pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17068-tr4626pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17068-tr4626pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17068-tr4626pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17068-tr4626pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17068-tr4626pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17068-tr4626pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17068-tr4626pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17068-tr4626pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17068-tr4626pdf.pdf

ENERERE, ENER CARSIMEBREFIFERE. B CAERBIERAI TR,
ERAFHEFERGES CAIEBE, BHRIIED EREE S5E7E ONTAP it 3 T st in = i \RYAR
SERBMILEC, WNRFIEE, BEMBET (*) RFEMETUEIRT URL . Fl40:

*.s3.storagegrid.company.com

7E% StorageGRID 7 iN/3 FabricPool =/ERY, MR —IEHLLEE] ONTAP B LUIMRIEBIMANME ( CA
) IEBFERMBIERMENE (CA) EF.

@ StorageGRID ¥iRSZZRIEBATZMAE. NMRBERFINHTERRS. WEFLEWRE
fEAPIRRSS in R AR S5 28 1E o

BT REX A TSRS IBIBIIEER, BRTLU TR
- BB

- BRES BB

ST o e

£ StorageGRID [fifil/gFabricPool =EZ 8. &R LAfEAStorageGRID M EIE2ZECE
= 0] At (HA)AH,
ta2= A (HA)A
AT RN T ERRSIBE T AT EIE FabricPool #1E, RIS NEET RMNXTTRMEZO724E
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MREEET — M HASFET RAMBNIHAZE. NFabricPool =&EEFZHALA R EIAIPHIIE,

=R A% (HA) ANRELE

73 FabricPool £ StorageGRID HA AR REFLEREURF TIEfE, W0 TFFAR:

* YIREIXRE FabricPool 5 TRAHEIEESER, WATZ—IMEVESH M TET R HAS
» RIS IR ZR k.

* YNREITRER FabricPool snapshot-only £ B REEHIEF AR (Fla0, RMEMEFIEK NetApp
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fCE S A AM A HTERSRERE, BRIHR ONTAP R4MIEZ R4 (DNS) 85
—&IER, BT StorageGRID fRE2 2R (F2REE®) 5 FabricPool BFEILE
R 1P HhHEAERER,

7£ DNS iEFH AN IP UtEBUA TR S ERNEHAHFE T RARB HA 4A:
* NREEE HALH, FabricPool $5iEZEER)iZ HA ZHRVEEHN IP ik,

* MNREARER HALH, N FabricPool AT AERERIMXT R EET Y IP % E StorageGRID fa#;
F#rEsRSS-
tesh, EATHEfR DNS iIER5 | BB X ENKRIEE, SEEMBREFEM .

JIFabricPool £l r] A% (HA)A

7£BCE StorageGRID LA5 FabricPool &R, ERILLEZESIE— MRS =R Ak
(HA) #H, HAHHEETS, MXTRHXEE LN—MHEZ I WNEIZOHM,.

ERBEHNNE
© RS RS R HIRE,
* EUFEE root HIFALR.

KXFIAES
BN HALEREREM 1P ik (VIP) SREBRMHMN KBTI R ERZERRS IS A AR,

BXIEESHFAER. BESN "EESAAMEA"

S
. S TRE > R E > A A

2. EE— RS IMIERED. MEEOLTUE TR eth0) 5 E F L (eth2) EHIF—F 5
3 B— RS TR ERETA,
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LRI TR B 51 O H Z BIPvA-F R,

423



Create High Availability Group
High Availability Group
Mame HA Group for LE

Description HA for FabricFool foad batancing

Interfaces

Select interfaces to include in the HA group. Al interfaces must be in the same network subnet.

| Select Interfaces

Node Name Interface IPv4 Subnet Preferred Master
DC1-ADMA eth{ 10.96.98.0/23 L
DC1-G1 ethd 10.96.93.0/23

Displaying 2 interfaces.

Virtual IP Addresses

Virtual IP Subnet, 10,9598 0723, All virtual IP addresses must be within this subnet. There must be at least
1 and no more than 10 virtual IP addresses.

Virtual IP Address 1 10.96.98 1| | i

JIFabricPool 813 1 & &35 % =

f£B2E StorageGRID L 5FabricPool E& AN, EEERENH TR maH LEAE
FE2Rim =il B, ZIEB AT RIFONTAP FStorageGRID 2 [8)8V%EE,
TRENAS
* B IE RN 2R T R EIMAS EIEER,
* BATEE root IH AR,
c AR
° Server Certificate : BEXIRSZEFIUEFXHF-
° RSB EATH: BEXRSIEBETRERXXMH
° CABundle: — "X, HPEEXEESNFEIMAIEBIMANIIE(CAIIER, XHNEE PEM 45
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BYE CAIERXfF, HEIEBHEIRESREK.

KXFIAES
BEXIIEESHFAEE, BN ENHTESERR"

p
1. SR EE > KR E> T H T HRiH R

Create Endpoint
Display Mame
Port 10443
Pratocol (O HTTP (O HTTPS
Endpoint Binding Mode (@) Global (O HA Group VIPs

2. W RIS,

3. WAUTER.

FE
BRBFR
Port

70

Im R ERT

(O Node Interfaces

Cancel

Description

i /R B FE R T 22 R

ERTHHTEM StorageGRID i, tEFEZERIA
79 10433 , BIERTLIRNERIRERNIMNRHEO.
AR 80 T 443 , NMMNEEMXT = LB RS
, AAXEREOREEET = EREM,

coED C ARIFEREMMRIRS AR, 15
2 AT AREMSMNRRERNROTIR:

"WEIHOSE"

7£%% StorageGRID M5 FabricPool =/ERY, &4
A ONTAP Rt AEREIR O S,

A HTTPS *,

FR*2F*I8E (BiY) sRittim=ayaisR 4R
AU TEZ —:

* $2ESEIAM (High Availability , HA) FE
P it (VIP) . REEZFEESLIINNIIER
HIRERY, AEALED,

* BED RIS EMSEE .
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S. WFimmARSS KA. EFF S35
6. W EEIERGEN). AENRIEHRSRIED. IEBERARAMCARSE,

Load Certificate
pload the FEM-encoded custom certiﬂcate]:private key, and CA bundle files.

Server Cerificate Browse

Cerificate Private Key Browse

CABundle Browse

7 ERRES
JIFabricPool BlIZEFH ik~

A TIE NI E IR s P eliZ— 1K~ LA#E FabricPool 1§/,

EREHNE

* I TE S S M 3 R RS B SE
* ERTAE R ERIHEARR.
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PP AFE P iGN ATZF7E StorageGRID EFMEMIIRERN R, S NMEFKFEE B CSHIK, ID, R1A
MAF, JERMINR.

TR Z 1 ONTAP B ERERIBEF K, &, EHUAILRIEFENES T ONTAP & EIZ— L Al
PP

@ UTIHARELENMREERLELRER (Single Sign-On, SSO) . WRAFEEMASSO.
BFRBRVIRAFHTTIR(E "W R StorageGRID HR{EASSO. MEIEMEF K",

B
1. &P
2. TR
3. k8 \FabricPool fAF 1k BV B & o
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XFIAES
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StorageGRID S3 REST APl HiiTXLAES,
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TR AR AT LA RE— 12 1E:
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Tt RIERNE ONTAP &8I E— M —RTFME D Ko

a JFFE (S3) *>*JE*,
b. 1%&#ZE * BIRFEDE * o
C. BMANES FabricPool & 1#F1Y StorageGRID 7ZE2 EREIR R, 9. fabricpool-bucketo

() cReEsRE, EREEREESBEN.
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* 8> StorageGRID RAXLTEM—RY (MR KA PEIHE—) o

427


https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/s3/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/s3/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/s3/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/s3/index.html
https://docs.netapp.com/zh-cn/storagegrid-115/s3/index.html

* IRTE DNS EXK,
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* FEEEMEERERNERPERUN. IRSERIRS BRI HIL £ R R i,
d. ALLFE D BREXIE,

FNBRT. TEDEREERLIE us-cast-1 KT,

Create bucket

Enter bucket details

Enter the bucket's name and select the bucket's region.

Bucket name @

fabricpool-buckeq

Region @

us-east-1

Cancel Create bucket

a. 5 QIREME DR .
3. eI IERZAMNE ISR,

a. JEF * 1B (S3) *>* EWiRRESA *
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KXFUILES
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* WNREIHRIE FabricPool T EfaFi#kiE 9 2% StorageGRID , NIRZHE{R FabricPool TEfi i BB AERD
Hine A LB TRE S RS RIRHIFrE Eth TIER H,
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FabricPool IREUR{ELL ENIREREE,

40, sNREM S3 B IRfEAIL StorageGRID £4t, MNEIERE LR, EAILIRGEMIER, HP
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, IP FIE TR in R NS RE,

®, EBARNMER FabricPool TR #SLHEARSS FERS; ERMNRGIEMITERRH,
* WEMTEAHIKENRGIATETEERZ. MURAXETEARHBRAITN. RIEMBAIMEGEMNIIEEL
RIFEARIAR, MINRREIESBEPIAE,
TREZER. "EERED LR
p
1. SR EE>MRRE>RED L
2. I NB AN R RHER .
3. FELECMNER IR, EDEIE— RN,
a. FEE IR
b. 74F * ik * , FAFIEEA FabricPool Bl & F&i28iH =

{E BT L3%HR FabricPool P MK P SR72 (43 FR.
C NBABUTE BRI S SRS, B KA * .

4 S, HWEILLOIE— SR,
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Edit Traffic Classification Policy "FabricPool"
Policy
Name @ FabricPool

Description (optional) Limit traffic other than FabricFaol

Matching Rules

Traffic that maiches any rule is included in the policy.

|4 Create | # Edil || % Remove

Type Inverse Match Match Value
Endpoint v FabricPool (https 10443)

Displaying 1 matching rule.

Limits (Optional)
4 Create | # Edit | % Remove

Type Value
Concurrent Read Requasts 50
Concurrent Write Requests i5
Read Reqguest Rate 100
Write Reguest Rate 25
Per-Request Bandwidth In 2000000
Per-Request Bandwidth Cut 10000000

Displaying & limits.

Units

Concurrent Requests
Concurrent Reguests
Requests/Second
Requests/Second
Bytes/Second
Bytes/Second

=13

o BIERREBDLRIRG, RN, AFERE 51T * LA ZRBESIRTHAREIRE.
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Traffic Classification Policies

Traffic classification policies can be used to identify network traffic for metrics reporting and optional traffic imiting.

i_+ Create | | # Edit || ® Remove | i Wetrics

Name Description 1D

®  FabricPool Limit traffic other than FabricPoo! 587153b2-7cf2-44b9-af5c-694ebbdda2ch

Displaying 1 traffic classification policy.

StorageGRID #{] FabricPool FIE iR (£

TEEEEE S FabricPool 54 1FEMAM StorageGRID R4EET, WiEGRI& B Al REF NIRRT
FHXHEFEET,

IRINE

ficEStorageGRID BY. #NSREHMStorageGRID BFinFREHIENE. EaLLAEEA2B EENRNEBEIZE(

FoE>*RAIKE>*MIKIZI*), M FabricPool 73/2%! StorageGRID B#IEENZE, EILAEERA
StorageGRID &8, BFImHINEZEA)I ONTAP FiB,
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—EER5

X} FFabricPool FiED . BINHEFMEDER—BMLRR A RE-IE-F-EN XBWFEDRIRIANRE. 57
FiFabricPool 73 B 4RA8 1 £ F*FI A* EAEA E th— Bt LR Ao

FabricPool &

R StorageGRID TR M NetApp AFF R D ECRITZERE, 1BFAIALLE KRB FabricPool B E%EE, {40,
1R StorageGRID TimIETE VMware 41 EiE1T, 1B#fRA StorageGRID T mBIVHIEFEEFREZIFNER
B FabricPool 77 E%KE&, XJ StorageGRID T5 R fEAIBZRH FabricPool 73 /& A& L PR HEBR A Z 1R 1E,

@ t/n{ER FabricPool 5 StorageGRID 1 xHIERI#IE S E[E] StorageGRID K&, &
StorageGRID ##E4 /2[5l StorageGRID &GN IEHBRFNIRES 2214,
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