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Software update

You can upgrade StorageGRID software, apply a hotfix, or upgrade the SANtricity OS software on StorageGRID storage

appliances.

StorageGRID upgrade StorageGRID hotfix SANtricity OS update
Upgrade to the next StorageGRID Apply a hotfix to your current Update the SANtricity OS software
version and apply the latest hotfix StorageGRID software version. on your StorageGRID storage
for that version, appliances.

Upgrade — Apply hotfix — Update —

3. R * NRBIMER * o

IEAHE 2R StorageGRID HYSHMER TUHE,

StorageGRID Hotfix

Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.

When the primary Admin Node is updated, services are stopped and restaried Connectivity might be interrupted until the services

are back online

Hoftfix file

Hotfix file @ Browse

Passphrase

Provisioning Passphrase @
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A Warning

Connection Might be Temporarily Lost

When the hotfix is applied, your browser's connection might be lost temporarily as services on the
primary Admin Mode are stopped and restarted. Are you sure you want to start the hotfix

installation process?
ﬂ
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Hotfix Installation Progress

A Admin Nodes - 1 out of 1 completed
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C) B Temk StorageGRID FEHMER, ARZBERIEMMRGEERH. WRITETTMIL
BHERF, BRI F.

° JEEE * MIRR ¢ 3 2EMER * TMERMER AT RIFR— T R EFTE T R
i%%%ﬁﬁ”@mwdﬁ“w,*M%*Eﬁﬁ%?%ﬁﬁﬁ,@%%ﬁM@%E$EE¢M%%%

/TN O



: Q

Site I Name 11 Progressli Stage 11 petaits IT Action
Raleigh RAL-S1-101-186 Queved
Raleigh RAL-52-101-197 | Compiste

Raleigh RAL-S3-101-198 Queued
Sunnyvale SVL-51-101-199 Queued
Sunnyvale SVL-52-101-83 Waiting for you o approve
Sunnyvale SVL-S3-101-94 Waiting for you to approve m
vancouver VTC-§1-101-193 Waiting for you to approve
Vancouver -VTC-52-101-194 Waiting for you o approve
Vancouver VTC-53-101-185 Waiting for you to approve m

10. iETHIR, IHEHEFBRNATFENERERMET R,

BTN R LA REREERFE, MEERFREHERFE X, RERBET T TRIEMEFIBER
FESiE),

N MRTEREEMEFNATFEATR, FEESMNANER, BRARNEER , AREE LRPE,

REEBLENEFRINATRETRZE, BEPRE 7257, EAUREFERSHERILEERR
57/)\, BEIHESEM AL,

HXER
‘E1F StorageGRID

ISR R

IR R E TR

WMRMETREERE, EoLUBdERAERENYIESEMIRS S, ERTE
StorageGRID 4 LUK R A] iR E BV EIRR R E 1% T Ro

SNIREEMF, EIME, BFRARARRHRESHTR/LEBTHAAE, WNETRAUESAERE, AJgEaRE
SMRBELE, NMBEEMREMET Ro

MEMRT RV P BEEREMET R FaMMET MR, SMHEERNMET REE —MIENMERIE
TR, BoAmEEmxinE.,

BE, BRHRAREARBHENET RRNHSE, BRENERKETR, EFRAMKEEREKEEATRHTER
T RBYEHE.

@ YNRE StorageGRID R LIEE, BEKRARASL T, RAXFFRSEENE, HIEMAITIER
WmEIY, EAREMRESEMRENSIEE, HREERLSSET.
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BXER
BRAZ AT RIRE

BXRMET R MENESHEEFEMN
MEMETREERE, BOARRME, Fiaze, BONEETRMENMEESH
EAEE,

@ StorageGRID B@— M2 HANALR, AZMTRAR, XETRRILHELIE. B/NERMERE
ERMET R, FSHSMERT RBMEM 4TI,

RIRIRE HIHFERIMAE T R — L REEIE:
© HIFERIME T R PT LUBD R RN REUERN TR, Alt, MIRE—MTRRERE, BEZREIKAE
BERBIX,
© WAET R EPETIRES MM Day - | - Day R1ERIER,
* HIMSIERI RIS T = Al e R R I R RIRIERIEE S0
* WNRFEAEEY ILM R, NI PERY A& T Bl BB & £ [RA a 500 internal server error o
* MRARKRAMERMET R, MikSHEIRTseRIGM. HId0, ATResBIEEEME M ZaERRIIBAT,

NTFEMEFEME T REY, BHRASEMEREIR . MEIRRNTEETRIFTEETR, WXT
=, ARTR, RETRNEFEET KM

VRE RIS T BRI 1
MEMETRE, RAZRIKUTRBERMAG:

* BEMAECE R ERFERYIIES R IR (o

* Bi&%E LH StorageGRID R ELEIEFhRAS StorageGRID 2RI EFhRASILAD, SNATFIRIEFFK
StorageGRID & & REIEF ARV B 4 L R M L3P PR,

° SG100 #1 SG1000 AR 1&&E
° SG5600 TFfi#i&E
° SG5700 Efi#I&E
° SG6000 TFfi#i&E
* MREMENMET SFAEREEETS, WEMENMETASEEENRAZESRIIEE.

REZTMHET RBIRS B R ERENT /IREIRF

MRAEZ BT RIRSHELXEXE, EAURERINFMET R, B2, MRAEHENRSSHEAEETE
BTR, NBFEmEZTR. BafEXEENRABEAMTRESFHSETEETRERANEFME.

EMRETREY IP bk

BNRRERASMENEAEMEMT R IP HUHRET R BEHRT R, BEAHET KBS IP thiksy
REEFARY IP ik,
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NREFERH IP HUEEFRT R, ARMEZT R, WH P HIbEHEATFERENTR. WIRBEREIRSG
P itusik, EEMETREERENR IP TR,

W ER M T3 R IRE PREERIMEL
FEHRITHIPIREZ A, ERIRREEDEMFEIRIRE L IEERINET <o

I E AR
StorageGRID &4£/31Y MNREEZMEMET R, MFEE F& StorageGRID £ EBFER
Ta.

c AR CUNREMEFET R LNKEEES, WAFE FEXH.

kS5 EICA B AR EICARBRAITRE A TANE:

* MKIRO
* SSH EFum (%0 PuTTY )
* AT Web 3%

MERHE " zip X RIS MERYE "~ zip XHMEIZER: sGWS-recovery-package-

id-revision.zip

BREHMARFAN, HSEH zip XHHAR, THITIERERE, &%
SIETERRFRANMERGEEFEEEREMNE, FRRMEIASMMIE
HpEHRIRE,

MRFEETS J:?‘_JIE“%“, ERTLAM A E IR e TP RIRE R &, 2
HEIP > RG> MERHE

MRETEH RIS EIESS, WeTAEE AL ADC IRESNELEFHET =
FRREMERGFEIMEBRR, T8N EETRL, KERERGENI
& . Ivar/locallinstall/sgws-recovery-package-grid-revision.zip . gpg’

EREITIRS &RERERFE,

passwords. txt file BEIERGSIT ENMET REFAIENERE, 88EMmEEY,
FCEZL5EI1E BRRE StorageGRID £4iE, RARCIEHICREILIEIE. MEZD

f¥ZIBATE passwords . txt XHH,

ERTERNTERIRNUY TEIIR)F & H A 5 AR 5h LURBRAE K SCHE,
BXIEHT B SRR, 1BE R "NetApp EIEIFIERT A"

T & H1ZEX StorageGRID &40
TEIEFHIRIO, FBRIEEXEM MEFET = EHNBIEFES,
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& (s B Mg = HJ0iE178Y StorageGRID R4S,

1. RE YR RENIN A, MR EIRSINER, ERBERFIERE * XF *,
2. %% "StorageGRID B9 "NetApp T& " TI@"s
3. IEFEMIE L HEHEITHY StorageGRID RS,

StorageGRID B4R ASKALTEIN: 11.x.v,

4. {FAEH NetApp KPR ZMZBER.
S. FIERARPIFRINY, EREIEIE, ARIEE 1B HUE -,
6. EFEHIEAY * L2 StorageGRID * IR, AT EIEE " 19z & .zip” X

LRI ERBRAUIS HEREAVR AR A TG,

WMRIEITITAYZ Windows , 1B ° .zip® X,

Fa LRI

Red Hat Enterprise Linux ¥ storageGRID-Webscale -version-RPM-uniqueID.zip
CentOS StorageGRID-Webscale -version-RPM-uniquelID.tgz
Ubuntu , Debian Zi&#& storageGRID-Webscale -version-Deb-uniquelID .zip

StorageGRID-Webscale -version-Deb-uniquelID .tgz

VMware storageGRID-Webscale -version-vmware-uniquelID.zip
StorageGRID-Webscale -version-vmware-uniqueID.tgz

7. TFHFHREIE
8. RIEENTEURFEMENMETR, BKREMTENTANTBEZRFRERENXM.

FEPAFNFETIHHBRRES IS A RERTNLE REX.

9. NREME Red Hat Enterprise Linux f CentOS R4 T, ERMEMNAISHE

BRIZFN4 R Description
— YA, AFIHER StorageGRID FHXHHE
EHIFRE X

—MhREVFRNE, FREF mEERSHHR

RPM #48, FIF7E RHEL & CentOS T #l L%t
StorageGRID i iR,
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BRIZMX MR

HMEMATAR

Description

RPM ¥{€1, FBF1E RHEL 3§ CentOS F#l %%
StorageGRID 1RSS5,

Description

—ih AT BEhEZE StorageGRID & 4K Python il

o

—Ffh T B5hEZE StorageGRID i&&H Python il

o}

5 configure-storaggrid.py BIARLZESERNTR

BIBCE o

— P nfil Python fiiZs, BRBRERGE, ERILUERA
ZHIAEREINREE APl .

BT configure-storaggrid.py HIEANTEEX
o

FTF79 StorageGRID B28EFEACE RHEL 3¢ CentOS
FEHNHY Ansible AERGIFKEEF M. EILIRIERE
B X A BESFAt.

StorageGRID B API 2244,

CERC D ERITHSZE, IREREBTHEFR
MR AYIELE = StorageGRID 18, MIFTLUE
XL tfai A fEA StorageGRID EIE API 4
B AL ER S #1HY StorageGRID fRAFHS,

1. WIREME Ubuntu 5 Debian ZATF, EFHEMHIH

BRIZFN MR
/debs/README
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Description

— XA, ATFHEIR StorageGRID FHEHX G E
SHIERE XX

JE4E* NetApp WFAIIEXfF, aTAF AN IIESD

o

FF1E Ubuntu 5% Debian F41 %% StorageGRID
I =B AT Deb R EL,
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BRIZMX MR

MEMATAR

1. (NREME VMware ZET, EFHERAIXHE,

BN HE

Description
X% /debs/storagegrid-webscale-images-version-
SHA.deb” BY MD5 #&%&#0,

F3F7E Ubuntu 8 Debian E£41L% % StorageGRID
ENARSH Deb BFEL,

Description

—ih AT BEhEZE StorageGRID R 4:HJ Python il

o

—H AT BnhiEZE StorageGRID 1&&H Python il
X,

— P nfil Python fiiZs, BRBRERGE, ERILUERA
ZHIAEREINREE APl .

5 configure-storaggrid.py BIARESFERNR

BIREES o

BT configure-storaggrid.py BIZAMTEEX
o8

FBF 9 StorageGRID B28ZFEECE Ubuntu 2% Debian
FHHI Ansible BERHIFKEEFM, ErILUIRBEREE
BE X A BEEFH,

StorageGRID BJ API 2244,
AR ERITHEZE, WRESERTHERE
AMEMIRAIIELEF" StorageGRID 718, MITTLAfE

X LEZe Mg\ A E R StorageGRID BIE API 47
B HERCFSER S #iHY StorageGRID ARZAFE R

Description

— XA, AT StorageGRID FEXGHE
ESBFRE X,

—FhREVFANE, FREF mEERSHR

FR1ERIZZMIAETI 2 R AR IR AR BY RE B2 S 1o
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BRIZMX MR

HEMATHR

Description

BTFEHEFEET AR EMEERERXE
OVF ) fiEeExXH ( .MF) .

AFHEFETEETRRRXHE ( .OVF' ) FEHE
Xt .MF) o

FRTFERE)IT mBERX S ( .OVF ) FiBEXH
C .MF) .

BTEEMXT SRR ( .OVF ) iBaxH
C .MF) .

AT HEETEMVBEET RERIRXHE ( .OVF
) FEEXM C.MF) o

Description

Bash shell fiizx, AT BohEiEEIARNET =

5 deept-vsphere-ovftool.sh BIARESFERNR
BIERE X4,

—Ffh BT BnhEZE StorageGRID R4 Python il
X,

—ih AT BEhEZE StorageGRID 1&#&HJ Python Fil

(o}

—RfG) Python filds, BRERERG, EALUIERA
ZHAEREIMISEIE APl 6

5 configure-storaggrid.py BIARLZESERNTR

BIBCE S o

AT configure-storaggrid.py BIZARMTEEX
o

StorageGRID B9 API 2244,

cEE D ERITHSZE, NREEERTHER
AMENIRAIELE R StorageGRID 718, MITTLAfE
X LEZHHaIA fER StorageGRID EIE AP 4
B AL ER S #1HY StorageGRID iRAEFH A,

1. NREBMSETF StorageGRID IKEN RS, FEFMBERAIH,
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BRIZMX MR

C) WFIRERE,
XfFo

EETIRIRERFL B

Description

BT 1Ei&%E L %% StorageGRID T S BUKAY Deb {5

128

StorageGRID & &R &EZFFEN Deb LR BRI

M, BFRIEZARHEELEERETH LN,

BEFERRNEREN, TREXEXHN, KEATUNEEET R THAE

BN BRI PER T R R BLERIEMIVIRE IR ED R -

PIAE TS R

ENMEFETR

—PEETR

IR

ERIFL R

BRARAS R MRS NMEETRUEIEE, RAFOAMEIRE,
MG LEEIREER—BSEIIEERR. FRRBERMERFIRE

RAZFFMEHRITIERRE

FET RIRERFD B BURTSRER R MFEATE,
MEET REERIRE

EENTREBEIE AT ERREMETEETRERFEEET ~.

MEET REERME

MBIXTI REPER RS,

M TI R EERIRE.

MBS RS SHORSRR LN, EIURARNFRETS, B8, NRREREY
() mssteETEmss, WAREREEEA. BEETERsAahERtT A ESE5T
BIRHS AR RET I,

MEFET REERRE

AT mEHEEMET RAREP R BURTHIERE MM EEZME T mAYZEE,
ERLLRA LIS ERTFAET RERMERET R o
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o] A A

* ZOEFET /BT,

c BANERTREEET RAE
%BEEJZ'W’EET\EU 15 RHIE

(=

XEEERES— M EFET R

IEFET R B I EPERYIE .

FET RERVET 15 Ro
REFET R ISR,
—PES M EEERESRE, B
SUKTN AR TTIF T

LR Ehas IR,

®

Action

1A R AR o

REET RS EIXHIRSED 15
X

mEigEEFHETR

MARFIREHERTTHF TR TFEE I
fERiRE

MEBGIREp RN EHIRE

AR

SNRFAB HIEFAET REL TR —
i, MAJRERERITIERIME 15
EPR o

RARSZFFRIHE BB R H B E M
itk

RAZFNAHRITERIRE

E 15 KRAMEZ N EETR (FHZ
MEETR) A=
Cassandra #¥{EFERISTEE M, MMM
RS BALERR HIEEL,

BRARSFF ] AFATE (B 7] LA R 23t
FHAME R M FETT o

ER D IRE R EEZE
B &1t ADA BRSHEET RK
FirE, MiZihRYERTGEF
BRFIBEREBIFTER,

EHfyfR Cassandra HUEERNTEY
, BEFERIRESE

N FARESREE, REFET KRB
EREPE IMEEL

Ji:?ﬁéf’ﬁ*ﬁﬁ% RAFETRHNEMET

/10

TREMRRESR BURTHEFS
UK ZEBERFEESHEHIIER

=

H Lt StorageGRID & 1372(#F Reaper & I2 Cassandra 188, —BRXIRSHFAERSFIA
, E=BEh#TEE., ErakRFREIMARmEPIRE] " reaper " 3 " Cassandra repair.” " o

MREEIETBERMNEIRER, FEITHIRARPIETRGH S,

Rt R B EIXFRSED 15 X

NR—NMFET RV BERERZ EMEET B 156 X, MR = EEE

Cassandra o

=
* BFERNEREREIITEETIRER, HECEETREREEIRE .

* £S5 > BUBECE *o )

18
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* BEREY REGREHITH. (EMREESRP, R Hp > ES >R ", )

XFIAES

EETREEEEWNRITIIEN Cassandra #iEEFE, NEENERET AT ESHME#ET BEEE 15K, U
StorageGRID &{BRE LTI mAY Cassandra #iEEE S, EEAEMFET RPREEER Cassandra Z i,
EET R ITEAERIINAME,

OFY—IMEET XA, ArILUEBIRESE KEE Cassandra . MIREMEFEET RERNIEIE 15
KABES— 1 EET R LEE Cassandra , IBEXAERALF, 0, EMEREEEEXMELEEZET R
BYIZFEh, Cassandra FIREEEE,

@ QD%%’PT;:{% TREISEE (BT , BERARRASR. B7IHRITUTRERESE . A6
FHEER

@ MRXBEFETARELEHIMESFRE 156 RNE-_NMFETRRESRE, BRAKRAZ
o BIMITUTMERESRE . AIREAKESIERSR.

@ fg%—ﬁ\ﬁﬁﬁtﬂ’ﬂ%/l‘ﬁﬁ%%ﬁtﬂiﬂﬁﬂﬁ, MATRERE— TR MEREIR . BERAKRAX

RAZFNEHRITIERIRE
g
1. NBERE, FTAEEMENEFET SER,
2. ZREIMIETI =
a. BANLLTFA<: ssh admin@ grid node ip
b. %N passwords. txt X&HF|HAERD,
C. AL T SUNIRE] root : su -
d. i\ passwords.txt XHHFIHEER,
Ll root AR B EREY, IR FTBM$ B8R # .

@ MREZFERIINBT R, WARSH ol BRENRESE MARREhEEHREH T
£,

1. WEETRRITUTRE
a. [ @ER &< nodetool status
BIMAY /9 Connection refused.

b. EMIEEILIFH, HIF * R > TR * > * g~
C.FE U *>* FET SR * > * SSM* > * fRSS * . IIE Cassandra RS /R not runningo.
d E#FE* FETR > *SSM* > * HBR * . RIEEHHPERETEBEHEIRRE.

e. o)d@fEik tta< . grep -i Cassandra /var/local/log/servermanager.log
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BNEREPREEIUTHER:

Cassandra not started because it has been offline for more than 15 day

grace period - rebuild Cassandra

2. AR e S HIEITMIARIL . check-Cassandra-rebuild
° MRFHEIRSIETET, RARKRTEELXERS, WA *
c EEMAPNES., NRFEMA, BEMIAMEESEE Cassandra , BN *
H Lk StorageGRID V& 13 f2(#F Reaper &2 Cassandra 188, —BEXIREZSFAER
@ %Fﬁé‘, @%E@i&fjﬁ%ﬁo fgﬂﬁ;ﬁ%ﬁ%%;’f'_]ﬂiﬂzﬂﬁﬂi EI:'?;E'&U " :E:?P/e_r;\z%\l B
ACiissandra repair. "o MREBEIIEEBELMNFEIREE, BIETHRIREHEPIETRN
GIERS
3. BTG, BHITUTRE:
a. EMIEEIRSEP, HIF 2> TR * > * Mg+,
b. JEF * = _*>* BMEFEMET R *>* SSM* > * RS *
C. HIAFRBEIRSSIEIETT.
d. %% * DDS* > * HUEEE * o
e Hil * BUREMERE * A "up ", * BUIETEMEIRTS * 9 "Normal" 5

mEREEFETR

TIERMARAR IR EBZRERRXMEREEEELHPRE, BTME HIBIERN
StorageGRID & & FET mHVRIEL B #EMEEM,

KFUIES
B ERISEHEMRERNY, EETRUEMMANGE, SRR UFEURERT REE,
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Prepare the appliance for reinstallation.

v

Start appliance installation.

v

Monitor appliance installation.

v

Select Start Recovery to configure the

Storage Node.

v

Remount and reformat storage volumes.

v

Restore object data to storage volumes.

v

Check storage state.

O
O
®

MRS NEFETREIMEE (FBA) , BRERASE B7PRITUTMERESE . AIER
FEHEER.

MRXBEFETRRERERMESTE 156 RNE-NMFETRRERE, BRAKRAXL
o £ 156 RAER TSN EFHETI R LER Cassandra AJRe 2 SEBEEER.

ggﬁ—fﬁﬁﬁtﬂ’ﬂg’l\ﬁﬁﬁﬁﬁﬂﬁﬂﬁﬂﬁ, MATEEFBE— TR MEREDR . BBRAKRAX

RARZFFINEHRITIERIRE

®
®

IR ILM MNEBENNEFE—IEREIE, MBI TREKENEFEE L, WEETARE
W Ro

MNREMEHREBEIARS . K& - Cassandra (SVST) &4k, E& N A XEIEE Cassandra
MEER PR E M ISIS M EHIPRHBH, E=E Cassandra [§, ROERMER, MNRKEMHRER, EB
AR,
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@ BXREMHIPTE, FIMIERITHSINERMRE SANtricity OS RUIRER, BEEIEFHISENRE

ML B,
BXER
I AESEEHER

SG6000 7ZEIZE
SG5700 TZfEig&E

SG5600 7FfiEIgE

EREEMRENGEERET R
MEREFHET R, HIFSEFIKEUEN LI StorageGRID 35,
1. BRI LERENEED =
a. BANLLTFA<: ssh admin@ grid node ip
b. %N passwords.txt XEHF|HAIZRD,
C. BN Tan L E] root © su -
d. #\ passwords. txt XEFRFIHZE,
Bl root IR BHERE, BRTTRMN$ Bkl # .

2. BERIGEFMET 2R E StorageGRID #f$, sgareinstall
3. HAFIRTEALEET, MmN v

REREMBD), SSH RIERLER, StorageGRID IKEREEFEEFREAL 5 DHABERNER, B
KEBRT, EREFEEFEFX 30 2%

StorageGRID IR&EFET REEE, HATLTEAFILRFHET R EREUE. FVGRREIEPRER P it
NARFAE; B, BIVEERESR Tall/EE Tk

1T sgareinstall @p<¥fg, MIFRFIE StorageGRID ECERIIKF, Zh3H0 SSH &R, HAERFHAIEAN

2ho

FFHAZR % StorageGRID 8%

EFIREFHET R LR StorageGRID , 15#HI1gEHIRHEY StorageGRID 188 R #1E
Fo
ERBONE

* ISR BELEENEF, HEEZIEHNEHEB,

* Bf£H StorageGRID & & RERF ML FECE ML TEEEA 1P ik,

* {&x03& StorageGRID MR EEIET =AY IP ik,

* StorageGRID & & LZEEFH IP BEETIE L5 HAVFRE MM F MY EEEEIET = LML F M

22


https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/sg6000/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/sg5700/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/sg5600/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/sg5600/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/sg5600/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/sg5600/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/sg5600/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/sg5600/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/sg5600/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/sg5600/index.html

FIRATE Xo
© BERBREHELENRENEIFRATER U TR EHES:
° SG5600 1EfifIRE
° SG5700 Efi#&E
° SG6000 7Ffifi%&E
© IRIETEEA 2589 Web |28,

* BB ELIREPITEERIZEA— P ik, ERILUEREERS (THl2s ERNERRO 1) , Mg
LB P IRMLEEY 1P Hidik,
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BT R

*EETRE, REREIER TN, REFEHSM.
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1 4TS S F MmN IR E P I EITHIZRAY IP itz —,

* + https://Controller _IP:8443+"
IEAHE 2R StorageGRID 1§ & RERFETHE,
2 EEEBTREENST, BHEEETREIEEEIEBET RN IP ik,

REETEEDRHELD—PMEET admin_ip WEMMET Sl FRE—FM_LE, StorageGRID I&&TEERF
AT B &RILULE IP ik,
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b. NEXRILEY IP #hitFRep, EEREIEIIZEFMHET R BRI
FEETR.

C BERE ",
d. JETHIR, LEEHHT IP st ADERERSIE LR ready o

T TREM* FRA, BASERENTRAERNEM, ARRE *F®E

EREI ST, FINLEPAEA "Ready to start installation of node name into grid with Primary Admin
Node admin_IP" ", #EBERH * FaZR%E * 1%,

NRKRBA * FHARE * 171, WAIREFEENMERENIKAIKE. BXHHA, HERNIRENREMNLER
WA,

7f StorageGRID I ELEIZFEIF, Bl * FHIERE *o



NetApp® StorageGRID" Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advanced «

Home

© The installation is ready o be started. Review the seftings below, and then click Start Instaliation.

Primary Admin Node connection

Enable Admin Node =
discovery

Primary Admin Node [P 172.16.4.210

Connection state Connection to 172.16.4.210 ready

Mode name

MNode name MetApp-SGA

Installation

Current state Ready to start installation of NetApp-3GA into grid with Admin Node
172.16.4 210

Start Instaliation

YAPRSIEERCA " Installation is in progress , * ", ItATIE B RISITRETETIE,
() OREEFHHNGRRRENE, BRERBERN  SRRRE
HEXER
SG100 #1 SG1000 AREI&&
SG6000 7t &
SG5700 fFfifig&E

SG5600 fFfifigE
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1545 StorageGRID & &R

EREFHZA], StorageGRID R ZERFIRMERS. PHLRETRE, REFER
I=F

1 BirEHE, FRERPEFN  BERE

"Monitor Installation" TIEG B RLEHE,

Manitor Installation

1. Configure slorage Running

Step Progress Status

Connect to storage controller _ Complete

Clear exsing confguaton I Ccrviie

Configure volumes Li ﬁ 5 Creating volume StorageGRID-obj-00

Configure host settings Fending

2. Install OS Pending

3. Install StorageGRID Pending
Pending

4 Finalize installation

BEERSEERYREEHTHES. FBRSEFRTENINTHREIES

@ LEEFARRELANZERTRNESFIEERNET. NREEENETEE, UFAE
ENETHEAESHZEREBIRSEIIRT skipped o

2. BEFIRNLEMNRIHE,
Yo BCETFE

EUMER, RERFFEREIFMEEG S, BREAIEEE, 5 SANtricity &S UEES UKE
BEHIRE.

°*, BEOS*
TELEBNES, RRIEFSF StorageGRID WETIRERFIMEREFF) 1%,

3. MRIEISRISHIE, BT * R StorageGRID M EIZEE * MEEE, HERAREHA LET—5HE
e e e
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Home Configure Networking - Configure Hardware - IMonitor Installation Advanced -

Monitor Installation

1. Configure storage Complete
2. Install O3 Complete
3. Install StorageGRID Running
4. Finalize installation Pending

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy

[2017-07-31T2Z2:09:12.3625661 INFO -- [INSG] NOTICE: seeding ~var~local with c
ontainer data

[Z2O17-07-31T2Z2:09:12.3662051 INFO [INSG] Fixing permissions
[2017-07-31T22:09:12.3696331 INFO [INSG] Enabling syslog
[ZO17-07-31T22:09:12.5115331 INFO [INSG] Stopping system logging: syslog-n

1201?—9?—31T22:09:12.5?009&] INFO [INSG] Starting system logging: syslog-n

[Z2017-07-31T22:09:12 .5763601 INFO [INSG] Beginning negotiation for downloa
of node configuration
[Z2017-07-31T2Z2:09:12.5813631 INFO [IN3G]
[2017-07-31T22:09:12.5850661 INFO [INSG]
[Z2017-07-31T2Z2:09:12 .5883141 INFO [INSG]
[Z2017-07-31T22Z2:09:12.5918511 INFO [INSG]
-07-31T22:09:12.5948861 INFO [INSG]
-07-31TZ2:09:12.5983601 INFO [IN3G]
-07-31TZZ2:09:12.6013241 INFO [INSG]
-07-31T22:09:12 .6047591] INFO [INSG]
-07-31T22:09:12 .6078001] INFO [INSG]
-A7-31TZ22:09:12.6109851 INFO [INSG]
-B7-31T22:99:12.6145971 INFO [IN3G]
-07-31T22:09:12.6182821 INFO [INSG] Please approve this node on the A
min Mode GMI to proceed...

4. HERES R UEEREFHET .

764% Start Recovery LIEEEIREFHE TR

BHIEMREERPIEREIME, FRReEFET _REENRETRNERAT R

ERBHNE
ERERER IR FI560 Web 7145,
* EARBE PRI AR

* EAAAEREEREE.
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* BB REBME R EEFET So
B IEIEIEBRRRD SR E e B 1R B9 FF 45 B R,
* BB HINTE 15 RNKRERELZEMET =
5
1. EMREIRES T, ER 4P > ES > hE ",
2. 7£ Pending Nodes FlIF&RAIEREMRE BIMET Mo

TRERKER, EMNFEERESIRD, BELIERETR, RIFNREERREHESFETRE

3. I\ * ECEZRINEIE * o
4. BE BrpihE *

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Sea Q
Name 11 IPv4 Address IT State 1T Recoverable N
& 104-217-51 10.96.104.217 Unknown
Passphrase
Provisioning Passphrase | sssses

Start Recovery

O EMEMET RERPIEITMEH#E,

Z W& T S0XE] " Waiting for Manual steps™ " FYEREY, #EI T—E@EHRITFIZ BUSHEZMERIE
g & 7S,

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Recovering Grid Node

Name Start Time Progress Stage
de2-s3 2016-09-12 16:12:40 PDT h WY Waiting For Manual Steps

@ EImE BB R ERIETZ), SERRILIEE © BB * KETIHIRE. IEER—MEEXIEE
, EREEEREIE HTRBLATFRHRAERS.
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€ Info

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For ViMware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

oo o

MRBEEERMFIE FEEME, WHIBIEEZTI R LIETT sgareinstall FiRET RIEREIFALE
Ko

Do you want to reset recovery?

ENEHHENRAMREERME ("FHPE")

B MFohstTR N EIA, A eEMEHRENFEESAETRIIUE L ER=ZRIFE
o F—THIZFEFEHRIUERNE, EEMIUEA StorageGRID FiEH, F 1Tl
TR EHRIVUAEEHHNE, RIEFEENWE Cassandra HIEEHB RS-
EREHNE

© FEBRENREE R EAREEH SR,

IZ1T sn-remount-volumes MIZASA]gEH B F IS HMEEFE S,
c BEKNEBERESREWITEETRER, IBCHETAERRELE . (ENREIESP, EEF * 4Hip >
*E5 * > BUHERCE *o )
c BEKEY BESREHTH, (EMREIESED, EFHP > EES*>*TR*, )
NRZNMEET ARSI EET REDSE 15 KNEER, BRARAZR. B7E

1T sn-recovery-postinstall.sh A, ER ML NMFHET R LBEERE Cassandra By
15 RNAI e SBEIEER.

KFIES
BREMIRFT R , IFRITUTERES:
* BRIIEMEMNEFET R
* 817 sn-remount-volumes MIAEFEHBINERNEFES. TITILHARN, SRAITUTIRE:
© BEHMEHES M FHEEUER XFS BE.
° H1T XFS XH—HMaE,
* MRXHRSE—E, WHAEFEERS NRIVERR StorageGRID #iEE.
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© NREFEESHRINER, BEMEHZFES, LB IEMIERITE.
© ERMA LR REM R,

* JB1T sn-recovery-postinstall.sh flAds, BITILHIZAES, ©IGHITLATIEE,

fEi51T sn-recovery-postinstall.sh (FE 4) EFRAUBIEEEEHERNTRTT

@ Rz, BNEMERRBENEEFEM#ET =, 7 sn-recovery-postinstall.sh 5Ef
ZHIENBRHEFEET R2SREHEINRS HEE, H S StorageGRID 1&& T AIE H 4R
=

o B IE sn-remount-volumes BIAT/EEH A IMIE XA ERERIFES.

@ MREFRNUENEEES, WizE LB SIESRER. RIKER ILM ANEE S
FEZSIUREIE, WAFHRITIINVRIED R DM R E AL B R R SRR,

c NRFE, TN = LEE Cassandra $EE,
° BoiE#ET R LRSS,

p
1. BRIEMENFHET =

a. BMALTF#H%: ssh admin@ grid node ip
b. 4\ passwords. txt XHHFIHAIER,

C. WAL T a2 root © su -

d. 3\ passwords. txt XHHRFIHZE,
U root AR BB RET, IBTFHEM$ Eoth # .

2. BITE— M HAEREH AR ERNEFES,

@ MRFAIEFHEESEHENME, FEHITERINL, NEFBFMEEHMLIIKE, ERTMUBLILD
BHIZITE T HZA, EMRIVLIIE BENENFES.

a. iIz{TLAFHIZAS: sn-remount-volumes
LA AT e BN A e E B A MIENEES LiB1T.
b. FERAIEITHAIE], EEMEHREMBRE AT

@ RIBFE, EAILUER tail -f s BIEHABEXHRNE ( /var/local/log/SN-
remount-volumes.log' ) » BEXHEELLGLITREEIFHANER,

root@SG:~ # sn-remount-volumes
The configured LDR noid is 12632740
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Mount and unmount device /dev/sdb and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sdb:

Mount device /dev/sdb to /tmp/sdb-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12632740, volume number 0 in the volID file
Attempting to remount /dev/sdb

Device /dev/sdb remounted successfully

====== Device /dev/sdc ======

Mount and unmount device /dev/sdc and checking file system
consistency:

Error: File system consistency check retry failed on device /dev/sdc.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh, this volume and any data on this volume will be
deleted. If you only had two copies of object data, you will
temporarily have only a single copy.

StorageGRID Webscale will attempt to restore data redundancy by
making additional replicated copies or EC fragments, according to the
rules in the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on this volume cannot be rebuilt from elsewhere in the grid
(for example, if your ILM policy uses a rule that makes only one copy
or if volumes have failed on multiple nodes). Instead, contact
support to determine how to recover your data.

====== Device /dev/sdd ======

Mount and unmount device /dev/sdd and checking file system
consistency:

Failed to mount device /dev/sdd

This device could be an uninitialized disk or has corrupted
superblock.

File system check might take a long time. Do you want to continue? (y
or n) [y/N]? y

Error: File system consistency check retry failed on device /dev/sdd.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-

postinstall.sh, this volume and any data on this volume will be



deleted. If you only had two copies of object data, you will
temporarily have only a single copy.

StorageGRID Webscale will attempt to restore data redundancy by
making additional replicated copies or EC fragments, according to the
rules in the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on this volume cannot be rebuilt from elsewhere in the grid
(for example, if your ILM policy uses a rule that makes only one copy
or if volumes have failed on multiple nodes). Instead, contact
support to determine how to recover your data.

====== Device /dev/sde ======

Mount and unmount device /dev/sde and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sde:

Mount device /dev/sde to /tmp/sde-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12000078, volume number 9 in the volID file
Error: This volume does not belong to this node. Fix the attached

volume and re-run this script.

Erfllatd, —NEEEEMNERER, — T EHEEHIER,
" " /dev/sdb’ BT XFS X RFE—HMNE, HEFAMNELEN, FILEMINERER.
EEHNIRE ERBIERRE TR,
" BT EREERMNE BT, /devisdc Filid XFS XHRFA—HMHKNE,
" TEER  /devisdd” , EIAMREBUERUSHEENBRIRESIN, SHATEEHFMEEN,

ESWREREBRETXH RS —HMNE,

" NREFEEESERINEE, 155 N BEFE JIRTEL. EXEFTREMBE LHXHR

5T

" MIREFHEEEEEINAHE, PERE IEE . "EAUERXHRARENSERKATEIRTF
BIKiR, ZERIGIRIFIE  /var/local/log/sn-remount-volumes.log” BEXHH,

" " dev/sde’ @id T XFS XHRLA—HMNE, HEEGERNELEN, B, volld XMHHHY
LDR F5 ID 51t Z T =89 ID ALEE (IMEPEREY configured LDR noid) o IHERMRIL
ERETE— 1 HEET S

3. BRI FH AR MR,

@ MREEERET XFS XHERA—BMNEH T AER, HTFHAESEREPNEIRERE. &
AT T BRE X% FIET1T sn-recovery-postinstall.sh BIZARME X,

a. WEBELHBRERTEEFFEMEENFE. MRRIILEMRSE, BEIETIRZ.
b. EEFMEEEHRENHEE. WRLBIETEFEENETILEFET RBHEIR.

32



TEURBIFR, /dev/sde AUk EL S LA FHIRAR

Error: This volume does not belong to this node. Fix the attached

volume and re-run this script.

@ NMRREENEEER TR I EET R, BHAERALF., WRIETT sn-recovery-
postinstall.sh A, MEFESRKEMENNK, MMAEEERLZERR #iE.

o MBTEEHEAFELS, WETHRENEH, RAEEERTRILLE.
() reameERERERTEERNEEEE,

TRERIRERBRIENS ID , IETT repair-data HIABHRBIBELRTE (FT—MRMELE) B
, BEWALLID

d. BENEMPIETAEHMNIEER, B/RIEIT sn-remount-volumes HIZA, LUFAIARTAEIEEAPR
BEEEHIEEREH,

MBTEE RS EESRATER, MESSHITT—F, VBRI Lo
()  wEsER. NRNRMESREIE, WRE— 8%, BERET— MR
(FEHSER) HLE,

RN T MRS PR R B B R ARTETE % LOORIRIUE, /0BT on-
(D) recovery-postinstall.sn iz (fIg, ILM SEBEEMAINIRAIER— 1 EIANEES
MR ERERE) o BRRRRZSURE TSR,

4. 517 sn-recovery-postinstall.sh fl&: sn-recovery-postinstall.sh

HER AR EFR AT EEHER AR ERNEEEES,; RIBEFEET R LER Cassandra #iERE; H
BEITFET = _ERIARSS.

HARM TSI

° RSP RE TR B \IS A BEIETTo

cBE, EMIAIEITHE, ERSRMERE SSH =i

° SSH RIEQFIETIRTSHY, B * o Ctri+C*

° WRREMLZPUTHLIE SSH 21F, NILHAFER ST, BERILUM " RE " THEEHE,

° YIRFMET RER RSM iRSS, MEET RIRSENER, BHARIRSEE 5 2. 534 RSM IRSEX
BEpEY, IS 5 OHHHEER.,

(D RSMERSFEEILADC BENEESA L,

Lt StorageGRID &3 72(#F Reaper & I2 Cassandra 188, —BAXIRSSFAERSH
()  t EaE#iTEs, eSS EBEMARHTRIES " reaper " 5§ "Cassandra repar.’
" IREEIETEEARNESEE, BETEHLERRETNR S,
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S. T sn-recovery-postinstall.sh FIZSiE{THY, WIEMEEERIFHMETTHE,
"R E " TIE L RYHE LM EEYRIHE#t sn-recovery-postinstall.sh BIAHNSHRIRE.

Recovery

Select the failled grid node fo recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Name 11 IPva Address 1T state 11 Recoverable I

No results found.

Recovering Grid Node

Name Start Time Progress Stage

DC1-53 2016-06-02 14.03:35 PDT . O N N Recovering Cassandra

7 sn-recovery-postinstall.sh HIABHT R EHIRSGE, Eol RN REGELRRE B ZMAR LY
EEFES, T MEELRE Rk,

BXER
EEBXEFHETRAREDBMENES

B REELREISENFES

B HIREREIR SIS

MEREFET RNFEERE, BRURREFMET R AERERNERBINRERE.
BEENAT

| R TEARE N SRS - s - @ ERsEmRe - a0 > il ATE L

KXFIAES
AILUMEMEET R, [IRTRICEEERNREUE, fiREEREMR ILM RN, LUERLUERNR
2l7,

BEERUTEI

* R ILM MNEEBE N REFE - EFIEID, MZEAUTHREENEFES L, WERTERENR.

* MRENWRIOME—FIRB AU FEFMEEP, N StorageGRID AU L MEKBEER B =77 EiR S
LURRM R EE. EHITIMEED R 280, BEXRRAFF UGB RE e EMAER N,

* IRV RAOE—RIRB AU TIETRLE, WSNEFETRERNREE NIRRT RSN REELEREIEF
fET REEME M EZ T R RBIAFTFEREIE K, EAMIMNBTIEEFERANRBIER T EEER,
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XxF repair-data 7

BIRREMNREIE, 15IE1T repair-data fIA, AR BIERMREIENEE, H5 ILM HEEc& R
HaR#EE ILM 327,

PR TERY * EHHEE * 5 - 1B5YE ( Erasure-Coded , EC) #iE*, RIBEEXERENEEHINMIELER
PRmEDRVEE, THE repair-data HIANHIRELED, MNRFBERFEXHMERAHE, NHAENEITXMA

o

@ BX repair-data HIAKIFMESR, BEFEETANGLITHIA repair-data -help

EHBEdE
RECEFEEEEMTNTRERNFECET R LARNES, FJUERR < EREH FIHUE:

repair-data start-replicated -node-repair
repair-data start-replicated -volume-repair
SR LAEA U T s QIR EEHIEIEIES |

repair-data show-repliced-repair-status

7 StorageGRID 11.6 A, BJLAfFA show -replicate-repair-status EIHITEA
@ Fiisi. WWINEEIEEF LS, REINERIGEFEMEIER. BEMEBERSERMN, BEM *

EH-—2%, *=BE (XRPA) *#* 13EHAIR - f&it (XSCM) *, WIHFR 5z
BER/.

2#4%53 ( Erasure Coded , EC) %

RIECRFERERIMNTRAERNEBET R LANES, AIUERR 6L REREIEIRMIGAVEIE:

repair-data start-EC-node-repair

repair-data start-EC-volume-repair

ERLEEET R, FIUFREELSTIRRRIDRIHE. BERERET R BETTMK.

eI LR LA T ap < BRERZU MRS SV IB E 18R -

repair-data show-EC-repair-status

EC EE R AIGHMEA B S, TEAMAGHLR, CATETRAERA. NRE
() BRBNEESEATAS, ECEEFELEAN. TeELARARMY, ECIESEL
SRS BRI,

EHREFET R ENZ

1. BRI TEETA:
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a. AL TF®H%: ssh admin@ primary Admin Node IP_
b. $I\ passwords . txt XHHFIHAIER,

C. BNLATan % root : su -

d. 3\ passwords. txt XHHRFIHE,

XU root AR SMER, RN $ Bl # o

2. fEF3 " letc/hosts’ X B EXRRFHEENFHET ANENE. EEEMEPMETRNTIR, FRAUAT

ANA:. cat /etc/hostso

MNRFAESHRESRE, BEEHE
NRFIEFEEHRESRE, BEREEIM TR, RIBCEEAEFINEE, TE2ERUMAD ( Erasure-coded

H

EC) #E, SERMERARXME, HREX * EHBUE, * M43 (Erasure-Coded , EC) ¥4E*

BX & B9 B 1T (o

MRABHOELERE, BFHRE (MRIEHADEHIEE, BEELEL

36

()  EFEREXSNSRIET repair-data fF. BRES A, BRARAZH,

ERIEvEE

MNEMEEESEHIEIE, 15FH repair-data start-replicated -node-repair s<#l"
-nodes’ ETEE BN EETI =o

A $IEEE B9 SG-DC-SN3 HIFFETI = LS HIB#kIE:

repair-data start-replicated -node-repair -nodes sg-DC-SN3

TR R EIRIE, MR StorageGRID RIHASIEFINMRKIIE, NAME * HEEL *
(D) o, TRsARIRANERT S LRETR, CUREEANEERR MURRETIU
85, BB AR,

2488 ( Erasure Coded , EC) #iE

MNRMIBE SIBRRIZAIEEE, 15 repair-data start-EC-node-repair a3 # * -nodes’ &I
BERBNMEMET =,

2B E R SG-DC-SN3 FITEET m L HYIEBRIRFIEIE
repair-data start-EC-node-repair -nodes sg-DC-SN3

LR ERNR[EIM—/Y repair 1D, FAFHRIRLL repair data #8fE. EALL repair ID RER
repair data IRERHEMLER, MELERME, F=REHERIEMR 5.

@ g%&ﬁﬁ%ﬁ.ﬁ“ﬂmﬂﬁﬂ, AL aEE LT IR RIENHRE. EERERETRYAIARER
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MRIFH D EHIBE, BHERESE

MRIEHDEHIMEE, BRERENNE, RIBEEEERAEFIEIE, T2ERLMY S ( Erasure-coded
, EC) ¥R, SERMERAXHE, 1KEBEX * EFMVEIE *, * M3 (Erasure-Coded , EC) #4iE*
o IX A B9 R TR (E

WRFAIEEEMREWE, BHRE [WRFIEEEALERIE, FEREHIEL

UA7N#HEIRIVAAE ID. 80, 0000 BRE—NE, 000f B% 16 T &, EWALIEE—E, — I EEE
HEN BT —1TFFINE.

FrEELAUTR—IEFETR L. MRFELRS M EETRIE, BRARARR.
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EHInvEdE

MNRMIBESEFRIREIE, 1B#FEH sSTART-replicated -volume-repair 88<H ° -nodes’ EIRKAR
P E, ZAR/AI - -volumes' B -volume-range’ &I, WA T RAEIFAT.

*BAE Y kST RERINSIEILRER A SG-DC-SN3 B#FfET = ERYE 0002 ©
repair-data start-replicated -volume-repair -nodes sg-DC-SN3 -volumes 0002

SEE . e SEBEFRINEIEIRRRIZ N SG-DC-SN3 HFEMET S L7/ F 0003 B 0009 SEEIRAY
FiE%:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3 --volume-range
0003,0008

* FERIIFHZNE * ¢ eSS RHEFNEIEEREEIE ) SG-DC-SN3 NEET R EHNE 0001 ,
0005 #0 0008 :

repair-data start-replicated -volume-repair -nodes sg-DC-SN3 -volumes 0001 ,
0005 , 0008

FRHRIIER, WMF StorageGRID FEHAEITHINHKMIE, NS * HREX *
(D) o, IRaABEIRGNERT S LRETR, CUREEANEERR MRS
£, 158 0A % StorageGRID MiEF I FEHIFRRYIZ R,

2485 ( Erasure Coded , EC) %R

MR MR E SIBRRISAIEEE, 15ER sSTART-EC-volume-repair 859 H * -nodes’ IR ARINT
S, SAEHNN " -volumes® B * -volume-range’ &I, AT REIFAT.

* BNE L kB RS RE T BIRRIDRIEIRIZIRE) & A SG-DC-SN3 BfFiE T = ERYE 0007 ¢
repair-data start-EC-volume-repair -nodes sg-DC-SN3 -volumes 0007

* HEE Y P RBETIRMREEIEIREIREIR I SG-DC-SN3 MEET = E/TF 0004 2/ 0006
SEREINMIFRE S

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume-range 0004,0006

* RERIIFHZNE * @ eSS RS AUMRIDHIEIEREREE]Z S SG-DC-SN3 NEHET R LE
000a, 000c #1 000E :

repair-data start-EC-volume-repair -nodes sg-DC-SN3 -volumes 000a , 000c ,
000E

repair-data RERHREIME—M repair 1D, AFHIRIRL repair data #fE. EAILL repair ID
BRER repair data BRIEFHENER, MESERME, FRREFRIEMKI,

@ gi‘t:b??ﬁ%*ﬁ AANEY, RIS LT RIRRIEHHE. BEREFRMETRYARRER



BEEERR

RIBERMER * ERIEHE -,

* AR (EC) ¥R * EEEIEAXME R EITEE (L AR,
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ISR
- EMERESTERM, BHRITUTERAE:

a. YEIE - TE <> ¢ EEEENERTSR > ILM*,

b. &F " it " WHPNEM. EERME, * EESEE- 28 BEHET 0 MR,
- BEEFMMSISEE, BRITUTRE:

a. PEHE > TH > WA .

b. 4% grid > * ETEfSEMTEAETE _* > * LDR* > * SiRTHE *

o. ZEEANTEY, RAEHESHNEESTORR,

@ BJHETETE Cassandra A—%, HETLARERKMINES.,

L RREE (XRPA) *: EALLBHRIEERIEENHE, SIE#ETRINEESXIL
KBS, LLEMERZIEM. NRILEIERIIEINE BIAEI Zai3tmHAE (B * $3rEHE - &t
BIERM) , WERR ILM SEREEAT R EAEAFEEENE R R,

() EREXRRETERSEANNE, ITUEFHRE LM BENHEK.

* * PiEHAE] - fBitE (XSCM) R LEME R I EIBY X AR E NI R A SRR EE 24
R * BESIAEE * BMAL N EIREE Hai3fEiAE, WEHFNEERTEERM. FE
B, HitiRTESEN. * FEHAR - it (XSCM) * BMER7= BIWE, BFFET
PHEEHRNREAE, EAUEEMNER * TEEER - 41T * BHYEHEIERUREE ST
EIpErE
c E, EREEFBENGITTRESLL, 15T repair-data 559 HR N sHow-replicate-repair-
status &,

repair-data show-repliced-repair-status

1 StorageGRID 11.6 H1, BJLAfEF show -replicate-repair-status EWHHIT

@ AT, WEEIEEHF &F, REIFERERIERHRIER. ERERERTETMN,
EER * FEF-23*, *=i1BE (XRPA) *# * FiEHAR - {41+ (XSCM) *,
WARFTR EiI B EE .

2UMI4mF3 ( Erasure Coded , EC) #UE
BRI RmEEIEREE RN, HEIXERATEERKAIEK:
1. MELIT AU MRSV ER B ERVRTS
o EFE * THF* > TR * > f5in * UBEE LRI MY EIFSERE D tt. RE, &

Grafana #353FRi%#F * EC Overview* . &F * W& EC {RALFaiT5emAtial * A * fi% EC Rl B
BB DL * ERMR.

° FHILM SR EEIFE repair-data BEIVIRE:
repair-data show-EC-repair-status -repair-id repair ID

° AL L AITIHFIEEE:



repair-data show-EC-repair-status
WY T B SAMEAIETEITREERNER, 84 repair ID,
2. NP BREEIRIERN, B -repair-id EMEIXEE.
Lt S fFEREE 1D 6949309319275667690 B kM TRIEE
repair-data start-EC-node-repair -repair-id 6949309319275667690

S ERIEE ID 6949309319275667690 EiXLMHIBEE :

repair-data start-EC-volume-repair -repair-id 6949309319275667690

mEIREEFET REREFERS

MmEIKEEFETRE, EXNRIESEFEETRRNPMERSETIRE NN, HiAkEH
SR sEET RARSE2E0, IKESERIAEA.
BEENRA
* BATEREFIINEEIEEE 21509 Web 35S

c EETREME, HIEMEBTM.
iz

13T > HF > THE* > * EHEH*,

2. WE*BMEFMET S * > * LDR* > * 17 * > * FERE - FiE * 1 * FERE - Hai * &,

XN E MBS N B

3. W18 "Storage State" (FZEIRE) — "Desired " (FAE) 8BARIE, BERRUTHE:
a. B * BLE * XM+,
b. M * FERT - P * THIFIRA, 3&EEF * B~
c. B AEH
d. g BhR * EMEHAIA * FERES - Fif * # * FEIRE - S50~ WEESEH BN,

MERFZR R HF RN EFEESRERIRE

B NTR—RIIES, AeEMEETFTRENEFEDT R, TRILEEEDT R EN—EZ1
FEERENPE, 1E%JLI.,IEEjJ%§TEy¥9E}J\O MRRBEEFESLAERRE, NEET SR H
StorageGRID R4 fER,

RFUIAES
IEMENRET RIESR ERYR WHNEHET R, NRKEFMET R ENEEERERE, BERRESE

11T " Recover appliance Storage Node" , *
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Review warnings about storage volume recovery.

v

Identify and unmount failed storage volumes.

v

Recover failed storage volumes and rebuild the
Cassandra database.

v

Restore object data to a storage volume.

v

Check storage state.

BXER

mEIREFETR

EERXREHEMENES

EMEFEMET RRREFEEZR, BUAERUTES,

T RRNEMEE (REH) B+7OHRBIRNR, &7 NE ID. FI%, 0000 B%F—1%, 000f
BH 16 M, BTMEMTRENE—TWREME (£0) KRZBEM 4 TB WTERAITHRITHIEN
Cassandra #iEEFR(F; %E LHERARRZREEATNREE. FIEEMEEETRATNREE.

WMRE 0 REMPEHEZEME, N Cassandra HUBEAIRESIENEMERIEL B W—BoHITERE, EUTE
RE, AL ERE Cassandra :

* FETRBRAES 15 XEFMEER.
* RAREBN— PRSI EEELEREHEME,

E# Cassandra fa, RSB ERAEMEETSFNEE, NREVMNEETSE%, NFELE Cassandra #IER]
BERPIH. W2 Cassandra RIEEEE, N Cassandra #IERTREH RIEMEPRIEF—H, NREEFEETAIS
BEABYE R Cassandra , ETEMIL 15 KAEER I HZINEET R, NoJgeskEHIEEX

@ MRS NMEFETREIMEE (FBA) , BEREEASE BPRITUTMERESE . AIER
EHIEER.
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@ MEXEBEFETRRERERMERGTE 15 RAEZNMFETRRERE, BRARAR
o £ 15 RAER TSN FETI = LER Cassandra AJRe 2 SHEIEER.

@ ?2%—¢ﬁ£ﬁtﬂ’9%¢ﬁﬁ%ﬁﬁtﬂﬂﬁ&l‘%, NATRERE— MR MEREIR . BERAKRAX

BRASZFFIOEAHRITERIRE

@ R ILM MNECENEFE— N EFIEIE, MZBINMMUTRERENEFEES L, WERBTERE
Ko

MNBEMEHAENBEIARSS . K7 - Cassandra (SVST) iR, B NAEXEBIFE Cassandra
() WERriRE SRR, B Cassandra /5, RUBRZIR, MRAAIRER, 85

BRARZH
BXER
ST ANESPEHRR

BXMETRIMENESTEEE

HEHNHKEEFEES

TS ESHREFEEENEFRETRE, BUITMEHNHEKES, SNSRI
TR PEMBIVCEEFES,

EREHNE
BB REIFIE B 560 Web 111522,

KFUIES
BN RIRIME &R ERERFES,

MEREMNE—F N B FERE, FEHHFET /0 HENE. NRBIEESNAERE, BXHRAMENIR
7, WRSRIRET AN IR P ARERNARDEHIE DB EAHIT,

BT RRES R , ARBRITFNIBRRMES, GINRNSEMEEEE, FLETR
@ , BOITRNEHBE. BN, EI51T reformat storage block devices.rb MIZES, A
RERBEIXHRSIEIR, NMSERIZEE IR K,

() 10T revoot A, BIEEBAFEREEHE.

@ BIFRRAEEEES. ERERLLERIIEPEELNETRIL. ENRIANKER, LN
HERTERE.

BIFRMEHEEES, EFENEXEFEENRERIMREE D,

TELEN, RAKATIEREEEDR— I XGRABAE—IFRTT (VUID) , HERSEHXMHERS UUID
HHIFET S EM— rangedb BR. XHFRSE UUID # rangedb BRIETE * letc/fstab’ X5, FIKRE
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ERPRETIRER, SCEH b BRUKBEHERNA/.

FELUTRAEIF, %% /devisdc’ IER/NA 4 TB, FH letc/ XHEEHENZERR  /dev/disk/by-uid/822b0547-
3b2E-472b-ad5e-e1cf1809faba’ =& E| ° /var/local/rangedb/0" :

1 fheytade Setcieiab (e =il errorsscemount-ro, barey
o war - Fdevzdd Svarflocal gxrs ETLOES=~TeNMIT~E0  harEl:
fdev/ade EWAT g defanlta n
— local — idevisdc — proc fproc proc defauics ]
} rangedb N ET T ayafa fey= =ysl= noATto fi
0 e debugEa foys/kEcenel fdzbug debugfa noauto ]
~ fdevisdd —| deupts Fdewipts devprs wode=0£20, gid=5 i
I fdev/Ed0 fredia/Eloppy 57 a3 DOBLTO, RIS, ITUC U
I = fdev/cdron Jedeon 230RE60 o, nosuts 0 0
\\" | Adev/Eian y-uald /384046873511 -4Ta7-0700-Tb31bA5S5albE Svar/local/nyaqgl_ibda
Wl fdev/eappet s fagug=-L2gly ..l'[sg xf= dzapl,urpr.r..frsu;r,ﬂnaj.ign,:lmhuuu ikeep 0 2

Volumes

Met By Dok Simhm  Size  Spece Avalsbls  Téle Emries Entess Avadile  WWete Cachs
i el Ordne 59 @) 10458 us,sa oy 65 %D EES 4 B8 Uninown 5

i WETE MMSMS PG Unknewn 5
feawlccaliangedtil  sdc  Ondne 4% B 4,375 GB 0A0E BA0.9A1 655 [ Unavaistie 5§
Fentioealmangectl 1 sdd | Onbna U by £ ¥ GB 290 GB (B dp BSAGSY400  BSEOTIEI0 @ Unovalsbie | 55

Femfitalimngedlyl sce  Onbne B @) 42965 GE 4370GE 9 658050408 B58.962 X5 6§ Unovalstls

5933
TR U TS RUIBREEFEEREIRERM:
a. ERE * FF > TR > Wgah o

> ﬁg*ﬁa,ﬁ*wmﬁﬁﬁamwLDR*>*@ﬁ%*>*¢ﬂw*>*z REERESLRNRE
180

Object Stores

0000 9.6 GB % 6 GB Y 823 KB 9 0.001 % Error 35
0001 107 GB 107 GB 0B 0% No Errors 59
0002 107 GB 107 GB €08 0% No Errors 59

C. M * Uhm * > MEEFMHET R * > SSM* > * FR* > iR *>* £+, MEL—TPHENENHE
FEENEHSNER]

MRIFME U NHFIRTERTRS, Fi0, 0000 BF—1 %, 000f 2% 16 MN&, fEURMIF, ID
79 0000 B RIFFEX N FIREBFFA sdc BX/NA 107 GB K" /var/local/rangedb/O o

Volumes
/ croot  Online 2@ 104GB 417GB & 65536i] 554,806 @g Urkin
Ivarflocal cvioc  Online &) 9%6GB 96.1GB [ ®) 94.369,792 94369423 T & Unknown

Ivarflocalirangedb/0  sdc  Online 2% 107GB 107 GB @) 104,857,600 104,856,202 @ ) Enabled
Ivarflocalirangedn/i  sdd  Online 2)%) 107 GB 107 GB %) 104,857,600 104856536 {5 &) Enabled
Ivarflocalirangedb/2  sde  Online 2%y 107 GB 107 GB @ 104857600 104856536 ¥ &) Enabled

EJIHJIIJIH]W:, .
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2. BFRFRERFENFHET R

a. BMALLTF#<: ssh admin@ grid node ip

b. 3N\ passwords.txt XHHFIHANZ,

C. AN Tap <t E] root © su -

d. 3\ passwords. txt XHHFIHAED,

U root AR SMHERE, RRTHEM$ Blh  # o
3. BITUUTHIZARLUZ L7 fERR S HENHMEF S |

sn-ununmount % object store ID

object_store_ID Et{fEFMEERY ID . U0, TEE<HIY ID 79 0000 RIXREFMEIETE 0 o
4. NREIMRT, FR* . * FLEEET R ENFERS.

() WREEESDEL, WRRIRTE, 5% 0 1k Cassandra 5.

sn-unmount-volume 0
Storage services (ldr, chunk, dds, cassandra) are not down.
Storage services must be stopped before running this script.
Stop storage services [y/N]? y
Shutting down storage services.
Storage services stopped.

Unmounting /var/local/rangedb/0

e, FERSHEL, SR80, KEETHER, EREIENE MR, RE—FERETREE
EN#o

RE R EWENFESFERE Cassandra FIEE

1;.]_\'[\\;

ERITEIT— A REFS UM EFHERREEFZEE LNEE, HERGHREBHVE
Bt 7E77 T = 82 Cassandra #iEE.

s SRR passwords. txt XHo

* RSS2 LN RS IRTHZR AN TEEF 4o

* WMBRESENEZERR , BER, HACENEERFMEEYS,
* BREFENES KNGS RIaTFEERE.

* BFENBERSREITEETAER, ECEETRERRESE .. (EMREERP, &F - %P>
*{E55 > BURECE *o )

* BENEY BRERERTHITH, (ENREESRD, ZF 4P > "ES5>"VE*. )
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* KEHE EEEEXEHEMENES,

46

a. IRIEFE, BRSLrEREHHBNREFEEREKNEEYIERENFE,

BiEfEE, PRRENRRNEMSHURRRFRFESIRIZEFME, EFAEENEHE. FES
EMEHHERENTERARME] " /etc/fstab” Ho

b. BFRENREHETFET =
L BMALTF#<: ssh admin@ grid node ip
ii. 3N passwords. txt XHHFIHIIE,
iil. ENLA TSRS root © su -
V. 3\ passwords. txt X{HFHFIHZEE,

I root AR SMER, RTEMN$ Bl " # o

C. fERAXAYRIESS (vidkvim) M letc/fstab’ XHHMIFFKIES, ARRFZX M.

®

£ " letc/fstab’ XHHERIERIEER B, MM fstab PMFE, RAMEIESEIE
fstab XHFHFIBITRES SHEHNX A RSATE.

d. BFRAMERAREHRENEFEES, HIREFEER Cassandra #iEE. BN

reformat storage block devices.rb

" MRFMERS EEIET, RARRTEELXERS. BN *

*MRFE, RAEBIRTRIEER Cassandra #iEE
* BEES, MREPEA—IEFRIER, 1BEE Cassandra #iEE, WA *
" MRZNFETRBRVHEDSES 15 KRERT S — M FED R BN *

ZHIAGIRETMAER Cassandra » IBBXRTRAZRF

* WFEET R RS rangedb RGNS, HUARKEE)EUTR@EN: SEEHEXN rangedo K
28 <name> ( device < FESI > < RESH > ) ? [Y/n] ? , WAUTEZZ—

[] *y*

BRIV R IEIRAIREEE, XSEFRINUWERES, HRENRIVCRIFESME -

letc/fstab™ XA,
* NRIBNBABLREMEIR, HALEFEEFRAKE, WH*T*,

ERE ¢ RRHIERIA, HEFIKRNEE (MREIANNREREEE EREIER IR

(D) wEaTED®R) RMRRDSE. A, BRET

®

reformat storage block devices.rb fi<s

F Lt StorageGRID &3 72(#F Reaper 412 Cassandra {88, —BHEXIRSSEFR
RS R, B=Bohi#TRE. B IRIMARmEPIRE " reaper "
"Cassandra repair.” " ., (IREFIIETEERMNEIREL, BETHIREEPIE
TR,



EUTRAEE RS, ANEFHELLIENES  /devisdf , MAZTEE}E Cassandra :

root@DC1-S1:~ # reformat storage block devices.rb

Storage services must be stopped before running this script.
Stop storage services [y/N]? **xy*x*

Shutting down storage services.

Storage services stopped.

Formatting devices that are not in use...

Skipping in use device /dev/sdc

Skipping in use device /dev/sdd

Skipping in use device /dev/sde

Reformat the rangedb drive /dev/sdf (device 8:64)7? [Y/n]? **y**
Successfully formatted /dev/sdf with UUID c817f87f-f989-4a21-8f03-
b6£42180063f

Skipping in use device /dev/sdg

All devices processed

Running: /usr/local/ldr/setup rangedb.sh 12075630

Cassandra does not need rebuilding.

Starting services.

Reformatting done. Now do manual steps to
restore copies of data.

R GEIELRE R AR IR T TRVTFHES

TERARIB TR TN EET R EMEFEERE, BRI URREFEMEES R EHREN AR
R ¥R,

ERBEINE
AR BRE T sk - Bie - @ EmisEmsn - R > B RIEL

KFItAES
AIUMEMEFET R, IETRESEFEBERNRERE, mREEEERMMEEY ILM AN, LUER LUIEANR

Bl 7o
BEE TSI
* YIR ILM NEE N NEFE—TEREIE, MZEAITHISENFEEL, WERTERENR.

* MRENWRE—FIREI XU T =FZEMT, N StorageGRID #7118 Z MEKBIEIR B =7 MiHR
ORISR IR ERITIRED R 280, BRI UE B LB S B e E A X p s,

* IRWROE—RIREISUT)IETRE, WSMNEFETRERNREE NIRRT RGN REUELREIEF
fET REEMEMEMET RIRRBIAFIREE R, EAMIIMNYIEEFERSEORBIER ™ EER,
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XxF repair-data 7

BIRREMNREIE, 15IE1T repair-data fIA, AR BIERMREIENEE, H5 ILM HEEc& R
HaR#EE ILM 327,

PR TERY * EHHEE * 5 - 1B5YE ( Erasure-Coded , EC) #iE*, RIBEEXERENEEHINMIELER
PRmEDRVEE, THE repair-data HIANHIRELED, MNRFBERFEXHMERAHE, NHAENEITXMA

o

@ BX repair-data HIAKIFMESR, BEFEETANGLITHIA repair-data -help

EHBEdE
RECEFEEEEMTNTRERNFECET R LARNES, FJUERR < EREH FIHUE:

repair-data start-replicated -node-repair
repair-data start-replicated -volume-repair
SR LAEA U T s QIR EEHIEIEIES |

repair-data show-repliced-repair-status

7 StorageGRID 11.6 A, BJLAfFA show -replicate-repair-status EIHITEA
@ Fiisi. WWINEEIEEF LS, REINERIGEFEMEIER. BEMEBERSERMN, BEM *

EH-—2%, *=BE (XRPA) *#* 13EHAIR - f&it (XSCM) *, WIHFR 5z
BER/.

2#4%53 ( Erasure Coded , EC) %

RIECRFERERIMNTRAERNEBET R LANES, AIUERR 6L REREIEIRMIGAVEIE:

repair-data start-EC-node-repair

repair-data start-EC-volume-repair

ERLEEET R, FIUFREELSTIRRRIDRIHE. BERERET R BETTMK.

eI LR LA T ap < BRERZU MRS SV IB E 18R -

repair-data show-EC-repair-status

EC EE R AIGHMEA B S, TEAMAGHLR, CATETRAERA. NRE
() BRBNEESEATAS, ECEEFELEAN. TeELARARMY, ECIESEL
SRS BRI,

EHREFET R ENZ

1. BRI TEETA:
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a. AL TE<: ssh admin@ primary Admin Node IP
b. %N passwords. txt X&HF|HAERD,
C. BNLATan % root : su -
d. #i\ passwords.txt XEHFIHAZR,
B root AR BMEREY, IBAFHREM S Bl " # o

2. R " letc/hosts’ XHEHXEBXREFMEENFET ANENE. EEENEPAETATIR, BFRAUT
RZA:. cat /etc/hostso

MNRFAESHRESRE, BEEHE

NRFIEFEEHRESRE, BEREEIM TR, RIBCEEAEFINEE, TE2ERUMAD ( Erasure-coded
, EC) ¥iE, HERNEAXME, HREX * EFIREIE*, *UM4ES (Erasure-Coded , EC) #¥E*
BX & B9 B 1T (o

MRABHOELERE, BFHRE (MRIEHADEHIEE, BEELEL

()  EFEREXSNSRIET repair-data fF. BRES A, BRARAZH,

ERIEvEE

MNEMEEESEHIEIE, 15FH repair-data start-replicated -node-repair s<#l"
-nodes’ ETEE BN EETI =o

A $IEEE B9 SG-DC-SN3 HIFFETI = LS HIB#kIE:

repair-data start-replicated -node-repair -nodes sg-DC-SN3

TR R EIRIE, MR StorageGRID RIHASIEFINMRKIIE, NAME * HEEL *
(D) o, TRsARIRANERT S LRETR, CUREEANEERR MURRETIU
85, BB AR,

2488 ( Erasure Coded , EC) #iE

MNRMIBE SIBRRIZAIEEE, 15 repair-data start-EC-node-repair a3 # * -nodes’ &I
BERBNMEMET =,

tbapSIIEE &9 SG-DC-SN3 M7 T = L AVIZFRIRID ¥R |

repair-data start-EC-node-repair -nodes sg-DC-SN3

LR ERNR[EIM—/Y repair 1D, FAFHRIRLL repair data #8fE. EALL repair ID RER
repair data IRERHEMLER, MELERME, F=REHERIEMR 5.

@ g%&ﬁﬁ%ﬁ.ﬁ“ﬂmﬂﬁﬂ, AL aEE LT IR RIENHRE. EERERETRYAIARER
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MRIFH D EHIBE, BHERESE

MRIEHDEHIMEE, BRERENNE, RIBEEEERAEFIEIE, T2ERLMY S ( Erasure-coded
, EC) ¥R, SERMERAXHE, 1KEBEX * EFMVEIE *, * M3 (Erasure-Coded , EC) #4iE*
o IX A B9 R TR (E

WRFAIEEEMREWE, BHRE [WRFIEEEALERIE, FEREHIEL

UA7N#HEIRIVAAE ID. 80, 0000 BRE—NE, 000f B% 16 T &, EWALIEE—E, — I EEE
HEN BT —1TFFINE.

FrEELAUTR—IEFETR L. MRFELRS M EETRIE, BRARARR.
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EHInvEdE

MNRMIBESEFRIREIE, 1B#FEH sSTART-replicated -volume-repair 88<H ° -nodes’ EIRKAR
P E, ZAR/AI - -volumes' B -volume-range’ &I, WA T RAEIFAT.

*BAE Y kST RERINSIEILRER A SG-DC-SN3 B#FfET = ERYE 0002 ©
repair-data start-replicated -volume-repair -nodes sg-DC-SN3 -volumes 0002

SEE . e SEBEFRINEIEIRRRIZ N SG-DC-SN3 HFEMET S L7/ F 0003 B 0009 SEEIRAY
FiE%:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3 --volume-range
0003,0008

* FERIIFHZNE * ¢ eSS RHEFNEIEEREEIE ) SG-DC-SN3 NEET R EHNE 0001 ,
0005 #0 0008 :

repair-data start-replicated -volume-repair -nodes sg-DC-SN3 -volumes 0001 ,
0005 , 0008

FRHRIIER, WMF StorageGRID FEHAEITHINHKMIE, NS * HREX *
(D) o, IRaABEIRGNERT S LRETR, CUREEANEERR MRS
£, 158 0A % StorageGRID MiEF I FEHIFRRYIZ R,

2485 ( Erasure Coded , EC) %R

MR MR E SIBRRISAIEEE, 15ER sSTART-EC-volume-repair 859 H * -nodes’ IR ARINT
S, SAEHNN " -volumes® B * -volume-range’ &I, AT REIFAT.

* BNE L kB RS RE T BIRRIDRIEIRIZIRE) & A SG-DC-SN3 BfFiE T = ERYE 0007 ¢
repair-data start-EC-volume-repair -nodes sg-DC-SN3 -volumes 0007

* HEE Y P RBETIRMREEIEIREIREIR I SG-DC-SN3 MEET = E/TF 0004 2/ 0006
SEREINMIFRE S

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume-range 0004,0006

* RERIIFHZNE * @ eSS RS AUMRIDHIEIEREREE]Z S SG-DC-SN3 NEHET R LE
000a, 000c #1 000E :

repair-data start-EC-volume-repair -nodes sg-DC-SN3 -volumes 000a , 000c ,
000E

repair-data RERHREIME—M repair 1D, AFHIRIRL repair data #fE. EAILL repair ID
BRER repair data BRIEFHENER, MESERME, FRREFRIEMKI,

@ gi‘t:b??ﬁ%*ﬁ AANEY, RIS LT RIRRIEHHE. BEREFRMETRYARRER
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BEEERR

RIBECEEM * EFBUE*, ~4UMEE (EC) iR * ERAREAXHERBEEEMFIIIRES.
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ISR
- EMERESTERM, BHRITUTERAE:

a. YEIE - TE <> ¢ EEEENERTSR > ILM*,

b. &F " it " WHPNEM. EERME, * EESEE- 28 BEHET 0 MR,
- BEEFMMSISEE, BRITUTRE:

a. PEHE > TH > WA .

b. 4% grid > * ETEfSEMTEAETE _* > * LDR* > * SiRTHE *

o. ZEEANTEY, RAEHESHNEESTORR,

@ BJHETETE Cassandra A—%, HETLARERKMINES.,

L RREE (XRPA) *: EALLBHRIEERIEENHE, SIE#ETRINEESXIL
KBS, LLEMERZIEM. NRILEIERIIEINE BIAEI Zai3tmHAE (B * $3rEHE - &t
BIERM) , WERR ILM SEREEAT R EAEAFEEENE R R,

() EREXRRETERSEANNE, ITUEFHRE LM BENHEK.

* * PiEHAE] - fBitE (XSCM) R LEME R I EIBY X AR E NI R A SRR EE 24
R * BESIAEE * BMAL N EIREE Hai3fEiAE, WEHFNEERTEERM. FE
B, HitiRTESEN. * FEHAR - it (XSCM) * BMER7= BIWE, BFFET
PHEEHRNREAE, EAUEEMNER * TEEER - 41T * BHYEHEIERUREE ST
EIpErE
c E, EREEFBENGITTRESLL, 15T repair-data 559 HR N sHow-replicate-repair-
status &,

repair-data show-repliced-repair-status

1 StorageGRID 11.6 H1, BJLAfEF show -replicate-repair-status EWHHIT

@ AT, WEEIEEHF &F, REIFERERIERHRIER. ERERERTETMN,
EER * FEF-23*, *=i1BE (XRPA) *# * FiEHAR - {41+ (XSCM) *,
WARFTR EiI B EE .

2UMI4mF3 ( Erasure Coded , EC) #UE
BRI RmEEIEREE RN, HEIXERATEERKAIEK:
1. MELIT AU MRSV ER B ERVRTS
o EFE * THF* > TR * > f5in * UBEE LRI MY EIFSERE D tt. RE, &

Grafana #353FRi%#F * EC Overview* . &F * W& EC {RALFaiT5emAtial * A * fi% EC Rl B
BB DL * ERMR.

° FHILM SR EEIFE repair-data BEIVIRE:
repair-data show-EC-repair-status -repair-id repair ID

° AL L AITIHFIEEE:
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repair-data show-EC-repair-status
BmEFIE T B SR S AT EEE THIEEE S, 818 repair 1D,
2. MR/ ENEERIERY, EFEA - -repair-id EMEIRXES.
tban < ERIEE ID 6949309319275667690 EFid kKA T RIEE
repair-data start-EC-node-repair -repair-id 6949309319275667690
tban < fERIEE ID 6949309319275667690 EiX kMBS

repair-data start-EC-volume-repair -repair-id 6949309319275667690

MEFEEENEFERS

MEFEER, BUNBIEFEDT RINMERSESRENEN, HRERESHENRE
T RARS 2, IIRESEIA BN
TRENAS
s BHEREREIMREIREE 215 Web 35
* FETREME, HEMREETM.
Pz
13T~ > THE * > * WRHEH S
2. [T * BMEFEMET A * > * LDR* > * 77 * > * B8RS - S * M * FIRTES - Hai * iE.
XN E MBI N B o
3. YN "Storage State" (FEEIRE) — "Desired " (FAE) BB HNIIE, BRMUTTE:
a. B~ ilE * %I,
b. M * FEIRT - FRE * THIFIRP, EF B
C. B MAFEX*
d. B * B * EIMEHAIA * FERE - BFE * 1 * FERE - Y0 * NEEEH A

M %,;J_';Enb%%ﬁﬁl‘ﬂqﬂ |7_§

MRETRHNEET R LRSI L EHXE, NILEFET SRARIAT StorageGRID
B, BNl —AREES T RMARF RSB HETIRE,

KXTFULES

ERIIRES B METRANEFET R ENRRRCISERETME. HRFPE SEEEAFHEEREF LI
RS TEEMEHRMERENT B,
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@ XRILET BEP R ERTRE RENEFETR. BEMEREEHET R, BOISREMIRIEDS

%,
MEIGEFHET R
Prepare for node
recovery.
Replace node.
VMware Linux
No Yes
Linux host?
Corrective No " See the
. Recovery is - "
actlotrés ]:akerédwl]gen complete. What next?
restoring node: section for details.
Yes
—force flag New or changed
or force-recovery block device
Recovering from
; Select Start Recovery to storage volume
configure the Storage Node. failure

v

Remount and reformat
storage volumes.

v

Restore object data to
storage volumes.

v

Check storage state.
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EEEXFET ARKIRNESIMENES
EMEFEMET SNBERARIZR ZHI, BUNMEBFBUTES,
FETREBEEEWNRITEUERN Cassandra #iEE, ELUTIERT, tJge=EE Cassandra #IEE:

s FET RRAETE 15 REEME B,
* FEEHIBEHEME,
* RARDBH— IS N ERELEBEHEME,
B Cassandra [5, 2ABFEREMEET AFPNEE, NRBRVNEFEET RIE%, NEL Cassandra #IER

BEARRI A, SNR Cassandra RIIEEE, N Cassandra FIERIRERREMERRIF—H, NREFETRETZ
BEAESTEZE Cassandra , BEERILL 15 RRNEERR MRS NMEET A, NElfea R ESUEEL,

@ MRSNMFET REIEEE (BN , BRI F B7IRITUTREIRESR . AJaER
FHHIEER.

@ MRXBEFRETRRERERME TR 15 RNEZNMFRETRRERE, BRAKRASL
o £ 15 RAER MRS M FHET = LER Cassandra AJRe 2 SHEEER.

@ ggﬁ—ﬁﬁﬁﬁtﬂ’ﬂ%/ﬁﬁﬁﬁﬁﬁﬂﬁmﬁﬂﬁ, WAIERE— MR MERES R . BHRARAX

BRASZFIEARITIERIRE

NRUTFET R T RIBEFRIN, UBEARATEFHEESHIEENS — M ETRERNR, 15k
@ EREELISENFET R EMES, ARBMERBEEFETR. FEREXNRAREDE
TR EEEERTIRERGRA.

@ R LM MNE BN XEFE— N EHEIER, MZBINITRERENFEE L, WEKRTERE
POE 8

MEEMEHREIBEIRS . IKE - Cassandra (SVST) EiR, BENEXBELERE Cassandra
@ MEIRD IS WA EHPR B, B2 Cassandra [a, NIEMZEIR. MNRKBEREIR, B8

BRI FFo
BEXER
TR HRR

BHEFET RMENE SRR

MRGIREH IR 5IF AR BT B R i

BEETR

MRAGWNE A LSRR, RSB RIFET <o
ERRNEHTEEETRERBESE . HTAELENMET SR, ERTRNSBHHER,
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@ XRILET BEP R ERTRE RENEFETR. BEMEREEHET R, BOISREMIRIEDS
B

mEIREFETR
* Linux : * SIREFHERGEXNRE S LIKE, BREEAERT IURERERITHERESE,

Ta BRIET R

VMware FEi#t VMware T2

Linux BFHE Linux TS

OpenStack MEIREAREBZF NetApp 7 OpenStack 1Y BN IREER STEEFNRD

K, MREFEEIMETE OpenStack FPEHFEBITHTR, 1E FEERT
Linux 21ERANX . AlS, REBRESE T Linux T,

EEREmE UEEFET R

EREFEFETRE, BUNENREESRTEZEENME, URKHTREEARET SIS
(AREI=I
ERENRE

* BATEREREIMSEIRES 21589 Web 3%

* BRI A B EIFHARIA R PR,

* B AR ERIBEIE,

* BB EBEHEEEE AT R

AT IEBR RIS IR R E (R AV FF 85 B R,

* BB HINEE 15 RNKRERLILFMET =

KXFIAES
NRFET RIFNBRRENL Linux EHE, WRBEREUATHRAGZ—H, FTHIHRITIDE:

s IETER - -force” IEFAT R, HE XL StorageGRID node force-recovery node-name

* BRTRITRETRENRE, NEFELR /var/local o

B
1. EMISEIRSRF, EF P> ES > HmE ",
2. 1 Pending Nodes 5| &RHIEZEEME FIMET =

TREMEER, EMEETAETIRT, EETAEETR, KRIFNREENREHESFHITRE,

3. N * EREBRATIE < o
4. BE > BoikE *,
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Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Search Q
Name 11 IPv4 Address I1 State 1T Recoverable I
® 104-217-51 10.96.104.217 Unknown v
Passphrase
Provisioning Passphrase | sssss

Start Recovery

o EMEMBET REPREREHRE,

@ TEMERES R TiTHAE, GrRIUEE * E8 * UBHHIHHME, RETR—NMEEME
1E, ETREEERFIR TN RBLTIHERS.

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recaovery after resetting the procedure, you must restore the node to a pre-installed state:

* For WViware nodes, delete the deployed WM and then redeploy it.
# For StorageGRID appliance nodes, run "sgareinstall” on the node.
# For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

MRBAEERFIR REAME, YRV REREIMLRERTS, WK
° *VMware * . BIFRESMBBHEMMET R, AG, SEESHERRHMENR, EMHBETRo

° *Linux * : £ Linux EN EETIHGSUEHBIT R StorageGRID node force-recovery
node-name
6. HEET SUAEI " Waiting for Manual steps™ " FYEREY, IBEREMERIES B PHT—MES LUEFIEHMN
B tEES.

Do you want to reset recovery?
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Recovery

Select the failed grid nede to recover, enter your provisicning passphrase, and then click Start Recovery to begin the recovery procedure.

Recovering Grid Node

Name Start Time Progress Stage
de2-s3 2016-09-12 16:12:40 PDT h W Y Waiting For Manual Steps
HXER

HEEEERRENRE (NRTFEER)

ENERHENRIALEES ("FHPE")

EEMEHRENEEEHEMR L EARIEEESE, BONFNETR MR, FE—
MHAEEFESRAERNE, FEMRINLR StorageGRID FiEE. £ _ MG ER
M UFABEBHENE, RIEEEEHMWE Cassandra HEEIARS
ERBONS

* BEERENBEFRNT AN IEEFEENES,

1Z1T sn-remount-volumes HIZARIREB BN FIEHEH bk EFEE.
* BFENEBEREARAIITEMETAER, NECEETRERREIE . (ENKREERT, &F - 4Ph >
“fE55 > BUBECE * o )
* BEREY REGREHTR. (EMREESRD, R Hp > ES5 > VE*, )
* BERE BEEEAXFM T RAREHMRMENES,
MRZNAET RSP EFET RET X 156 RREER, BERAKRAXS. 157

@ 1817 sn-recovery-postinstall.sh fild, ERIHZNMEET R EMEEER
Cassandra B 15 XN A RE2 SBEITEE X

KFIEES
BEMIRFT R , BRITUTERES:
* BREIEMEMNEFHET Ro
* 817 sn-remount-volumes MIAEFEHBINERNEFES. BITIHARN, SRAITUTIERE:
© HEHMEHES M EFEEUER XFS BE.
° H1T XFS XH—HMHNE,
° MR RS, WHEFEEEENMIVERR StorageGRID g%
© NREFEESHINER, BEMEHZFES. € LNFBIEMIERIETZ.
© BRI H R R IR

* JB1T sn-recovery-postinstall.sh BiZd, BITILRIARE, BIFHITUTIRE.
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BITZE. BERERREENRFEMET A sn-recovery-postinstall.sh EFIET

(D W IEFHEEHTEREXNRITEHIE. 2 EMBRMEET S sn-recovery-postinstall.sh
SERESREHBENRE LS. H S StorageGRID & T RIRHEIFIER . BEWMNT
B 2GRS,

o EFMENE sn-remount-volumes AT EFEH L MER A IEMINEMRZEESE.

@ MREFEAUENFES, WiZE LNFREEIESRREER, RiZER ILM RNEE
FEZIWREND, MATRITIIMNVIRELT B DUMRERRE M E R R REIE,
c NRFE, PR LERE Cassandra HiEE.
° BoIfFET R LIRS
g
1. BRIEMENEMETR:
a. BMALLTFE<: ssh admin@ grid node ip
b. LT passwords.txt XTI HRERR,
C. N T apLIRE] root : su -
d. i\ passwords.txt XHHFIHAER,
B root BF BMERE, 1IERFEN$ Bl # .
2. BITE— IS EFEHTARERNEES

(D NRFIEFMESERENN, FEHTRIUE, NEFMBFESEHLIIKE, ErIUBkItS
BHEBITE A, ENRIVUPIEEHHNEES.

a. iIz{TLAFHIZAS: sn-remount-volumes
LA AT RE B BN 7 BEE B SR EM#ES Lis17.
b. T AEITHAIE], EEREFINFEMRE AT

(D RIBEE, EAILUER tail -f e BITHABEXHRINE ( /var/local/log/SN-
remount-volumes.log’ ) . BEXHE&LHLSITREHEFANES.

root@SG:~ # sn-remount-volumes
The configured LDR noid is 12632740

====== Device /dev/sdb ======

Mount and unmount device /dev/sdb and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sdb:

Mount device /dev/sdb to /tmp/sdb-654321 with rangedb mount options
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This device has all rangedb directories.

Found LDR node id 12632740, volume number 0 in the volID file
Attempting to remount /dev/sdb

Device /dev/sdb remounted successfully

====== Device /dev/sdc ======

Mount and unmount device /dev/sdc and checking file system
consistency:

Error: File system consistency check retry failed on device /dev/sdc.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh,

this volume and any data on this volume will be deleted. If you only
had two

copies of object data, you will temporarily have only a single copy.
StorageGRID Webscale will attempt to restore data redundancy by
making

additional replicated copies or EC fragments, according to the rules
in

the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on

this volume cannot be rebuilt from elsewhere in the grid (for
example, if

your ILM policy uses a rule that makes only one copy or if volumes
have

failed on multiple nodes). Instead, contact support to determine how
to

recover your data.

====== Device /dev/sdd ======

Mount and unmount device /dev/sdd and checking file system
consistency:

Failed to mount device /dev/sdd

This device could be an uninitialized disk or has corrupted
superblock.

File system check might take a long time. Do you want to continue? (y
or n) [y/N]? y

Error: File system consistency check retry failed on device /dev/sdd.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.
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This volume could be new or damaged. If you run sn-recovery-
postinstall.sh,

this volume and any data on this volume will be deleted. If you only
had two

copies of object data, you will temporarily have only a single copy.
StorageGRID Webscale will attempt to restore data redundancy by
making

additional replicated copies or EC fragments, according to the rules
in

the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on

this volume cannot be rebuilt from elsewhere in the grid (for
example, if

your ILM policy uses a rule that makes only one copy or if volumes
have

failed on multiple nodes). Instead, contact support to determine how
to

recover your data.

====== Device /dev/sde ======

Mount and unmount device /dev/sde and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sde:

Mount device /dev/sde to /tmp/sde-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12000078, volume number 9 in the volID file
Error: This volume does not belong to this node. Fix the attached

volume and re-run this script.

ERfEEER, — M EFESERNERER, Z M EFEEHIER.

* " /dev/sdb’ BE T XFS X RF—HIH0E, HFEABERNEEN, RILEMRINEMER, LA
EEHNRE ERBIERRE TR,

" AFFEEEMNHERIF, /devisdc Filid XFS X4 RA—HEKRE,

" TEER  /devisdd” , EAMREBUERMSHEENBRIRESIT, SHATEEHFMEERN,
ESWREREBRETXH AR —HMNE,
. fg%ﬁﬁ%%e&%%ﬁﬁﬁﬁﬁ, B N EERE RS, BERUNEREE ERXHR

" MIREFHEEEERINAHE, RERE IFE . "ErUERXHRANENERKFATERT
BykiR, Z5ERIGIRIFIE  /var/local/log/sn-remount-volumes.log” BEXHH,

" dev/sde’ BT XFS XHRFA—HMNE, HESEHWEN; B2, vollD XHHH LDR T4 ID
ST 28 ID RILEE (ThERZERAY configured LDR noid) . IWHEHERTIERTFE—1



FET o
3. BEMIAE HF AR MR,

N
)

@ NREFEEREL XFS XU RA—RMNER T AER, HFHAEEREFPNEIRES. !
AT BRE X% BT sn-recovery-postinstall.sh BIZARME X,

a. MELRRERTEEFFAEENFE. MRRIILERE, BEMIGITIMZ,
b. EEFMAEEHIREINER. MRIBRETFEETE THE#TRIER.
FEUHTAEIHR, /devisde’ HIHEE U THIRER !

Error: This volume does not belong to this node. Fix the attached

volume and re-run this script.

@ MRRERNFRERTZ—IFET R, BRARAXZS . WHREIT sn-recovery-
postinstall.sh B, MEFEEREMBRINK, MMAIEEZERKERRE HE.

o MRFHEBEAEHLE, WETIRENEHN, AEEEABRILEE,
() rmemeERERERTLEROEEEE,

TREMSERIEINE ID, TIE1T repair-data ARV RHIBELEREE (T—NMEESE) B
, BEWAILID

d. BENEMRIE T EEHNLEG, BXIBIT sn-remount-volumes A, LAIARTLAEHIEEAVFR
BEEESHEEREH,

MRTEEHFEENFEEHRIANAER, MERSEHRIT I, NIESURItE ERE
@ AR WMER. MRWNKIEIBEER N EIE, WRE—1EIE, BRITM FT— MRS R
(ERMREHE) ALk

RN STETE MR R B B R AR LRI IR, TE/0IE4T sn-
(D) recovery-postinstall.sh Mz (fI, ILM SEBEEMAMNMREIER— 1 BIANEES
MERERERE) o BRRRARZSURE TS RE,

4. 5517 sn-recovery-postinstall.sh flZd<: sn-recovery-postinstall.sh

LERIAS B AT EZEH IR AR EBPEAEFES;, REFEET = LER Cassandra #iEE; #
BENTFET R _ERIARSS .

HEERUTEI

° RIS A RE TR B IS A BEIETTo
©EE, ERAEITHE, ENEMRRE SSH 21,
° SSH RIEFIEIRSHY, B8 * o Ctrl+C*
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° MNREEMEPEFHLZ L SSH 21F, NILHAEEREET, BEALUMN " IRE " TREEHE.

° NRFMET AR RSM BRSS, NEET RIRSEMER, HARIESERF 5 2. 83 RSM IRSEX
BTy, Fit=HE 5 DHEVER.,

(D) RsMEBSFE2UADC BEMEETH L,

L StorageGRID &3 72(# M Reaper 42 Cassandra 188, —BERXIRSHFAERSFHF
()  EaomEE. Gkt REMARBRES " reaper " 5 " Cassandra repair.
", REEISTEEAMNEITEE, FETESEETERNS S,

3. [[post-install-script-step [IfE/ sn-recovery-postinstall.sh BIZANIZITE. SIS EIEEPRMIE T
Ho

" RS " TIE L RYHE LM EEYR Mt sn-recovery-postinstall.sh BIAHNSHRIRE.

Recovery

Select the failled grid node fo recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Name 11 IPva Address 1T state 11 Recoverable I

No results found.

Recovering Grid Node

Name Start Time Progress Stage

DC1-53 2016-06-02 14.03:35 PDT . O N N Recovering Cassandra

£ sn-recovery-postinstall.sh HIABEHTRENRSE, SRR REIEERENIZMAEIVLRIE
AEFEE, MZIRES R Fk,

BXER
EEBXEFHETRAREDBMENES

RIEFERNRBELREEFES

RIEFEFNRBELREFES

MNRFEEFH sn-recovery-postinstall.sh FIAREFRIUL— DTS NKEZES
» MATRE N REGEMEMEET 2 f)IET REREEFE N EES. FRIFEME
AT —1PHZNFES, SNAFERITXESE,

ERENNE
| TS R T R - Bist - @ EmisEmsn - B> i TR L
XF IS
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AILUMEMEET R, [IRTRISEEDERNREUE, siiRRCREMMEY ILM BN, LUER] LIER
KREI7

BEEE TSI

* IR LM NEEE N NEFE—TERRIE, MZEAITFHISENEFEEL, WERTERENR.

* MRENWRIME—FIRE MU FFMEBE, N StorageGRID UKL MEKBERER B =iFf#Ethins
PURRM REE. ARITIHRIED R 280, BERRRASFFUR G IRE N ESEEMAER MR,

* IRMROE—RIREBISUTIIETRLE, WSMNEFETRERNREE NIRRT RGN REELREIEF
fET REEMEEMET R RBIAFTRIEER, EAMIMNYIEEFERSEORBIER ™ EER,

*F repair-data flZs

ERENREIE, 1HIETT repair-data Iz, WHARKFGERMNREIENEDE, HS ILM BB & ER U
HaiR#EE ILM 320,

PR T ERY * EHHEE * 5 * 8B5S ( Erasure-Coded , EC) #iE*, RIBEEXERENEEHINMIELER
BRYmPIRVERYE, TH# repair-data BIARARREIED, MRFELRXMIPREVLEE, WAAENEITXR

HEpLo

@ BX repair-data HIAIFMESR, BEFEETANGLITHIAN repair-data -help

o
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EHBEdE
RIECEFERERIMTNRERNFTECET R LNRES, JUERAR N SEREHEIE:

repair-data start-replicated -node-repair

repair-data start-replicated -volume-repair
TR AU THhLREEEFIEHENEE:

repair-data show-repliced-repair-status

£ StorageGRID 11.6 A, BJLAfFA show -replicate-repair-status EIHITRA

@ Fitt. LETHEEIEEF A, REINERSEREHIIER, EREREREERNK, BFER *
ER-2%r, *=EBE (XRPA) * 1 * 38HAMR - it (XSCM) *, WIHRFRIR i
BEIB.

2453 ( Erasure Coded , EC) ¥

RECZRREREERIMNAERNEET S LHRFES, A LUERHE S RERETIZRIRIDHIEIE:
repair-data start-EC-node-repair

repair-data start-EC-volume-repair

FERLEEET BN, ATUAREEESIZEREIEINIE. BEREMET AT AERM.

R LUER L T an < IRER A MIZm D SURRIE S 1B

repair-data show-EC-repair-status

EC B {ELRIGHTIGAREE, THERREFHER, BLEETRARMA, NEG
() seBosR=ERTRE, ECEBFLEER, TRRLEARERMY, ECEEIFL
R SR BRI,

EHRFETRNENS
1. BRIETEETH S
a. WALITF#<: ssh admin@ primary Admin Node IP
b. #I\ passwords. txt XHHFIHAIZER,
C. AL TFE RS root : su -
d. I\ passwords. txt X{FHhFHAIER,
X root AF BB REY, RRFHEM§ B # .

2. {6 " Jetc/hosts’ XHERERREMRENFETRNENE. EEENETAETRB5IR, BFRAUT
ANA: cat /etc/hostso
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WMRFFIEEEMREME, BEEE

MRFIEEEEHRAENIE, BERER IR, RIEEEERAEFNEIE, T2ERLMY S ( Erasure-coded
, EC) ¥R, SERMERAXHE, 1KEBEX * EFMVEIE *, * M3 (Erasure-Coded , EC) #4iE*
X E B9 B TIRE,

MRIAEHDELELE, BRE [WRIEHX0ELIMKE, 1BEEEEE,

()  EFEREXSMSRIET repair-data fF. BRES A, BRARAZE,

EHIpEEE

MNEMEEESEFIEIE, 15F repair-data start-replicated -node-repair 8<#l"
-nodes’ ETUEE BN FHETI <o

e S IEEE B9 SG-DC-SN3 HIFF#ETI = LS HIR#IE:

repair-data start-replicated -node-repair -nodes sg-DC-SN3

TR RIIRIE, MR StorageGRID REHAEFINMRKIIE, NAME * HEEX *
() o TRAEEIRGNERT A LRETR, CUREEANEERR MRS
5, BEN BRI,

24585 ( Erasure Coded , EC) #URE

MNRMIBE SIERRITAIEENE, 15 repair-data start-EC-node-repair ap%#l * -nodes’ &I
BEENMFHET R

EE B E R SG-DC-SN3 FITEET m L HYIZBRIRRIEIE
repair-data start-EC-node-repair -nodes sg-DC-SN3

AR ERNREIME—BY repair 1D, FAFHRIRILL repair data 1®fF. FALL repair 1D RER
repair data IREREENER. MEIETHE, FT=REEHAEMRIR,

@ gi‘t:bﬁﬁ%*ﬁﬁ-iﬂﬁmw, A niE E LT BRI mIRVERE. BEREFMBE TR RET

MRIABENEHIHE, BEEHE

MRIEMHEHIMIE, FEEZTHMNE., RIBECEEAEFINEE, TE2ERUMHF ( Erasure-coded
, EC) #iE, HERNEAXME, HRAEX * EFIRVEUE*, * UM4ES (Erasure-Coded , EC) #¥#E*
BX & B9 B 1T (o

RFMEEEHRERE, BRE WRFIEEEHLENRE, BIEEMEL

A7 TaANE IDo B30, o000 BF—NE, 000f % 16 M. BALUEE—1E, —1ECH
HEN BT —1TFFINE.

FrEELAUTR—IEFHETR L. MRFELERS M EETRIE, BRARARR,.
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EHInvEdE

MNRMIBESEFRIREIE, 1B#FEH sSTART-replicated -volume-repair 88<H ° -nodes’ EIRKAR
P E, ZAR/AI - -volumes' B -volume-range’ &I, WA T RAEIFAT.

*BAE Y kST RERINSIEILRER A SG-DC-SN3 B#FfET = ERYE 0002 ©
repair-data start-replicated -volume-repair -nodes sg-DC-SN3 -volumes 0002

SEE . e SEBEFRINEIEIRRRIZ N SG-DC-SN3 HFEMET S L7/ F 0003 B 0009 SEEIRAY
FiE%:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3 --volume-range
0003,0008

* FERIIFHZNE * ¢ eSS RHEFNEIEEREEIE ) SG-DC-SN3 NEET R EHNE 0001 ,
0005 #0 0008 :

repair-data start-replicated -volume-repair -nodes sg-DC-SN3 -volumes 0001 ,
0005 , 0008

FRHRIIER, WMF StorageGRID FEHAEITHINHKMIE, NS * HREX *
(D) o, IRaABEIRGNERT S LRETR, CUREEANEERR MRS
£, 158 0A % StorageGRID MiEF I FEHIFRRYIZ R,

2485 ( Erasure Coded , EC) %R

MR MR E SIBRRISAIEEE, 15ER sSTART-EC-volume-repair 859 H * -nodes’ IR ARINT
S, SAEHNN " -volumes® B * -volume-range’ &I, AT REIFAT.

* BNE L kB RS RE T BIRRIDRIEIRIZIRE) & A SG-DC-SN3 BfFiE T = ERYE 0007 ¢
repair-data start-EC-volume-repair -nodes sg-DC-SN3 -volumes 0007

* HEE Y P RBETIRMREEIEIREIREIR I SG-DC-SN3 MEET = E/TF 0004 2/ 0006
SEREINMIFRE S

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume-range 0004,0006

* RERIIFHZNE * @ eSS RS AUMRIDHIEIEREREE]Z S SG-DC-SN3 NEHET R LE
000a, 000c #1 000E :

repair-data start-EC-volume-repair -nodes sg-DC-SN3 -volumes 000a , 000c ,
000E

repair-data RERHREIME—M repair 1D, AFHIRIRL repair data #fE. EAILL repair ID
BRER repair data BRIEFHENER, MESERME, FRREFRIEMKI,

@ gi‘t:b??ﬁ%*ﬁ AANEY, RIS LT RIRRIEHHE. BEREFRMETRYARRER



BEEERR

RIBERMER * ERIEHE -,

* AR (EC) ¥R * EEEIEAXME R EITEE (L AR,
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ISR
- EMERESTERM, BHRITUTERAE:

a. YEIE - TE <> ¢ EEEENERTSR > ILM*,

b. &F " it " WHPNEM. EERME, * EESEE- 28 BEHET 0 MR,
- BEEFMMSISEE, BRITUTRE:

a. PEHE > TH > WA .

b. 4% grid > * ETEfSEMTEAETE _* > * LDR* > * SiRTHE *

o. ZEEANTEY, RAEHESHNEESTORR,

@ BJHETETE Cassandra A—%, HETLARERKMINES.,

L RREE (XRPA) *: EALLBHRIEERIEENHE, SIE#ETRINEESXIL
KBS, LLEMERZIEM. NRILEIERIIEINE BIAEI Zai3tmHAE (B * $3rEHE - &t
BIERM) , WERR ILM SEREEAT R EAEAFEEENE R R,

() EREXRRETERSEANNE, ITUEFHRE LM BENHEK.

* * PiEHAE] - fBitE (XSCM) R LEME R I EIBY X AR E NI R A SRR EE 24
R * BESIAEE * BMAL N EIREE Hai3fEiAE, WEHFNEERTEERM. FE
B, HitiRTESEN. * FEHAR - it (XSCM) * BMER7= BIWE, BFFET
PHEEHRNREAE, EAUEEMNER * TEEER - 41T * BHYEHEIERUREE ST
EIpErE
c E, EREEFBENGITTRESLL, 15T repair-data 559 HR N sHow-replicate-repair-
status &,

repair-data show-repliced-repair-status

1 StorageGRID 11.6 H1, BJLAfEF show -replicate-repair-status EWHHIT

@ AT, WEEIEEHF &F, REIFERERIERHRIER. ERERERTETMN,
EER * FEF-23*, *=i1BE (XRPA) *# * FiEHAR - {41+ (XSCM) *,
WARFTR EiI B EE .

2UMI4mF3 ( Erasure Coded , EC) #UE
BRI RmEEIEREE RN, HEIXERATEERKAIEK:
1. MELIT AU MRSV ER B ERVRTS
o EFE * THF* > TR * > f5in * UBEE LRI MY EIFSERE D tt. RE, &

Grafana #353FRi%#F * EC Overview* . &F * W& EC {RALFaiT5emAtial * A * fi% EC Rl B
BB DL * ERMR.

° FHILM SR EEIFE repair-data BEIVIRE:
repair-data show-EC-repair-status -repair-id repair ID

° AL L AITIHFIEEE:



repair-data show-EC-repair-status
BmEFIE T B SR S AT EEE THIEEE S, 818 repair 1D,
2. MR/ ENEERIERY, EFEA - -repair-id EMEIRXES.
tban < ERIEE ID 6949309319275667690 EFid kKA T RIEE
repair-data start-EC-node-repair -repair-id 6949309319275667690
tban < fERIEE ID 6949309319275667690 EiX kMBS

repair-data start-EC-volume-repair -repair-id 6949309319275667690

MEFET RARENREREFERS

MEFET RRNRARKMEE, EONRIEEFET RNMRRSESIRENE,
BHENBEFET RIRS 20, AR ERA B

TRENAS
s ERATERERIIMS SRS ZIFH9 Web %
* FETREME, HEMREETM.
Pz
13T~ > THE * > * WRHEH S
2. [T * BMEFEMET A * > * LDR* > * 77 * > * B8RS - S * M * FIRTES - Hai * iE.
XN E MBI N B o
3. YN "Storage State" (FEEIRE) — "Desired " (FAE) BB HNIIE, BRMUTTE:
a. B~ ilE * %I,
b. M * FEIRT - FRE * THIFIRP, EF B
C. B MAFEX*
d. B * B * EIMEHAIA * FERE - BFE * 1 * FERE - Y0 * NEEEH A

MEEBT RERRE
EENRNMEIENRATERTEETREREEEET R,

KFIES
MEFTEET RN EET RIS EER, BRAKTEEFITRE,

FHaR
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Prepare for node recovery.

v

Preserve the audit log.

v

Replace node.

ViMware SEH.'HEES Linux
appliance

See the
"What next?”
section for details.

Comective
actions taken when
restoring node?

Recovery is
complete.

Yes

—force flag
+ or force-recovery

Select Start Recovery to
configure the Admin Node.

v

Restore the audit log.

v

Reset the preferred sender.

v

Restore the Admin Node
database.

v

Restore Prometheus metrics.

MNFEMENEETR, BRAEBEEHRNMERESIE . XEIEMNRSNEERESERN, EATEHE
FRA[Elo

BXES
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SG100 #1 SG1000 fREZI&HF
WEIR

s NEEETAHEFE

s MIEFBET StfERIE

MEEET RERRE

EMNEEETRHESRE, EUNER—ARENES. TEETREENESNEEE
EHS (CMN) RS,

KXTFULES

NI EIERAEHENTEET R, TEETR ENEEEETR (CMN) RSHFTAMEEHNRIFRT
o REFRAFPREERANRNDELHR. FIERBFHUBIMRNT, SUTEHAFNR, BFMEPEET K
A— P BARRIRT, FEU7E CMN AR, MREANTUYLE, B, EEFNRTERGE, TERMNMER
AR

@ BRAERA—TARNEBERNERLERENETEET R, SNMRAIETEZBNIINR, #Hi
BB EIERBUR TR RHNEK . IREFEE ERMITERBAIITEERE, BERARAZ

MEEMENEEET REFHIZAE

BT HMB IS T BT S S SIS, NAREXLEH SRR R
GSERAIERIBRIER. ERLTEE N BIES S EHET B R B H TR
BT

/"m0

HREP R SR EZEEXHNKEEERET R ERIZ B RMET R ERIRIUE, G, FJLEXERENEH
ZETEHHEREETR, FZASTEEHERFFNEET .

RIESERE, ST EAMAERENEETRAENHEZAS, IRBEIAE—IMEEDTR, WRENEEN
REFHETERNEXHRREEHCREEZASH, HEXMERIBIEREER. IRFERSZSIEETR,
WA UMB— M EET RS HZAE.

@ @%Eﬂ&%iﬁ&thimﬁﬂzﬁﬁﬂ’\]%ﬁ*ﬁ,.ﬁutiﬁl‘ﬂ?ﬁffzEIFE\, TR LERIGEXERE, fINEENR
g2ZF.
1. INRJEE, FEERIHMHFENEETR. SV, FERIFEETAIHMEENR (WRA) .
a. WALIT#<: ssh admin@ grid node ip
b. $N passwords.txt XHHRFIHAYER,
C. M ANLAT a8 E] root @ su -
d. 3N passwords . txt XHHFIHHIZER,

U root BRSMER, RTEMN$ Bl # o

2. {21k AMS IRE LIS LEEBIEFRIBEX S sservice AMS stop
3. B R auditlog X, FEESFIFIEMENEEDN RARNFAEEMEXMH.
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3% audit.log Efp R NM—RSHIXESR, B0 yyyy-mm-dd.txt.1 . FIa0, EAILUE auditlog XIEEREZ A
2015-10-25.txt o 1cd /var/local/audit/exportls -1 "mv audit.log 2015-10-25.1

4. BB AMS BRSS: sservice AMS start

5. QI3 E RSB A S B 515 IS S L BIERTE: soh adming grid node ip
mkdir -p /var/local/tmp/saved-audit-logs

IS, % admin BYZEED,

6. ERIFFEHEZBAEXH: scp -p * admin@ grid node ip : /var/local/tmp/saved-audit-
logs

HIMEREY, BN admin B9Z5ED,
7. W root HRBATH: exit
BT EETR
EMETEET R, YASERYIESEIAES,

ERILUGH S ENEEET RBERANER—FE8 LETHEEET R, WAILUEE VMware 5 Linux 4L
BITHNEEETRERARSKE LHENTEET R

ERSENTNREFNERTELEMIRESE . TRTRERRESE (ERTHRETRER) &, %iRF
TR BSISEENTEETRMENT—D,

FRTE RIES R

VMware Bt VMware T 4

Linux B Linux T

SG100 #1 SG1000 ARSS 1% & EHRARSIRE

OpenStack ME12ER B 215 NetApp /9 OpenStack FRHEHIREIMAIRERE STIEFNHD

&, BRIEEBWERE OpenStack BEHIFTHT S, ETHERT
Linux I2ERAMX . RS, RIBIRIESE B Linux 155,
EEERETEETS
HITEERT 2B E N StorageGRID RFEMNEEET S,

ERENNE
 HFEM BN EE TS, WANE, BIHHBLEM,
* HFRSRE LRENTEESS, CEBRILREHRETRA, FENERTFENIENREIES.

SG100 #1 SG1000 AR 1%
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s BAIRE ME R EXHNRTED ( sGWS-recovery-package-id-revision. zip) °
* B A BRERISEIE,

-
1. #TF Web N SE2EHSME https: //primary admin node ipo

NetApp® StorageGRID® Help ~

Install

Welcome

Use this page to install a new StorageGRID system, or recover a failed primary Admin Node for an existing system.

€ Note: You must have access to a StorageGRID license, network configuration and grid topology information, and NTP settings
to complete the installation. You must have the latest version of the Recovery Package file to complete a primary Admin Node
racovery.

» Ve

Install a StorageGRID system Recaover a failed primary Admin
Node

2. B MEREHENEEETR "o
3. HEMEBNRNRER:
a. Bt R o
b. $%%| StorageGRID ZFEMRHMMERH XM, ABRE *IHF o
4. I NECEZEE.
o Bl BEIRE ¥

mEdEFIR. MEFRIRSHNER, MEREESAIEIE/LOHARTR. METRE, BRERERR
Mo

6. 4NR7y StorageGRID RABATRERER (SS0) , HAEMENEETNRNKMAEEIEERENERAR
INEIBZOIES, 187E Active Directory BXE B I0IEARSS (AD FS) FREH (EMIBRHEREIR) T~
BURHS 5. EREEET /RMREIREPERRIFAIAIRS SRIEH.

@ BERBRHAEE, BSNEXERE StorageGRID MiitEA, EBiFAIRIARSIFIER, BER
BB EMES Shell , 3% ° /var/local/mgmt-api' BR, ARIER server.crt X5o

/. BERBFENRENER.
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https://primary_admin_node_ip

- (ERERTIMREIELR THHY Web J%E
TEFE A
- MEMFIRF, EEFEET R
- EBERIEI R £, 1B * BRS¢ F R ERAVAR S,
PR E AR T o
f. FEEBREI R £, BT * MEFhRAS * FERP B REARZS,
* WNR * FhA * FERPETRIMAER, NWEENBEMNZRF.

. z'li% * B FERPERERAARE, NN AEMEFFMERNEEET R EMEIEERR

o.o_o-m

®

BEXELS
&1 StorageGRID

StorageGRID PUZHMEFFIRIEL B
FEMENTEET R EXREZAESE
NREBRESETEETRPNFEZES, WALGHEFZEMENETEET <o

* BAREHIBITEMENEET R,

REETREIEER, E4NERFEZASEHNZIEMAUE,

MREETRURKE, REHZEETRNEZASAREZER. EJLXEHMﬁf%&ﬁﬁﬂ@%fi%ﬁ’é%ﬂ?ﬁ&EI
T, ARBXEEZATERIEMENEET RRMLEHIEERR, RIEXER /R, AIRETEM R EHERYE TR
BEEHERAS, TXMIERT, NEBEEESEETS, WA UKS— N EES SRERKES, B

HiZEBS=ERZIFMEEET R,

MRIE—NEENR, AETEMNEETREHHEZAS, WIRENEETRZFEREFICREEZBSEH
, TEREZHHI— 7f¥o

TR ARRMEEET R, ZTHEERAEIZRINEE,

AINBERT, ERERSARIEENTR LNEZAS. IRTFEUTE—FM4, WAIUBEX
LR

@ ° 1@@8%79"%3%2%5&»3&%%%) *;EIb\ELT_;ljkLEU/%éFEIu\EEQEE’ ﬁ'ﬁjrl_kEE quﬁﬁ
* [CERMIE E (NN B iZH B RFEE X H B At = ko

BB EEFZHEMNBEENT TRIFERER.

1. BRIEMENEET R

a. BALLTE<:. ssh admin@recovery Admin Node IP

b. %N passwords. txt X&HF|HAZERD,
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C. BINUTaSI#E root : su -
d. i\ passwords.txt XHHFIHEER,
P root BFBMERG, IBTFEMN $ FXA #

2. RECREMLREZUM: cd /var/local/audit/export
3. BRENEZAEXHEHFEEMENEET R scp admin@ grid node ip
/var/local/tmp/saved-audit-logs/yyy* o

HIRTREY, 5N admin BYZED,

4 ATREER, BFERIIEZATESEHEFIIEMENEETRGE, MHIMHERNET R FRERX
H:b'_‘-'$;-E 18N O

FHEMEEETNT R LEZEEXHNEARMAIRE: chown AMS-user . bycast *
Bl root IR B7ESH: exit

IS

B IEERNERZAENERAEERT PR, BXFMES, FENHEXER StorageGRID AYiRHA,

HEXES
&1 StorageGRID

EEEMENTEET R LHNEERIXE

NREEMENETEET A HFNKENEIREH, ERBEXNH AutoSupport JEERE L
E7, M mEMHREIIRE.

umEiw

M EEERIIMIEEIRIR 15 Web '8 28,

HMABRERIARINR.

MR EHEGITEMENEEN R,

r«:

f,]

®

S

p
1. %F BB > RE > Bmgm ~*,
2. W EERHEA * THIFRPEFEMEMNEET R
3. B * MAEN ",

EXER
&I2 StorageGRID

e T EENR/NEREET R ¥EE

MRBELMHENETEET R LREEXEM, ﬁé?ﬁ*ﬂﬁg}ﬁﬁ’ﬂ_ EEE, WALERE
BT RERE, RBS StorageGRID 248 &5 —1MEET R, Fed/RILEIERE.
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* StorageGRID AWM NE/DEERNEIET =o
s SRR passwords. txt XHo

* BRAARERIEEIE.
MREEDRBMSE, WEEEHEETRSEETHNALERREER. HHIEEESUTER:

* BikFAEIER
* BikFHEIER
* FEREEHSYE, BT %> TR * > Mg * TE ERERNXAER S,

MEEETRE, RHERRIBRRAEMEN TR LE—I=NEETRIERE. B2, MREEXESHE
F ARG —EBIEERINBIARSS B HARSHIE S,

NREERT EEET R, B StorageGRID RFABF—1TEET R, NWAILIBIHEERET R BEEMIEE
BIETR (_source BEETIR ) EFFIEMENTEETIRERAEER. NRENRAREEEETR
, MEEEREET R #iERE.

@ Iﬁiﬁuﬁéﬁ*ﬁﬁﬁﬁrﬁﬂ%%ﬁnd\Ea‘E’\JEﬂ‘l‘H‘Jo EREET R HFIERSE, FL Grid Manager
NREREA AT Ao
1. BRIFREEN S
a. MINLAFE<: ssh admin@ grid node ip
b. %I\ passwords. txt XHHFIHAIER,
C. BINLU et E] root : su -
d. $\ passwords. txt X{HFHFIHHZE,
2. NEEBT AR, F1E MIBRSS: service mi stop

3. NEEET A, FIEEEWAEFEZED ( Management Application Program Interface , mgmt-API) AR

% service mgmt-api stop

4. EEMENEET R LR TS RE:
a. ZRIEMEMNEET R
L AL TF#<: ssh admin@ grid node ip
ii. 3N passwords . txt XHHFIHNER,
iii. FNLATESEIEE] root © su -
V. I\ passwords. txt X{FHhFIHAIZERD,
b. {21F MI fRS3: service mi stop
C. {21k mgmt-api fRS5: service mgmt-api stop
d. ¥ SSH TAZARMEl SSH K, HAN: ssh-add
e. i\ passwords. txt XHHFIHE SSH iAiaZE,

L BHIEEMNEEETSSEFZIEMENEIET S  /usr/local/mi/bin/mi-clone-db.sh
Source_Admin_Node |P’
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g LR, WAEBREMENEET R LN M #iEE,
SEENEBEHEEEFZIEMENEET R, TREFIRERE, HAREHEMENEETR
h. INRABREXNHMARSS SIHITEEIDIAEE, EM SSH RIBRMFEFATH. BN ssh-add -D

SO HREBET R LEMBHIARS . service servermanager start

8 FBIET 2L R Prometheus $81R

IE, ,'1‘1"371«,(7_Hjikﬁf‘iﬂﬁi’“fiﬁ,mtﬁm Prometheus 3PV R 6. REHE
Y StorageGRID RAEEF— T EBY, ZREIRIR Prometheus $81T.

C MMREHEITEMENEED R

* StorageGRID 2FAMNNE VD EEHNEET

s BINER passwords. txt XfH,

* BRAARERIEEIE.

MREETABMHKE, NESET S LR Prometheus 2BEF 4IPS ﬁ"l—r%é‘io MEEBTAGE, THR
E IR RIE— B Prometheus #3EE, ERMEMENEIETRE, SEFEINMCRAEERTT
StorageGRID &AL,

MREARRT EEET R, HH StorageGRID ZRFAESZ—MEET R, WelLUEE R Prometheus #HEEM
EFEET S (_source BIETER ) EFIEIEMR EE’JE”""E RORIREREAFIEIR. MRENARAREEEIR
s, NFEILRER Prometheus 3B,

@ =1 PrometArllseus SEETRFRE— N NNHEKNE, EREET R LEERSE, FLE Grid
Manager IheEEE A rI o
BERIREEDR
a. WALITF#<$: ssh admin@ grid node ip
b. $N passwords.txt XHHRYIHAYER,
C. AL et E] root : su -
d. 3N passwords . txt XHHFIHHIZER,
2. NREEIET =, {21k Prometheus fRSS: sservice Prometheus stop

3. EEMEMEEN R LM UTIE:
a. ERIEMENEETR:

L BN TF®2: ssh admin@ grid node ip
ii. 3N passwords.txt XHHFIHNER,

iii. FNLA TS YIHEE] root © su -

V. I\ passwords. txt XHFHFIHED,

b. {£1k Prometheus fR%S: sservice Prometheus stop
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C. ¥ SSH TAZEHEAME SSH K12, %A ssh-add
d. 3\ passwords. txt XHEFRFIHAY SSH A2,

e. & Prometheus $IEENREETREFZEMENEETNT S
/usr/local/Prometheus/bin/prometheus-clone-db.sh Source_ Admin_Node IP’

f HIURTE, & * WA - BIAEHEREMEEET = LAY Prometheus #3EE,

JR48 Prometheus BiEERHEGEHEREFZIEMENEET R, TRETIREE, HAKEE
MEMNEED R, EEERUTRE:

BrfEiiEE, EERDIARS
a. IRABFEWNHMARS [HTEEGAR, EM SSH REFRERFAR. ¥ ssh-add -D

4. T REIBET & FEMBEGEN Prometheus BRS5. sservice Prometheus start

MEEEXEET REERME

BEMIEFEEBETAREFRE, BHAZHUTES. —NEETAREEREEEDTS (
CMN) BRE, MAETEEDT . REFTUEZIEEDT R, {BE1 StorageGRID £4:1X
BE— T ETEETS, TEEMEET YN EEEET =,

BXER
SG100 #1 SG1000 ARS5 1%

MRS PENIEEEET B HFEZESE

NREEBMNEIBENEET REREZAE, NWNEREXLEHEULEPMRRRY
EMERBRIER. ERUEMENEEEET REHETEBRENFEZASER
T Ro

IHRET R SR EZASXHENIEEET REFRZ SIRMET R ERIREIE, A, ATLUISXERERHE
ZETEHHEREET R, FRASTEEHERFFNEET .

RIERERE, GARTEMAERENEETRAENBEZAS, IRBERE—IEEDTR, WRENEED
REFRERNEXATRSEFCREFZATF, AREMCRIVKERER. IRBELESIEETR,
WA UMB— M EET RS HIZAE.

@ MRMELTEZELIAENEET R EBRHEZAE, ERLUEERRXERS, FIMNEENIR
I=A
1. INRFIEE, FEERIHMHFENEETR. S, FERIFEETAFHMEEDR (WRA) .
a. WALIT#<: ssh admin@grid node ip
b. $N passwords.txt XHHRFIHAYER,
C. AL T eI E] root © su -
d. 3\ passwords. txt XHHFIHHIZ,

U root AR SMER, RRTEMN$ Bl # o
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2. {1 AMS BRSUBFLEEBIEFIBENH: sservice AMS stop
3. Eapf auditlog X, FHEEH I EMENEETANFRBERINE XM

¥ audit.log BB AM—RSHXHER, B0 yyyy-mm-dd.txt.1 . FIa0, EEILUE auditlog XEFEGHR N
2015-10-25.txt o 1cd /var/local/audit/exportls -1 "mv audit.log 2015-10-25.1

4. BB AMS BRSS: sservice AMS start

S. QIEZBRUBFIEHEZAEXHEHZIRMMETT = EANIREYIE: ssh admin@grid node ip mkdir
-p /var/local/tmp/saved-audit-logs

IS, %\ admin BYZED,

6. EFIFMEFEIZBEXH: scp -p * admin@grid node ip : /var/local/tmp/saved-audit-
logs

HIRRES, BN admin 9D,
7. A root HRBETH: exit
BEHRIFEEETR
EMEFTEETR, UIHNETERYIESEINEH

TR LRI FENEEEET R B ANER—F 5 EETHEEEET R, WAILUE VMware Lin1TRIIEE
EETRE Linux ENBERARSIRE LHENEETEET R

ERASEATREFNEATELENRELE . THTRERREPE EBRTHRETRER) &, ZIEF
TR BESEHRTIFEEETRMENT—F,

FRTER RIES T

VMware B VMware TR

Linux E Linux T4

SG100 1 SG1000 BRSZ1&%E FIRREIEE

OpenStack I ERVEREB 1% NetApp 7 OpenStack $R A REHIMIREAE STH-FIR

A, WNREEEMETE OpenStack BEFZITHT R, B FHERT
Linux I ERFNIX M. ARG, RRIEEDSE T Linux TR,

%% Start Recovery LIECEIFFEET R

ET&HFI’F’“ET{ g, BRAENRERSPEREHNE, UWEHTTREENHETR
BT o

BREENAR
BRHEREREIMREERSS STHHY Web %
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* B IRA S EIRIG IR,
* B AR EREE,
* BUERBEHEEENRT R

B
1. RS EIREH, EBFBP > ES > e
2. 7£ Pending Nodes FlI&RAIEREMRE BIMET Mo
TRENEER, SlIBEREIIERFR, BELTEIERETR, RIEFTREENREHESTFHITME.
3. W\ * EEZBRIRIE * .
4. BE*BHIRE
Recovery
Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.
Pending Nodes
Searct Q
Name LT IPv4 Address IT State 1T Recoverable I
® 10421781 10.96.104.217 Unknown
Passphrase
Provisioning Passphrase | sessss

O EMEMET RERPIEITMEH#E,

82

Start Recovery

@ TEIREIRES R TiTHAE, ERILRE * EE * LUSEHFNME. EEER—MEEXIE
1, ErEEERFSR N R TFARHERT.



€ Info

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For ViMware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

oo o

MRBEEEREIR BEEME, 4TETRERIITMLERTS, WTAR:

Do you want to reset recovery?

° *VMware * : BIFRESREHNENMNET R Ale, HSEEEFENRRHMEN, EMEHETR.

° *Linux * : E Linux EN LB G SUEMBIT R StorageGRID node force-recovery
node-name

igE D IRBERERMESR FERME, WHSIBIET R EIETT sgareinstall HFIRFTRIE
[REIFL IR,

6. 1Ry StorageGRID ALIEATRRER (SS0) , HHEHEBMENEET RRKHAEEERLENERR
INEEEOIES, 157E Active Directory BX& S 30IEARSS (AD FS) HEH (EMIERHEMEIR) ZTm
BRI S E1E. ERTEEET RMEIEPEMAIFIIARS ZRIEH.

@ BRBRIAGEE, BEESNEXEE StorageGRID MIi%H, EiARIBHARS RIS, EER
FBEETEMES Shell o ¥ZE ° /var/local/mgmt-api' BR, A% server.crt Xffo

HXER
&1 StorageGRID
EZEEMRENLEE ((NREEER)

FEMENIFTEET R EERFEZEE

NREEBRESEIFEEETRFNELES, UERBHELHEZAEESR, WaILU
HERZIZMENFEEET R

 BRREIETEMEN SRR,

- ERAEETAHISESE, SUACEHEZASEHTIHMGIE,

RSB RIS, REHNZEETENEZATTERER. TUBTMHIEENEET S E5HZE
&, AREXLEZASERICRENEET RREMERR. RIBSEER, AETANEERENEE

TREFFEZAE. AXMERT, NMRFEAEZSITEETR, WALMS— M EETRMEBEZES, BN
HIZHESERFFEEET R,
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JORA EETR, FEALEMBETRENHFZASE, URENEETRIFEREEMFCRIEZAS
, TM?K?HZ% ¥EE’J o

BRARRMEEET R, TEERESTIERINEE.

RIANBRT, ERERSARIEENTR LNEZEE. IRFEUTE—FM4, WAIUBEX
LEPR:

@ * BECE THMNBRKBERSEE, EZATHERLKZIRABERSEE, MAREET o
* [EBRRIEE XN R IO ERTFAEEMXEE BAM T = L.

B2 EEFZEEMBEEET THIFARESE.

p
1. BRIEMENEET A

a. BMINLAFE<: +ssh admin@recovery Admin Node IP
b. I passwords. txt XHHFIHZE,

C. WA Ta<tI#E root : su -

d. N\ passwords.txt XHHRFIHHEE,
K root BRBMERRE, ITRTHEM " $ Boh " # .

2. WEBREMLEZHE:
cd /var/local/audit/export

3 BREMEZASXHENZIEMENEETR:
scp admin@grid node ip : /var/local/tmp/saved-audit-logs/yyy*
HIRREY, N admin BYZERD,

4 ATREER, BFERIIEZATESEHEFZIEMRENEETRGE, MHIMHERNET RFRERX
H:b'_‘-'$;-E JIaxYe}

S EMEMEEEN R LEZASXHNARNAIRE:

chown AMS-user . byncast *
6. Ll root HFP SHER: exit
BRI EREREZNEAEEEFiwiAR. BXIFAES, FSINEXEIRE StorageGRID A5 EA,

BEXER
E12 StorageGRID

AEMENFETEET R LEETERLIXS

MREEMENFETEET /RIAMKENERERN, BTREFHM AutoSupport JHERIEE
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Ki%F, NWAMIE StorageGRID R EFHEBIISE,
CEEBHREA

© ENTUEAE RSB S50 Web 34552,

BN FEESERIHIR R,

© PAREHIETEMENEET S,

BB

1 %R FRE *>* R4 > BT .

2. N ENEREA - FHSIRDEREMENSES S,

3. BF * NAEK ¢,

HEXER
E12 StorageGRID

MEFFEET RN EREET R HEE

MREFLMHENEETEETR LEREBEXEN, ERMNERNHELER, WAIMUME
BETRRREET R EUEE,

* MERHTITEMENEET =,

* StorageGRID A NEDEER N EET Mo

s BAIER passwords . txt X,

* B AR E RIS,
MREEDSHMHEE, WEFHETHEETDRBEEFNAELEEREEX, HHEEEEUTER:

* ERHEIER

* ERAEIER
* FEREHSE, BT 3% > TR * > Mg TE ERERNXX AR S,

MEEETRE, MEREIRSZAEMEN TR LB ENEETREERE. B2, FUEENXES LR
TR —EI R RINBIARSS SRS HIE S

MRERTEEET R, WaILBIREETRBEEMEEETR (source Admin Node ) EHZEIMER
TRKERABEER.

@ SHEET RBUEER R R /R E, ERT R EEIEARSE, FL Grid Manager I8k
KRR A,
1. BREFEETNR:
a. MALTF#%: ssh admin@ grid node ip
b. HIX passwords. txt XHHFIHKZ,
C. AL REs RS root : su -
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d. A passwords.txt XTI HBYERD,
2. NEBETREITUTHS., RE, RIBRTRNELEERLMEE, reBEHIFAR
3 MEEBETSH, E1EMIARSS: service mi stop

4. WREBETSH, FIEEENARERFED (Management Application Program Interface , mgmt-AP1) BR

%% service mgmt-api stop

5 HEMEMEET R LSRN TS E:
a. BFRIEMEMNEETA:
L AL T®H2: ssh admin@ grid node ip
ii. 3N passwords . txt XTI HAZR,
iil. FNIA T anSIHRE root © su -
V. 3\ passwords.txt X{EFHFIHHZE,
b. {Z1F MI fRS3: service mi stop
C. {£1k mgmt-api fRSZ: service mgmt-api stop
d. ¥ SSH TAZHFMEI SSH K, HIN: ssh-add
e. ¥\ passwords.txt XHHFIHA SSH I5EED,

f. BEEEMNEREETAEFREMENESIET S  /usr/local/mi/bin/mi-clone-db.sh
Source_Admin_Node_IP"

g WINETH, HWABEESCIRENEET SR LN M RIERE,
HIEEREAE MRS EFZIEMENERT R TREMREE, KHAREHERENERT S,
h. IIRFEREMHAIRS R/AITERIGIANG, EM SSH RIBFMFRFASA. BN ssh-add -D
6. FREET A LEHAEFRS: service servermanager start
MEIEEET REFRER Prometheus 51T
BRI ISRV IFEEET = LRE Prometheus 4EPRIA SEFERT,

* MMEREHIETEMENEET =,
* StorageGRID RANNEVEERNEET R
s S TEAR passwords. txt XHo
* BB RERIEAEIE,
MREBETRHIBE, WESET R LR Prometheus BIBEHEIFHIEINEERR. MEBETRE, THR

LG CE— B Prometheus #iEE. ERHMEMENEETRE, ESBEINCRANEEIIT
StorageGRID ZARHFELE,

MRERTIFEEET R, WETLUBEE Prometheus #IEEMEEIET = ( source Admin Node ) EHIEM
ENEET RRERA EIET.
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C) EﬂPmm?wsﬁﬁﬁﬂ%%%-f$ﬁﬁ%ﬁﬁ@oEﬁ%ﬂ%ﬁt@i%%w,%%Gm
Manager THEERE A AT,
1. ERIREET S
a. AL T®H%: ssh admin@ grid node ip
b. %N passwords. txt X&HF|HAZEE,
C. AU e LtiREl root : su -
d. %N passwords.txt XEHFIHAZR,
2. NBEEETEH, {1k Prometheus fR55: sservice Prometheus stop
3. ZEMENEET R LTRUTHE:
a. ERIEMENETED R
i N TF®%: ssh admin@ grid node ip
i. N\ passwords.txt XEHFIHAZR,
iil. FNLAT SRSl root & su -
V. 3\ passwords.txt XHHRFIHZE,
b. {1k Prometheus fR$3: sservice Prometheus stop
C. ¥ SSH TAZARME] SSH K2, N ssh-add
d. %\ passwords.txt XHHFIHAY SSH iR,

e. & Prometheus $IEENREETREFZEMENEET S
/usr/local/Prometheus/bin/prometheus-clone-db.sh Source_ Admin_Node IP’

f HIURTE, & * WA * BIAEHEREMEEET = LAY Prometheus #3ERE,

[R5 Prometheus BiEERHEGEHEREFZIEMENEET R. TRERIREE, HAKEE
MEMNEET R, ERERUTRES:

BefERiERE, EXRMRS
a. IRFBREWNHEHMIRSS[BHITEEGE, EM SSH KIEFMFREA. AN ssh-add -D

4. T REEBT & EEHELEN Prometheus BRS5, sservice Prometheus start

MBIXT 2R E
EMRXT R ERIE, SOITEREINE TR —RTIES.
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Prepare for node recovery.

v

Replace node.

VMware SEF.-.I'ICES Linux
appliance

Cormrective
actions taken when
restoring node?

Recovery is EEE the N
complete. What next?
section for details.

Yes
—force flag
l force-recovery
y Select Start Recovery to
configure the Gateway Node
HXER

SG100 #1 SG1000 fREiGE

BHRMXTR

EA] LUK B NSRRI K T3 R B OB TR — IR s R INEE (4 ERIR T =, BETLUS
B1T7E VMware 5% Linux £ EBIRXT R B AEEERSSIKE LHIMX T <o

BRIEREIT R EEE S R AT ERTRBERANTE. THTRERRESRE (ERTHRETRER
) &, RSB BiERERTHXTRMENT—F,

BT s BRIEST R

VMware FE#t VMware T
Linux B Linux T8
SG100 1 SG1000 fRsZi5& BREZI&E
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BT BRIEPR

OpenStack MERVERE X35 NetApp 79 OpenStack R{EBI I IE R SCAEFN R
I, MREEEETE OpenStack FBEFZITHT S, B FEHERT
Linux ?sﬁf’ﬁ%éf‘ﬂ’ﬂﬁ(#o ARG, RIBIRESE T Linux T 5,

1%$¢ Start Recovery LIEEEM X T =

BEMMXTRE, BRNENKEERTIERENME, UWRHTREENNET RIS
(AREL-W
ERENRE
* ERAEREREIMEEIREE 21 Web 1|5
© BRI A B EIP AR AR R,
* TR ABREBNEE,
* BB EEHEEE AT R
B
1. EMREIREE, S H@iP > ES > e,
2. 1 Pending Nodes 5| &RHIEZEEME FIMET =

TREMEER, EMEERAETIRT, EETAERETR, KIFNREEMREHESITH

-\
I
=
Ky

3. W\ * ECEZRINEIE * o
4. BE* BrpihE *

Recovery

Select the failed grid nede to recover, enter your provisioning passphrase, and then click Start Recovery te begin the recovery procedure.

Pending Nodes

& Q
Name 11 IPv4 Address IT State 1T Recoverable i
® 10421751 10.96.104.217 Unknown
Passphrase
Provisioning Passphrase | sessss

Start Recovery

. FEMEMIET mERPIHEMEHE,
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@ TSRS R TiTHAE, ERILURE * EE * USEHME, ERER—NMSBXIE
1, BT EEERFSRE N TFAHERS.

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For WVMware nodes, delete the deployed WM and then redeploy it.
* For StorageGRID appliance nodes, run "sgareinstall” on the node.
# For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

MRBAZERMFEIR FERAME, ¥R TREREITALRERTS, WTHFR:

Do you want to reset recovery?

° *VMware * : BIFREBENEMNMET R, A, SLESFENRBHMEN, EFRBE DR

° *Linux * : 1E Linux EN EBTTIaR S LAEFBETI R StorageGRID node force-recovery
node-name

o * iR ﬁD%ET‘EE?ﬁT’E?ﬂ%‘ FERAME, WATEIETRLIEIT sgareinstall FiRETRIE
REIFIL FRTS,

BXER
HEEEEMRENLE (NRTFEER)

MIAET SRR RE
ENIET REERRE, SOTREINF TR —RTIES.
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Prepare for node recovery.

v

Replace node.
VMware Linux
No ) Yes
Linux host?
See the
Corrective No . N )
actions taken when R ueTY IS What next?’
restoring node? complete. section for details.
Yes
—force flag
l force-recovery
Select Start Recovery to

configure the Archive Node.

v

Reset connection to the
cloud.

KFULES
IR RS Z LT iR
* Y1 ILM RESECE N ERIR RIS
FEENEE— N REIZAEY StorageGRID £4H, AT REERIREIFEITAMERNHIEERR, R
REHE, FRABLERNREFER; B2, BNOIITIREIE "/EE " StorageGRID ARG HBIFEHE
FERERNITRIER.
* WIREFET RIS AR L LI T R

MREFETR/MESIZRREMENRPIET RBIMEEE, BONESRESRE UMKFIBRER R
ENRIAMEREMET R, UHERNIET RILREIBFE MR EEHREREIFET <o
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BRIET R
BEMENIET R, BHEERIZT o
BRINENTFEEFTRERRESE . HTAARENMETR, BT RNSREHER.

T4 RIET R

VMware FEi#t VMware T2

Linux B Linux TS

OpenStack MEIREARBZF NetApp 7 OpenStack 1Y BN IR STEAEFNRD

K, MREFEEETE OpenStack FPBEHFEBITHT R, 1E FEERT
Linux #21ERANX . AlG, REBRESE T Linux TTa,

EERBME ECE 3T =

ERAETRE, BRNENREESRTEZEENME, URHTREEANET RIS
AT =
TBRENNES
* EREREREIMR SRS ZIFH Web |4
* BRI R B EIP AR R PR,
* B A BREEERIE,
* BB EEHEEE AT R
B
1. EWMISEIRSEH, JTEHP > ES > MmE~,
2. 7£ Pending Nodes FIZRHIEFERE FIMIET =

TRERKER, EMNFEERETIRTD, BELAERTR, BRIFNREBERREHESEFEITRE,

3. BN * ECEZRIEIE * o
4. BE - BRRE
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Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Search Q
Name 11 IPv4 Address I1 State It Recoverable I
® 104-217-51 10.96.104. 217 Unknown v
Passphrase
Provisioning Passphrase | sssss

Start Recovery

o EMEMBET REPREREHRE,

C) TEMERES R TiTHAE, GrRIUEE * E8 * UBHHIHHME, RETR—NMEEME
1, ErEEERFIR BT RRBATRHERTS,

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recaovery after resetting the procedure, you must restore the node to a pre-installed state:

* For WViware nodes, delete the deployed WM and then redeploy it.
# For StorageGRID appliance nodes, run "sgareinstall” on the node.
# For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

MRBAEERFIR REAME, YRV REREIMLRERTS, WK
° *VMware * : BIRERENENNETN R, AE, YEEEFERBHMEN, EMHBETR.

° *Linux * : £ Linux EN EETIHGSUEHBIT R StorageGRID node force-recovery

node-name

Do you want to reset recovery?

RN REREENT

B S3API MELUZABEMRNIEIET RE, EFEENEERBEUEEER. NRIE
TRAFRNREE, WafrhitEHRE (ORSU) Eik.
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() mRERsAET TSM REESEETINIERE, WEH SRaHEER, CERERRE,

BREENAR
BRHEREREIMREERSS STHHEY Web %

p
138 * 28> TR * > * [gHih *,
2. F AT R > *AREY > * BT ¥,
3. WA IEMBEURIE * HI0EA * 7R, ARRE * NAEN *.
4. I NIEWIEURE * haEA * 7R, ARSRE * NAENR .

FREMET a8 Bt VMware T2
T;’VIE VMware EFEERIEPE StorageGRID T s b, AZMBREET mHAZEME

1O

~

ffx

ENAR
E%ﬁEﬁEﬁMﬂ%&Lﬁ,#ﬂﬁﬁEﬁo

KTFUAES

;f&?ﬁjuﬁ% VMware vSphere Web Client & JcHflfs 5 HIEME T R XA E M. RS, ErILEREFTRYEIN
Tlo

RS TR A2 R MEREFN— PR, B VMware TR T SRS BRELS R 1918E, &1F
EETR, FHETR, MXTRMFETR.

gl
1. &R E| VMware vSphere Web Client o
2. SANE L IVEPE R PIAE TS s BRI Lo
3. I T EEME T mPTREMFEER.
a. GRBEEIEMN, ®F * RFEILE &R, e TEEERNILE,
b. %&#E * vApp 1EIN * IET-RUBEEFIERMET SMKIEE.

4 MRREHEOMNE T REFET R, BREATHEFHNIAENERERETIFLHR, HREXLEM
PR A TR B 2 I E BRI =

O. KHAE ML
6. WEiF * 121F * > * FiA vCenter 121 * > * MBEEPMIFR * LIBIBREIMHL
7. BRSNS BNERT R, HREERE—1:Z ) StorageGRID M4,

BET R, ERILUEEERRFT RiEOSHE CPU XRNEFIRE.

@ MEMTRE, EALURIEFEERNIIHBEINEE, EMEZMTIMFRBVEERNAE T
RPRENEMEMER, NERRNXME,
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BXIREA:
%4 VMware > 3§ StorageGRID T 228 1 R

8. RIEBRMENT RABTM T RIMEIRESE .

RE=E il BE

FTEETS EEREEETS

FFEETR ¥ Start Recovery B BT EET R
X % Start Recovery LUBRE M XTI 5
FiETh e EREmE UEREEET SR

JEVEREp=t EEBME MR IET =

FREMMRT 28 B Linux T2

NRKZREHERFEHE DS NIAWEESEPENHERE TN LEH L Linux
, WABFEBNEEEREN, ARTEMEMNBTR. NTFHAERENNETR, Lt
BT R EMRTRMEIEN—TTE,

"Linux" " &8 Red Hat ® Enterprise Linux ® , Ubuntu® , CentOS @} Debian ® ZBE, fEF NetApp BiR(E
HRT AR ZIFRANTIR,

HREP R (NVEMERETRAHNEFET R, TEETRINFETEETR, MXTRRIET REIREFHRIT—
T TREEMEBIMET /LB, XESREZEER.

SNRYMEHEIN Linux EN EHEET ZIMRTR, WAILIRERINFMENE TR, B2, NREFEETEEN
=, WEAMEFEETRIMLEEMMETRESRKATEET /RETERUEITRER SRS,

HEXER
"NetApp BigfFExRIT A"

EZREFHAY Linux T4
BRTY —LeBIIMBER, Eu]URERTESIEFR—FESEHEN

BEBHNERLEYIZSEMN Linux EA, BRRBEMAT Linux BIERFRY StorageGRID R EFHAHY
IREP R EEEN.

IRET R eE8RA TR TESHIE:

1. &% Linux .

2. EEEFHIMLEK,
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3. ECE ENFE,
4. RERBSIE,
5. 2% StorageGRID EHARS.

@ SERREIRBARR " L% StorageGRID MRS " (E5/E1F1E. 7AD" DEPEMETIR "
£

RITXES R, HERUATEREN:

* BRRERSFEEN EEANENZORBENENEO R,

* MREERAHZFMERZHF StorageGRID Tim, HEDRH O LA IXENZZT SSD MNMETTRIEES
KT R, WAREFEILREEN EAERFERST. Fi0, MRZBREHBPREINE
letc/multipath.conf F{ER T WWID 5%, iESHESNIEN LR ° /etc/multipath.conf” H{ERERIEYZ!
2 /WWID 31,

* W15 StorageGRID T1 5 MNetApp ONTAP RS ECHITFAE. 1EHIALLERB AFabricPool 73 EHRE&,
¥t StorageGRID T 2 FHIEZER FabricPool 732 8] & b i FEHEFRF I F 5 iRk,

@ t/n{ER FabricPool $§5 StorageGRID X HIERI#IE S E[E] StorageGRID K&, &
StorageGRID #{#E4 /2[5l StorageGRID & IENNIIEHBRFNIRES 2214,

HEXER
%% Red Hat Enterprise Linux 8§ CentOS

Z%E Ubuntu 3§ Debian

KR TI Rt R E £
B R H IR RIS T3 SRR ZIFTRY Linux AL, EFERMERM G SHERET RELE X

RITEMREN, ERENBLEAEIN LN TN T REIZ— T REEX. FRETRIERZIEREN
i, BFEEFEHEREALIHEINET RV RECEX .

RN E—FENRE T EIREFHES, WARFERTEMRETR, ATPNaLAEMERHERTERTHA
iAo

B
© ERRERFFIEMIE TR
* [BEH StorageGRID EHARS
* METEER BT R

EJRAIEIERIAE TS 2=

IR R (] NSRRI PIAS T3 RBYRIASEC B S, PATRIIERIMSEC & X H AR

EHNO

I8 1Xo

XFIAES
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RIS NEN LN FEENEANSET S, siiReHE o varlocal' HBRE LE—FHHEMESR, Flg0, R
&9 StorageGRID RZEIELSFERLEZEME, N /var/local’ BEIRENTEIE, WIEMRT Linux IRERSH
StorageGRID ZEZiRBEHFIA, SATRSBET REEXHEREREN.

MRTES N VTR, NANEHFHOIEEMEEE XA

AlE, B IEIERMECES M, HIRAIREAERERIMESFMERR, ARBURLEENZE) StorageGRID
o EMEIBTRRECEXMN, BINBMENT RFIfERNERT RERERBIRTER.

BXATHEM /var/local’ EUERIEMAEE, ESNRENRA,

P
1. FEMEENHHSITHR, FHUFEEENFIE StorageGRID WM& Ti & sUdo StorageGRID node
list

MRAKEEMERT R, WASERE AL, MREETREMET R, WiHAIIN:

Name Metadata-Volume

dcl-adml /dev/mapper/sgws—-adml-var—-local
dcl-gwl /dev/mapper/sgws—-gwl-var-local
dcl-snl /dev/mapper/sgws-snl-var-local
dcl-arcl /dev/mapper/sgws—-arcl-var—-local

NRARFIBNEEN LEEENBIHEBIET R, WEEBERR DR o
2. ERNEAE Ivarllocal’ ERIMETIR, BRITIATIEME:

a WEEANNEINTREBITUTHS . sUdo StorageGRID node import node-var-local-
volume-path

OFYBFRTRIELRETHEN L2 XFN, StorageGRID node import B394, BN
, REEIEMUTRENEIR:

T ( node-name ) FVIAS—FHNFE ( UUID host-uuid ) o
MRIEHESNEE, BEA -force W&o

a. NREEBIEXTRAS—ENFAERIEIR, BER  -force’ IREBRBITHLTUTMFAN: sudo

StorageGRID --force node import node-var-local-volume-path

@ £/ * -force” IMSFANEAT REFEHITIMNIMET R, A EEEFMMAMIL, g0
Fid F—21%fF. MRFE, FITHMMETE.

3. }F&HE " Ivarllocal’ EHMMET =, BEMEIET RNEEXHUREEREIEN.

BEIRBLEEYBAC " Create node configuration files™ " HRY AN #1721,
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ENCETRINEEXHN, ¥AANERENT RFTERNERT RERBERNZT. HTF
@ Linux 2%, BHREEXGFRTESTRRT. MRETEERARNMESED, RIZERG
M IP odik, XMECARI ISR AREMR DM MEHEFEEFEI T RVKIEE, NTATUES
MRRERE (ERLEBERT, [JAF[LIHMAZLE) -

RN AR AR E A HIMRIAE ( StorageGRID 1 AsEAIK EAINIG
() & fERblblock device FAMEMEREZRNE, HHISEROFTAEN EE5H
HIBRIG IR,
4. FEEMENEN EETU TS LUFIHFTE StorageGRID 5,
sUdo StorageGRID T mFIE
5. WIFEFRRTE StorageGRID T IR0 G- MK T4 A S AIRE X

sUdo StorageGRID node validate node-name

fE/R5h StorageGRID MRS Z A, EHIRERMEMEIRHE S, U TFETIFANE T EREHAE I aES
BRHREXHHEIR.

HXER

Z 4 Red Hat Enterprise Linux 3§ CentOS
2% Ubuntu 3 Debian

BER DMK EOHEIR

BE R DML OEIR

NRFENMBEEERERH BN EEHIR, NTE StorageGRID 10E °
letc/storaggrid/nodes/node-name.conf X {4H$8TERIBRET AT & £ R0

ErlRe =BT SIER LR E &
FERET R node-name BEEEXMH ° /etc/storaggrid/nodes/node-name.conf o  fRi%.

node-name . grid network target = host-interface-name node-name : interface 'host-
interface-name' does not exist’

AJRERIRE IS NLE, EEMERE P IRMEIEIR, LLFEIRFRT  letc/storaggrid/nodes/node-name.conf X
H2IE8R~HY StorageGRID MEMETEIR A~ EVUEORIR _ BWENIZED, EHaiEN ESEEBILRTRNE

Ho

%%H&’éﬂltt%%i%, BERINEERRRNP R SZHD Linux Tl. MEAEENEOGRSREEZHERRE

MRETERENZOGBULRE T REEEXYS, WaJLRET SEEXH, HELK grid_network_target ,
admin_network_target 2% client_network_target BI{E AILERINA EHEO,

HRRENZORHNENIENSZ RO VLAN 89518, HBIZEOREES| BPERMMmLE. BoAEE

M ERBEIRE LECE VLAN  (SREMEMZED) , SEERMNFFIEMUKRR (veth) 3o
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EERDBRISEHIR

AASKNESINEMEN T RRTMFHNERNHIZETAXHFFRIEFETRAXHHNER
5EEE, SNR StorageGRID 7f ° /etc/storaggrid/nodes/node-name.conf {450 & 11 Bst
T, M= BRERDRIGEEIR.

NRERIS IR ECRYFEIR

FERMNET R node-name MIBEEXM /etc/storaggrid/nodes/node-name.conf ..f8i%. node-
name . block device purpose = path-name ' node-name : path-name 7L

XEWRE, °letc/storagegRid/nodes/node-name.conf =¥ node-name AT HRIBIBRIZEHMETE] Linux XHH
RPNAERRR, BRUBELEEERNRILETAXHFHIEARIEE T X HFIREE,

HIANEBERHFNT R HZHE Linux e MAAERIKEERSRIBENEERXAERER .

MRTEERV BRI DBIRKE T AXMN, B URE—1EEES /N IEFMEERIIFIRIGE, HiRiE
T3 B E S LUEEER block_device_purpose BB LUIBEFAVIRIG & T XM

MERTER Linux BIERGHNRRIRIAR sTEEER —THRHRPHEE SRR/ IEERS . ERELTR
Rigg&zal, FEE "EREINEE " PR

MREHMAL block device FARMEIEEXGEERME—NHREFMHIGE, EAWE
@ FNERTRERILEE, BEZHAITH-—THNMEIEZ ARG ERE L. NRERE
ANEHEFEHECIENS, NWHMRIIEREUERINL. WRTHE, EXNEAIRRVREFMHEL
BRHRX BT TS,
Dy

XN FRFAELBEBITUT L. MREANREFEDESEMENT RHBREIE, B7ETIe<S, ENig
& EEMSIERFEER.

sudo dd if=/dev/zero of=/dev/mapper/my-block-device-name bs=1G count=1

HEXER
Z %t Red Hat Enterprise Linux 2 CentOS
Z % Ubuntu 3§ Debian

[B5h StorageGRID FH1ARS

E 350 StorageGRID T = HWERENEENENBoIEEMNBD), EH0ERHEE
StorageGRID EAH1ARS

1. EEPNENLEBITUTHS:
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sudo systemctl enable storagegrid
sudo systemctl start storagegrid

2. BT T an < AR E ETHIT:
sUdo StorageGRID node status node-name
WNFRERETHEFILERTNERTR, BETUTHS:
sUdo StorageGRID node start node-name

3. WMRELRIE B AHBE StorageGRID FHARS (HEAFHELRSEEERAMBE) , BRMETHI
T

sudo systemctl reload-or-restart storagegrid

MEFTAERBRITIR

N StorageGRID T RAIESEEMIMARN, HEXEZETRAARE, NoJgEEmif, &
B LLsa ST i NI EET,

BH| TRFANRERI, BRITLUTERE:

sUdo StorageGRID node force-recovery node-name

C’ Atbe 228, BHIAT RBMSEEIERTIR; T~ A ER T RLRIE COIRGS A IE MRS
4% |P HIEER XA IEMM T A ZF AN,

I—v

@ &H storageGRID node force-recovery node-name 83<fa, WA node-name
THMRE S E,

BXER
=T MRFE, FITHMEMRETE

T—T#EE: WRFLE, ATHMEMRETR

RIFE N fE StorageGRID TI RE BN EN EBITMRENBVSERRE, ERIRFENEIT
RRITHMMED R,

INRFEFER Linux ENBCFKEEME T RIRREFHFEANAFEZREAEIERE, UTHRMEETH.

BIFRENMEETSE
EEET SHRE, BEREEERITUTEEREZ—:
BAER ° -force’ IREREAT R
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* }FHER ", block_device_<utiity> REXFERMERIEREE, FRGEOSNRESENL ENE
Z BRI,
#9

* BRI AW StorageGRID node force-recovery node-name BB

* AT —NETRRIZ &

o

NREFEY £k * (2] * EIERME, MBFTHITEMRESE,

e 3R T—%

FEETR REEREEETR

EFEETS %% Start Recovery WEEEFFBIET &
EEJEI= EF%E Start Recovery LUBRE M XTI 5

I TR EEBRMRE MR R

FETR (BTN - EERBRME UREFHET =

* MRETER - -force’ IREFAT R, FELE
T StorageGRID node force-recovery
node—-name

* MREBITRITRETRENELE, WEFELR

/var/local

FETR ETFRH) MARFR T TR EESHERIRE

© AINFRIZER.

* NRWTFEM < BB >, block device <
BH > REXHTENERERGE, MZRE
BFIEERNEIES TN R EKREZ IR EIERE,

RET R B ARSI E

,dk__[l«/(ﬁﬁﬁ SG100 = SG1000 HE%IQ%V’E#:HELBZFEE’JH% e, HIMEENIEEER
Taa VMware EFEEMEEET S, Linux ENERSZSIEELXEHIE, HIRETE 2
MhamERELE N— 1P E,

EBEENANS
* BEREUNMERZ —BERN:
TER R BT = R
° PRI R BIYIR SN Linux EHHIEE, BMFHE,
MBI ERMNE T RRARSS 1% &,
* BARRIRSS 1% _ERY StorageGRID 1K &LEERFIRES StorageGRID ZARIERFRRAILAS, WNATFE
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IEAIF4R StorageGRID 18 & REIZFhRASHYRE( REM 4R PP,

SG100 #1 SG1000 fREiGE

() FEEE—EAEREE SG100 71 SG1000 BB %, TS SHEMERTT,

EXFUES
EUTERT, E&aLMER SG100 8¢ SG1000 ARSZ1&F M E H I HFERI AR T =

s WPET SHEE7E VMware 5 Linux £ (FEEX)
* BETRREERSRELE (FEFHR)
RERSZIEE (RFAEENR)

NREME VMware 5§ Linux FAl EFIEERSPENE T =, FHFBEEFFRH SG100 3¢
1Sq:G1000 RFZGEFEANBRATR, WAL FERSHET 2BENT R R MEEFISEE

BRMBBERXBET R TER:

CCTARBN D BAERASHET RERNT R AR ERSILE.

* *IP ik - BRI UNBRSIRE D ECSHIET mAEERY IP ik, XEEWED, WAILUES MK LkER
RUSREERRRY IP ik,

REEME VMware 5 Linux TREENSET RMAFHEBIRNRSIGE LRENT R, THITISEESE

1. 1RBRIHABLEEHTAY SG100 5 SG1000 ARS8 E.
2. YURSFIETEMAT SR, 5ERKED SN EE7R.

HXES
SG100 #1 SG1000 fREiGE

EEEENRRENRE (NRTEER)

EMERSIRE LRENMNETRE, BRMfESZigEIIUERRE StorageGRID X
o

QEEERRSKE LEENSKET R, THRITHHRESE . NREET REVHEERE VMware 5 Linux
ML, B7PPITUTTE,

1. BREHIMPERIE T =

a. AL T2 ssh admin@ grid node ip
b. H passwords. txt XHFHFIEAIE,

C. BNLL a8 E] root : su -

d. N passwords. txt XHHFIHHZD,
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NetApp" StorageGRID" Appliance Installer

Home

Home

This Node

MNode type

Mode name

Configure Networking ~

Configure Hardware ~

Galeway j

MetApp-SGA

Primary Admin Node connection

Enable Admin
MNode discovery

Connection state

Installation

Current state

2. REFEETR!

Uncheck to manually enter
the Primary Admin Node [P

Admin Node discovery is in
progress

Unable to start installation.
The Admin Node connection

is not ready.

Monitor Installation Advanced -

a. f£ "This Node" &R0 F, T "™ TTREB", @EE" FTEE*",

b. 75 *

C. EREMOHR, KELFPRE T7IHBRFIRES

R EBLENRFARALER, BRE =D
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d. MNRFELEEMREBIRY, B * B% * RETERE * _EE StorageGRID 34 *

AT 2R L% StorageGRID 34 TiH,

NetApp® StorageGRID® Appliance Installer Help ~

Home Configure Networking « Configure Hardware « IMonitor Installation Advanced «

Upload StorageGRID Software

If this node is the primary Admin Mode of a new deployment, you must use this page to upload the StorageGRID software installation package, unless the
version of the software you want to install has already been uploaded. If you are adding this node to an existing deployment, you can avoid network traffic by
uploading the installation package that matches the software version running on the existing grid. If you do not upload the correct package, the node obtains
the software from the grid's primary Admin Node during installation.

Current StorageGRID Installation Software

Version None

Package Name None

Upload StorageGRID Installation Software

Package

a. B~ % * _EEERTF StorageGRID HFRY * 2R * A * KIS * 6
RN HE, XEXHRKE L%,
b. g * FT7 * 1R[AF) StorageGRID & &L EEFLF F T1 T H.
3 REMXTANIFFEET =
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o
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BEFEEDAHEL—PMEE T admin_ip WEMMET S FE—FMW_LE, StorageGRID I&&&EE
A Esh& I 1P ik,

d. MNRAKRERIL 1P Ut FEFEELUL 1P ok, B

1EIN Description
FEpfEA IP a. BUHIEY * BREET AL * 8ifE,

b. FrhiaiN IP ik,
C BEFRE",
d. JETHIR, IEETHT IP HBbAYERERSIEE R ready o
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1IN Description
Boh&AMAMEBEENTEENTR a Eh * BAEETRAN * Ei%iE,

b. NEXRILAY IP iR, HEREHZENRSZIGENMENTE
BT,

o BERE" .
d. TSR, BLEH IP HALAGERRAEER ready o

4. 7£ "Installation_section_steP]] 7, HIAZHBTIRZS /I Ready to start installation of node name B * Start
Installation* #ZHE & A.

NRAKBA * FHIARE * 125, Wt FEEANERENRNIRE. AXRA, BERNIRENREML4ER
5B,

5. 7f StorageGRID B LEEFERH, B * FHIRRE *,
YATRSIEERCA " Installation is in progress , "~ ", BTGB RISIESRLETIE,

() NREEFHHIRRREENE, BRERBRN  RRRRE

BXER
SG100 #1 SG1000 AR5 1%

BERFIRERE

ERESEMZAE], StorageGRID KB RZEREFRMERS. RHTETHE, REBEMR
=F

ENEREHE, BROREEPH * BIERE
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Monitor Installation

1. Configure storage Complete
2. Install OS Running
Step Progress Status

Obtain installer binaries

Configure installer

st 05 I tater VM running

3. Install StorageGRID Pending

4. Finalize installation Pending

BERSEERYREEH#HTHES. FBERSERTEMRINTTHREIES,

@ LEREFAHRELNREPTRNESASERNET. MREBSEMETRE, WAE
EMETNEHAIESHEETEERSFNIKE skipped o

2. BEEFIRNLEMNERAHE,
oo ECETFE "
FUMER, RERFENEDSETEREMNNEERER, HEEEENNIRE,
°*o &I OS*

FUMER, REEFZR StorageGRID NESMZERAFMEMNETEET R EHZILE, WENEEED
RN RARERERIRERT.

3. st REHE, HEIHIMUATERZ—:

© HFRERXTARFLREEIEHS, * 2% StorageGRID * MEEHE, BAREHIE F2RR—
£HB, BROERMESEREEES A LIELTA,
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Home Configure Networking « Configure Hardware « Monitor Installation Advanced «

Monitor Installation

1. Configure storage Complete
2. Install OS5 Complete
3. Install StorageGRID Running
4. Finalize installation Pending

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy

[2017-07-31T2Z2:09:12 .3625661 INFO [INSG]1 NOTICE: seeding ~wvar-local with c

ontainer data
-07-31TZ22:99:12 .3662051 INFO [INSG] Fixing permissions
-07-31T22:09:12.3696331 INFO [INSG]1 Enabling syslog
—07-31TZ2:09:12.5115331 INFO [INSG]1 Stopping system logging: syslog-n

112 .570096 1 INFO [INSG] Starting system logging: syslog-n

09:12.5763601 INFD [INSG] Beginning negotiation for downloa
of node configuration
[2017-07-31T22:09:12 .5813631 INFO [IN3G]
[2017-07-31T2Z2:09:12 5850661 INFO [INSG]
-0?7-31TZ2:99:12.5883141 INFO [INSG]
-07-31T2Z2:09:12.5918511 INFO [INSG]
-07-31T22:09:12 .5948861 INFO [IN3G]
-0?-31TZ2:909:12.5983601 INFO [INSG]
-0?7-31TZ2:99:12.6013241 INFO [INSG]
-07-31T2Z2:09:12 .6047591 INFO [INSG]
-07-31T2Z2:09:12 . 6078001 INFO [IN3G]
-0?-31TZ2:99:12.6109851 INFO [INSG]
-0?7-31TZ2:99:12.6145971 INFO [INSG]
-07-31TZ22:09:12 .6182821 INFOD [INSG] Please approve this node on the A
min Node GHI to proceed...

c WFIRBEFEETR, BETELME (Load StorageGRID RE12F) . MIRFBRMEHEHERET 10
e, BFEIRIF .
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NetApp® StorageGRID® Appliance Installer Help ~

Home Configure Networking Configure Hardware Monitor Installation Advanced -

Monitor Installation

1. Configure storage Complete
2. Install OS Complete
3. Install StorageGRID Complete
4. Finalize installation Complate
5. Load StorageGRID Installer Running
Step Progress Status

Starting StorageGRID Installer M Do not refresh. You will be redirected when the installer is ready
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R (EAES) Bt NATOR (358) N—EIERSI =R StorageGRID TEEAE P IR R
AN Z BB SRR RTHIETE2EFZME T RMER. WREN BRI RAITFRLERFF—EE, ik
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ERITR ILM SREGHIT 7 EAEREIR M, EARERMEZR, KRG EMEEIRIHLIERIE
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ik = RS AR
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Contact technical support (TS)
s T5 reviewsyour business objectives

* T5 collectsdetails about the extent
of the faiure

s T5 develops a recovery plan

v

TS recovers failed primary
Admin Node

[if present)

v

TS recovers failed Storage Nodes
+ Replace failed Storage Mode hardware

+ Restore cbject metadata
+ Restore object data

v

TS recovers other failed nodes

1. BB R R A

Caution: Do not use the
recovery procedures designed
for asingle failed Storage Node.
Data loss will occur.

RASFR B TIFAITE, AS5E—EHRERLSETR.

BRHIE—TMRE %o

2. MRFEFETRHIMHE, RAZFRMEZT R
3. RAZFIBIRBUTHRAMEFBFHET =

a. RIEEEFR Storage Node FEHETLREINHLo

b. IR T EIEE R BN o

C. BMREELREIEMENEFET R0
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Prepare for

decommissioning
Review considerations
Gather required materials
Ensure no other maintenance
proceduresare in progressor
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Ensure no EC repair jobs are

running
\ 4

Mavigate to the
Decommission page

v

Select
Decommission Node

Yes
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Is
decommissioning
possible for the
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Is the node
connected?

Resolve the issue

Can you recover
the node?

TAEME T R EERE KA.
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Recover the node
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Decommission the node
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wiped clean

Contact technical support

Yes (data loss might occur)
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a. WALIT®%: ssh admin@ grid node ip
X root AR S ERE, RGN $ B #
b. 3\ passwords. txt XHFHFIHAIZE,
C. AN T eI E] root © su -
d. %\ passwords. txt XEFHF)HEHZ,

2. MEEEETHNEE: repair-data show-EC-repair-status

° NREMKREBITIEIREEEL, NI No job found . BEBEFHBIEAEEIEL,
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3. s

a.

root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est/Affected

Retry Repair

Bytes Repaired

949283 DC1-S-99-10 (Volumes:

17359 No

949292 DC1-S-99-10 (Volumes:

Yes

949294 DC1-S-99-10 (Volumes:

Yes

949299 DC1-S-99-10 (Volumes:

Yes

1,2) 2016-11-30T15:

1,2) 2016-11-30T15:

1,2) 2016-11-30T15:

1,2) 2016-11-30T15:

FRrEBERRSH » T v, WEFEHENEREERIL,
4. MRBHITEAMEERVIREN failure , MMBAEFHBLES,

b.

MEHPIRERRIEEREE ID -

1B1T repair-data start-EC-node-repair @p

ANAN
~o

47

57:

06.

06.

Success 17359

Failure 17359 0

Failure 17359 0

Failure 17359 0

fEF * -repair-id’ EBUSEBE ID . a0, MREBEHBE ID 7y 949292 WIEE, BEBITUTaH<

repair-data start-EC-node-repair -repair-id 949292

. siRix £c IEEERRES, HEFFERENRKSHN " X "o

W EEFREAT L
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passwords. txt file

RER

JE LT

b

& o

IS F2iE

StorageGRID &% #RFMYIR]

(%:“’IE

BXES

118

AR

B THRRNMERTE

.zip file (sGWS-recovery-

package-id-revision.zip) o WIRAEMIE, EETLUER M
HIRIRE RS,

XHEEER<LITLE

B/R%E StorageGRID R4, RER

5FIBATE passwords. txt XHFAH,

NRA, 3

FIREN IR 2 48 S R0 ERISE,

E8X

BRI RFTRHER, HESEMEETF.

BIEHICREITIE, [CERD



Web %38 ER
hi7 " EUHERE TS " A
IR E SR AT R

ERBHNE
© EAAEREREFEEEE L6 Web 114
* ERREEHF RIS AR

oL
1. % * 4P > * RS
2. 4% VKRBT R

>* BUHECE * o

I ET4% 8 7~ Decommission Nodes TiE . 7ELTIEA, &allL:

° HA%E SR A LUS BRI T <o
° BEEMEMET RETBITINR
c BRI, TR

o

possible FIFERIERTLUERMEXT R, A NMFEED

* KA+ 50 * AF ADC* A FEEFEX FIRH#IT

N RIE AT RIEREHAFE 17 o 1§|J§ZEI It DT R ER R ORI T R Decommission
RZ—MIEFEETR.

EAY, @A —B T AMERIMET eI,

HFpo

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.
Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to
learn how to proceed.
Grid Nodes
Q
Name v Site 5y Type It HasADC 1T Health Decommission Possible
Mo, pri Admin Node d
DC1-ADM1 Data Center 1 Admin Node - (] PR aR e RN L
not supported.
AR B A e R o Mo, Archive Nodes decommissioning is not
supported.
[ ocie Data Center 1 API Gateway Node - (]
: Mo, site Data Center 1 requires a minimum of 3
0C1-51 Data Center 1 Storage Node Yes (] Shrien N it A <ot
Mo, site Data Center 1 requires a minimum of 3
DC1-52 Data Center 1 St Nod ki i .
A PRIBESOCE = o Storage Modes with ADC services.
2 Mo, site Data Center 1 requires a minimum of 3
DC1-53 Data Center 1 Storage Node Yes (/] Storage Nodes with ADC services.
|:| DC1-54 Data Center 1 Storage Node Mo o
[ oco-aom: Data Center 2 Admin Node (/]
2 Mo, site Data Center 2 requires a minimum of 3
DC2-51 Data Center 2 Storage Node Yes (] Storage Nodes with ADC services.
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Cassandra EE5EM. Ak, EoJLIdE(=A,

* BEMRETRERRESR BTHREARETHMMENIRE, RENTRERREIR EEE.
* EEANEAEET RN * FAIHER * e E — T EBEEITIC.
* BUTARARERIEEIE.

XFIAES

TR LOBETE * BTN * PR SRR (E8) EEGAXH (ki) EfRRIRZEHMAERZNTR. EIbR
fflsh, 279 DC1-S4 MR BB ERE; FrEEMT RIIBEERK.

Decommission Nodes

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

A A grid node is disconnected (has a blue or gray health icon). Try to bring it back online or recover it. Data loss might occur if you decommission a node
that is disconnected.

See the Recovery and Maintenance Guide for details. Contact Support if you cannot recover a node and do not want to decommission it.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to
learn how to proceed.

Grid Nodes
Search Q
Name WV Site 1T Type It Has ADCIT Health Decommission Possible
DC1-ADM1 | Data Center 1 Admin Node - Mo, primary Admin Node decommissioning is not supported.
DC1-ADMZ2  Data Center 1 Admin Node - Mo, at least one grid node is disconnected.
DC1-G1 Data Center 1 APl Gateway Node - Mo, at least one grid node is disconnected.
DC1-51 Data Center 1 Storage Node Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
DC1-52 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
DC1-53 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
[~ DC1-34 Data Center 1 | Storage Mode Mo @
Passphrase
Provisioning
Passphrase

FREMNBHAERENTRZA, BEERUTEI:

* HREPR TERTRRF—TEFEZNT R, MREHNNBES S M ERNT R, WRGEKRERN
FRMETR, NMEMSINERRIAIREM.

@ —jﬁ%ﬁ%’?%ﬁﬁ%ﬂ’ﬂlﬂ%*ﬁ““ﬂi BV, TEHREERS MMAERNEFETR
B,
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LT RIS,

* IREAZS I EMFERNEFET R, WARSIAKEHIEERR. NRLIERBHINREE, LRSS RN
MRITBIERGAIA, WARAET AEZHIE,

C) MREZ T EMFERNEFETRTERE, BERARAZURERERIFL R

* (FREBMAEENFET R, StorageGRID SEFATRELERIBMEIBEEFL. XEFIEZRE
EEAERNT = L FERI X KRB TR,

* FHEBHAEENEFET R, ERIRMESE BTmEREENRR, B2, BIEEEFLAIEEEHRRII
BZAEIETT, AEFRERRESE ik, EUNFonEXErIlHREEESEMBIE]. 152
REIIEEE L,

* IREANEFET R EBEFER, MZEETRESEIMNNRNE—RIE, WZNREER RESYAE
ENEETR EELEE T EHRIANEBSAUMMD A R, HEEERILARERNMENR.

FRBEFERMN * EETR I MXTR * Z8l, HERU TSI

* FHEBHAEENEET RN, ZTRENEZETEER; B2, XEATEUNFETEEETR L.
* BRI UERXT R E RN R 2 MERE.

p
1. 2 E R BRI T R IR E B S TS,

BXRH, BERIMETE,

C) MREHMRE S S MIFERNT R, WRAHEKRERNEFERMETR, NMENEING
REYRIRENE.

MRER—RERSMFERIMBE TR, BSURIMNG, THEEERS MFER
C) NEET RE. MREZSIPEMMERNEFET RITENE, BRARARXE URE&IEE
VES

3. WNECEZRIFTIE,
BEA * FFREUERE * &3,
4. B - FHREUHEAKE * o

R ER—REE, BREEERMAERNTR, NRETREAM—HNREIDE, NEWREERE
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A Warning

The selected nodes are disconnected (health is Unknown or Administratively Down). If you
continue and the node has the only copy of an object, the object will be lost when the node is

removed.

The following grid nodes have been selected for decommissioning and will be permanently remaoved
from the StorageGRID Webscale system.

DCA1-54

Do you want to continue?

=1 3

o BETRIIKR, ARBE HE

FRIZEIR BB, AETREITRNER. ERESE #E, BER—THNMERMGE, EFEs
MIMSBECE B,

Decommission Nodes
@ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.
Search Q

Name ¥ Type 1 Progress 11 Stage 1|
DC1-54 Storage Node ‘ Prepare Task

6. MHMERGE—BeIH, BRETHESEE * P * > &R > MERGE * LUsE " RERHFE " I
H. A&, TH ' .zip' Xfto

BUBLRR IETE FEIME B

=3
1]

MEBXHHRZEIRF, EAEBESETATM StorageGRID RAIRIVEIERMNZZIANE

B0
()  ERRTHERES, NERECRIEESE B LI R,
® =

7. EHRNSEE " 2R " TUE, UBERFIEEE TR ERNER.
FHET RIEATEFERREKAENE, TRFIEESE, RARENETTRIERETIR, HERKINHE
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Bo MIREAT EMMERNEFET R,

Decommission Nodes

The previous decommission procedure completed successfully.

M=ER—%

J_
I:Ill_.\/

HE, BHEBEFLERSR.

€ Repar jobs for replicated and erasure-coded data have been started. These jobs restore object data that might have been on any disconnected Storage
Modes. To monitor the progress of these jobs and restart them as needed . see the Decommissioning section of the Recovery and Maintenance Guide.

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to

learn how to proceed.

Grid Nodes

Search Q
Name v Site It Type It Has ADC 1T Health Decommission Possible
Mo, primary Admin Node decommissioning is
DC1-ADML Data Center 1 Admin Node - () nm‘suppm’l’ed &
No, Archive Nodes decommissioning is not
DC1-ARC1 Data Center 1 Archive Node - 0 : s
supported.
[ bae Data Center 1 APl Gateway Nade - (]
No, site Data Center 1 requires a minimum of 3
DC1-51 Data Center 1 Storage Node Yes 0 SiorasENdes with Achservices
No, site Data Center 1 requires a minimum of 3
DC1-52 Data Center 1 Storage Node Yes 0 Stolrage Nodes with ADCqservices.
No, site Data Center L i ini f3
DC1-53 Data Center 1 Storage Node Yes Q S:::rsalgee N?):esTitjerE;Eqsl::;i:smrmmum i
I:l DC1-54 Data Center 1 Storage Node No Q
[] obcz-aome Data Center 2 Admin Node - (V]
No, site Data Center 2 requires a minimum of 3
DC2-51 Data Center 2 Storage Node Yes Q @ q

8. IEIZFIRIES I HF

®

O. MREFAEFMT R, FHRITEER

HIRTSo

EN R EXAZHE,

B EXATRE,

BTSSR,

Storage Modes with ADC services.

SRS BEFRT RREKAEARIREMIHE M E R,

AR EEERIRY * ERIEEE * A A& (EC) #HiE * &R
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repair-data show-repliced-repair-status

1 StorageGRID 11.6 H1, BJLAfEF show -replicate-repair-status EWHHIT
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The following grid nodes have been selected for decommissioning and will be permanently removed
from the StorageGRID Webscale system.
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Do you want to continue?
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Decommission Nodes

8 A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it

The progress for each node is displayed while the decommission procedurs is running. When all tasks are complete, the node selection list is redisplayed.

Search Q
Name ¥ Type 1 Progress 11 stage 11
DC1-35 Storage Node 1 Prepare Task
C) g%ﬁﬁﬁ%%@% BNEFET 2B, BEoORSARSSEELERARARERZE ML

S MMMENME—BER A, BREMHETER * H#iF > R > MERGE * LUAR " MERGE " T
Ho AlE, TH  .zipt Xff.

BB AR [EE T HE

nS,

BRATHMER, DHMREERIRFESERE i hIn@eya] LUIRE Mg,

6. EHAGIE " AT R " TUHE, MHRFIEEET ~IERNER.

g%ﬁﬁ%ﬁjﬁﬁgﬁ%ﬁﬁﬁwﬁo%&ﬁﬁﬁ% o, REREMETRTRERTIR, HETRRIHE
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7.

Decommission Nodes

The previous decommission procedure completed successfully.

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to
learn how to proceed.

Grid Nodes
Search X Q
Name w Site It Type It HasADC 1T Health Decommission Possible
DC1-ADM1 Data Center 1 Admin Node s (] ::;Z:x:{;c_'mi” e
DCL-ARCL Data Center 1 Archive Node - (V] ?fp:;?:;e Hodesdecommisimg oot
[l oaer Data Center 1 APl Gateway Node - (V]
DC1-51 Data Center 1 Storage Node Yes 9 ;];;;i:e ii?;?::::[;E‘lzi::i:;ninimum of3
DC1-52 Data Center 1 Storage Node Yes 0 gti:;i; [I\]l?)t;eii:itter:;Drzil;i:\isc:sl_ﬂinimum 6f3
DC1-53 Data Center 1 Storage Node Yes 0 ;Itc:fsai;z ii?;?:;::;zizt;:;ﬂi i oFS
D DC1-54 Data Center 1 Storage Node MNo Q
[] ocz-apmz Data Center 2 Admin Node - (/]
DC2-S1 fiata Eantar3 Storage Node Yes Q Mo, site Data Center 2 requires a minimum of 3

Storage Nodes with ADC services.

REBEATENTANS BHITRME. Fi0:
° *Linux * : A REF BT S RERAMRE R B ZN T RECEX o

°*D*: EAIREFEMA vCenter HY " MEEEMIFR " ETURMIPREIN. EFTBEETHEZMIFRIR I T REHIAN
ERYEREIES €A

o StorageGRID K& BREDRSBOMENRIPBERS, Eo] UELRE AR StorageGRID 1%
ERERF ,.’ii_.[LX?&I?BW%%EJZ’I—JEM\JJD |55 — StorageGRID &%,

TRTRIERRETRE &, BRMUTIE:

* BMREEBMNET REVIEESEEEFETF. ERBRARERFRTIANRS XA R EMMIREDZE I FREATE.
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Decommission Nodes

EE BEBATER

€ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it.

€ Decommissioning procedure has been paused. Click 'Resume’ to resume the procedure.

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

Name ¥ Type 1T Progress IT stage

DC1-55 Storage Node Evaluating ILM

4 F—MEHPRED R TG, & E - #ERITER.

Search Q
1
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Gather required materials
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decommission
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Ensure drives are
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Decommission Site

o 2 3 4 5 6

Select Site View Details Reviza ILM Remove ILM Resolve Node Monitor
Paolicy References Caonflicts Decommission

When you decommission a site, all nodes at the site and the site itself are permanently removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then, select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state

You might not be able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites
Site Name Used Storage Capacity @ Decommission Possible
Raleigh 3.93 MB
Sunnyvale 3.97 MB
Vancouver 3.90 MB Mo. This site contains the primary Admin Node.
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Decommission Site

070 3 4 5 6

Select Site View Details Revisz ILM Remove ILM Resolve Node Maonitor

Paolicy References Conflicts Decommission

Data Center 2 Details

A\ This site includes a Gateway Mode. If clients are currently connecting to this node, you must configure an equivalent node at
another site. Be sure clients can connect to the replacement node before starting the decommission procedure.

A\ This site contains a mixture of connected and disconnected nodes. Before you can remove this site, you must bring all offline
{(blue or gray) nodes back online. Contact technical support if you need assistance.
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Decommission Site
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Select Site View Details Revize ILM Remove ILM Resolve Node Monitor
Policy Referencas Caonflicts Decommission

Raleigh Details

Number of Nodes: 3 Free Space: 47538 GB

Used Space: 3.93 MB Site Capacity: 47538 GB

Node Name Node Type Connnection State Details
RAL-51-101-196 Storage Node v 1.30 MB used space
RAL-52-101-157 Storage Node 1.30 MB used space
RAL-53-101-198 Storage Node 1.34 MB used space

Details for Other Sites

Total Free Space for Other Sites:  950.76 GB
Total Capacity for Other Sites: 950.77 GB

Site Name Free Space @ Used Space @ Site Capacity &
Sunnyvale 475.38 GB 3.97 MB 475.38 GB
Vancouver 47538 GB 3.90 MB 47538 GB
Total 950.76 GB 7.87 MB 950.77 GB
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Details for Other Sites

Total Free Space for Other Sites: 5950756 GE
Total Capacity for Other Sites: 950.77 GBE

Site Name Free Space & Used Space & Site Capacity @
Sunnyvals 475.38 GB 3.7 MB 47538 GB
Vancouver 47538 GB 390 MB 47533 GB
Total 950.76 GB 7.57T MB 950.77 GB
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Decommission Site

@ o 4 5 6

Select Site View etai!s Revise ILM Remaove ILM Resolve Node Maonitor
Policy References Caonflicts Decommission

If your current ILM policy refers to the site, you must activate a naw policy before you can go to the next step.
The new ILM palicy:

« Cannot use a storage pool that refers to the site

s Cannot use an Erasure Coding profile that refers to the site

« Cannot use the default All Storage Nodes storage pool or the dafault All Sites site.
« Cannot use the Make 2 Copies rule.

» Must be designed to fully protect all object data after one site is removed.

Contact technical support if you need assistance in designing the new policy.

If you are performing a connected site decommission, StorageGRID will begin to remove object data from the site as soon as you
activate the naw ILM policy. Moving or deleting all object copies might take weeks, but you can safely start a site decommission
while object data still exists at the site.

Rules Referring to Raleigh in the Active ILM Policy

The table lists the ILM rules in the active ILM policy that refer fo the site.

« Ifno ILM rules are listed, the active ILM policy does not refer to the site. Selact Next to go to Step 4 (Remove ILM
Refersnces).
« Ifone or mara LM rules are listed, you must create and activate a new policy that does not use these rules.

Active Policy Name: Data Protection for Three Sites (3

@ The active ILM policy refers to Raleigh. Bsfore you can remove this sile, you must propose and activate a new policy.

Name EC Profiles Storage Pools

3 copies for 53 tenant - Raleigh storage pool
2 copy 2 sites for smaller objects - Raleigh storage pool
EC for larger chjects three site EC profile All 3 Sites
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Select Rules for Policy

Select Default Rule

This list shows the rules that do not use any filters. Select one rule to be the default rule for the policy. The default rule applies to any
objects that do not match another rule in the policy and is always evaluated last The default rule should retain objects forever

Rule Name
® 2 copies at Sunnyvale and Vancouver for smaller objects &
|| 2 copy 2 sites for smaller objects (&
Make 2 Copies (§

Select Other Rules

The other rules in a policy are evaluated before the default rule and must use at least one filter. Each rule in this list uses at least one
filter (tenant account, bucket name, or an advanced filter, such as object size).

Rule Name Tenant Account
3 copies for S3 tenant (& 53 (61659555232085399385)
| | EC for larger objects —
¥l 1-site EC for larger objects (3 —
Wl 2 copies for S3 tenant (3 53 (61659555232085399385)
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* %o
Rules Referring to Raleigh in the Active ILM Policy

The table lists the ILM rules in the active ILM policy that refer to the site.

« Ifno ILM rules are listed, the active ILM policy does not refer to the site. Select Next to go to Step 4 (Remove ILM References).
+ [fone ormore ILM rules are listed, you must create and activate a new policy that does not use these rules.

Active Policy Name: Data Protection for Two Sites 8

No ILM rules in the active ILM pelicy refer to Raleigh.
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Decommission Site
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Select Site Vigw Details Revise ILM Remove ILM Resolve Node Manitor
Paolicy References Conflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site, even if
those rules are not currently used in an ILM policy.

Proposed policy exists A~

You must delete the proposed policy before you can start the site decommission procedure.

Palicy name: Data Protection for Two Sites (v2) (§ Delete Proposed Policy

4 ILM rules refer to Raleigh R
1 Erasure Coding profile will be deactivated v
3 storage pools will be deleted v

Previous

a. R * MIFREINAVRES *
b. FEHIAFHEESIER * HE * o
2. R AEIREEMN ILM N E2E 5| kS,
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Decommission Site

A N o
{o—& 3 o 5 6

. e e
Select Site View Details Revise ILM Remove ILM Resalve Mode Maonitor
Falicy References Caonflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site,
even if those rules are not currently used in an ILM paolicy.

Mo proposed policy exisis

4 |LM rules refer to [aia Center 3 -
This table lists the unused ILM rules that still refer to the site. For each rule listed. you must do one of the following:
« Edit the rule to remove the Erasure Coding profife or storage pool from the placement instructions.
« Delete the rule.
Go to the ILM Rules page (&
Name EC Profiles Storage Pools Delete
lMake 2 Coples — All Storage Modes m
3 copies for 53 tenant — Raleigh storage pool m
2 copies 2 sites for smaller objects — Raleigh storage pool m
EC larger objects three site EC profile All 3 Sites m
1 Erasure Coding profile will be deactivated v
w

3 storage pools will be deleted

FUHBYER ILM NS5 RS, ERSEEAREPRER, Enfld:

3.
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© S3FP * KB * 3 MRAIMIRIE - BRI - 8,
C FRNIR *, RERE - 2 MEIE 2 MERRIE B - EE,
© KEFIRY * BATHR * MUNMER * Fi 3 Mibs - AIBIRFOBRE A RE B RIIA S,
© BRI ILM HN, EEHE - F—2 LR SB5 (RATAAR)
%55 MABEAR GHHAER)
% StorageGRID SFIEEET, T EANERA3| R E AR @RI ERERE X,
() e Al RaE R ERNE L. RARANFTEEET RS RERIRE,
RN SRR FTE kA

° MRFIET—PHEZD ILM RN, BFEET—D,
IR FRE N R BRI :



© BIRIEMIN, 15FCE] "ILM N " TIE, HEMERRIRRIDEES T E 5| Bl R EE R PR A R E L
B, Als, ROZ*SE4 (WERILMSE) *,

()  mrimEs, FsNELELEREHAREEREEH RN,
© BN, EEERRET § AT HE
() eumEmREmmn - a5 2 MBI N, ABAHEERLS,

4. AR FEEINAY ILM 3B88, KREM ILM ARSI Altit=, HEEBA * T—% * &,

Decommission Site

=, e e
[ 4 ] g -
Select Site View Details Revise ILM Remove ILM Resolve Node Monitor

Policy References Conflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site, even if
those rules are not currently used in an ILM policy.

No proposed policy exists
Na ILM rules refer to Raleigh
1 Erasure Coding profile will be deactivated v

3 storage pools will be deleted v

]
S. ii—']:% * —F_ﬁ * o
bRt IE =, 51 LS R AEARIRFENAEMR RIS E X 4R, = StorageGRID
@ RIS, ER¥EMER5|A%IERNERRERIRRREEEE S, FHanmEksIB
ZIt R BERKRERNFE . RARANNFABFET RFERREHRMEE, EAEERNE
P i s i

PR ERSE 5 (BERTTRAR) -

FS5T. HATNRPR (HABER)

M"FRER"AENE ST (BRAHTSAR) B, ErUHAE StorageGRID RZHHIE
AP REEEAEE, IBETHRFHNEATREEETSUAN (HA) A, iR
AT RARG, BRUMNETTEBERIRELTE -

AR StorageGRID 24HRIFTE T /IS0 FIEMRS, W FFIR:
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" StorageGRID RgmFE S amumeEE (@) .

C) MREBRITEMAERNERER, WABEAERRNRER ERFAET R, FEQBIUEEF
BHMIE R ERFIET R

* ERFFRIIE R ENEAT RETEREERTEAANE (HA) ApEO.
MRTES (BATRAHPR) PR TEATR, WBFEERBER , ARAEFRER.
L TEP RS RERIRES R 281, BERUTEEFEI

* IR R ISR BT B SR STR IS IR E D IR o

@ ML RIS EhE MR REGERTRERBEKR, BEAEELHARME, BEBURT IR EREE
2, AR LNME, WEERUKFRFE ILM B84,

* ERIFRRES R BT
° BABERIZS I REFEAERY ILM BN, EhAEREINE ILM MUK B =R.
© EARREHRITHMMEINETE, HIUY REAR.
@ MREEERERFRAMEFZERITS —MEFRESE , W LIERREET RiE
FRIESE . £ " DERIFMIRIRRIDEIE " ik, *EF  WHBER.
c MREFEARHEREREEIE GMEEATR, DIREXRSFFI

B
| BESE5 (RATBSAR) PHEETSEEES, BT StorageGRID RARNILET SHEERE 2T
nxa (@) szmaxm (@) .
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Decommission Site

O—0 0 0 0 -

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: If you are performing a disconnectad site decommission, all nodes at the site you are removing must be disconnected

« Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

1 disconnected node in the grid Fs

The following nodes have a Connection State of Unknown (blue) or Administratively Down {gray}. You must bring these
disconnected nodes back enline.

For help bringing nodes back online, see the instructions for montoring and troubleshooting StorageGRID and the recovery and
maintenancs instructions.

Node Name Connection State Site Type
i
DC1-83-99-193 05 Administratively Down Data Center 1 Storage Node
1 node in the selected site belangs to an HA group v
Passphrase

Provisioning Passphrase @

2. NREMT REMAER, BREMEEA.
BS N A XET StorageGRID MM T R A2H W HHITHEHFRER. NFHEE), BERREARS .
3. B EMAEZENT RMENNE, BEESES BAT=HR) 8y HAAESD,
RFIETEEGRPEFSTAE (HA) AR R,
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Decommission Site

O—0 0 0 0 -

Select Site Vigw Details Revise ILM Remove ILM Resolve Monitor
Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

* All nodes in your StorageGRID system are connected
Note: If you are performing a disconnected site decommission, all nodes at the site you are removing must be disconnscted.

* Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected
1 node in the selected site belongs to an HA group A

The following nodes in the selected site belong to a high availability (HA) group. You must either edit the HA group to remove
the node's interface or remove the entira HA group

Go to HA Groups page. (8

For information about HA groups, see the instructions for administaring StorageGRID

HA Group Name Node Name Node Type
HA group DC1-GW1-99-190 APl Gateway Node
Passphrase

Provisioning Passphrass @

Previous

4 MRFIHTEATR, FRITUTEREZ—:

° JRIEE NI HA A UMIRRT S0,
o MIbIE SR IRV E ST =M HA 4, B2 NEXEE StorageGRID AYi%FE,
MREZTAET R, #ETE HAAPRERETHERTHNEAT R, WEER * BEZNEIE * FH.

S. I NEEEZRIFEIE,
tERY, * FIREUHECE * IHERZENBRARS.
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Decommission Site

O—0 0 0 0 -

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Policy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: [f you are performing a disconnected site decommission, all nodes at the site you are removing must be offline.

« Mo node at the selected site belongs to a high availability {HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected

No nodes in the selected site belong to an HA group

Passphrase

Provisioning Passphrase @ | seseesed

- IREEERTEHNLRERRETRE , 15ERE - BEER .
LERFHERFNULERMTR. RARRER, T2RRLERATEFEESRR, BAEEHARNE,

A Warning

The following site and its nodes have been selected for decommissioning and will be
permanently removed from the StorageGRID system:

Data Center 3
= OC3-51
= DC3-52
« [DC3-53

When StorageGRID removes a site, it temporarily uses strong-site consistency o prevent object
metadata from being writtan to the site being removed. Client write and delste operations can fail
if multiple nodes become unavailable at the remaining sites.

This procedure might take days. wesks, or even months to complete. Select Maintenance >
Decommission to monitor the decommission progress,

Do you want to continue?
for]
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. BREE, IREEESITAFR, HER H#BE .
ERFFRERERN, HER—FHR. LIRAERE—LNE, RFEIRTEHIIMET ABREMNR
£

Passphrase

Provisioning Passphrase @

€ Generating grid configuration. This may take some time depending on the type and the number of decommissioned arid nodes,

‘:..:"

ERHMREER, KETPE 6 (EEEUHEKE) -

() mEmmmzE, % BARRERRRE
e
WS
RS s

‘E1E StorageGRID
% 6L BITEUEERE

?é" BUHECEIER " TUHRISHE 6 ¥ (mEBCHECE) &, 8] TEmIFRL =AY miE

KFIES
Y StorageGRID MIFFEEREIEREY, ERIZLUTIRFRFRT <

T XTI R
2. EETR

3. FETTR
Y StorageGRID MIFREMIFERZMILRES, ERIZUATIRFRERT -

1. TS
2. 17hET S
3. IS

BMWXTNRNEETRARIRFR/LOHEH—/NIEIRIHER; B2, FiET AR EEEHRRIERISE,
p
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1 EREmERMGEE, LTI,

Decommission Site

—©O & o

Select Site View Details Revise ILM Remave ILM Resalv MNaode Monitor
Palicy References Conflicts Decommission

€ A new Recovery Package has been generated as a result of the configuration change. Go fo the Recovery Package page to
download it

()  BRRTHRES, NHRECRIRESE B LI LR,
o MEHEMBERAVSEE, SIMERE C MR > RG> T REREE
b. —Fﬁ : le j({q:o
EBNHHIE 1 FRIE S,

C) %E@Y#%L%ﬂﬁﬁ,Hﬁ?@ﬁﬂﬁ?MSmm%GmD%%ﬁﬂﬁﬁ%ﬂ%%ﬁﬂ%

2. fEF " HiESE) " EIREEN SREHEMZE R B H b iE RS EhE .

LT3 (BT ILM 3RB8) SREUEHY ILM 3RB8/E, SIESFE. BESHRAER MRS E b
7o

Decommission Site Progress

AlE

Decommission Nodes in Site in Progress = &

Data Movement from Raleigh

1 hour 1 day 1 wesk 1 month Custom

Storage Used - Object Data (7]

100.00%
75.00%
50.00%
25.00%

0%

17:40 1 18200 1810 18:20 18:30

wn
=1

== ||zed {%)

3 EEMT R#HERDF, ERRTRNEITERRESE BHE,
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BEsFfET RE, SMTNREBEZL—RTINER. REEPARSHMBLAESRREERTELRE, BIRES
ERHHHMIEE, ERRFESFH/IREZ/LAT A MNER. TEESHEREEZI UM LMD
EHEMTG ILM o

Node Progress

@ Depending on the number of objects stored, Storage Nodes might take significantly longer to decommission. Extra time is
needed to manage erasure coded data and re-evaluate LM

The progress for each node s displayed while the decommission procedure is running. If you need to perform another
maintenance procedure. select Pause to suspend the decommission (only allowed during certain stages).

earcl Q
Name ¥ Type 1T Progress LI Stage il
RAL-S1-101-196 St Noie E ggzgr;lnr[}n;stzianing Replicated and Erasure
RAL-82-101-197 Siorage Node i g\z;z::r[}n;s;ioning Replicated and Erasure
RAL-G3.101-198 Sinraga fiode L ggzz:r[}n;s;inning Replicated and Erasure

MREEERTEERIERERIEE, BSRLRUT BEET RNERMER:

BB’ i it54LaTIa)
FE DHHER
ERE minutes
HEEES DHHER
¥ LDR 72N EFR minutes

FRERIVSIEIEIRRIDAVEIE )6, XSE, BEARIUATHIEE
COER D REFEPITEMLERES, FJUELMEREFERE

o
LDR KBRS minutes
Rl EEIZ AT DHEVNE, BEEEURTHEHREFMMEIER,



BT ER It HFEERda)

SRR minutes

IREE B ERNERERIERE, B2 TRUTRBEET RBERMER:

B ER EpEsZ=diNIE]
HE DEERE
FHE minutes
HEEES DEERE
B AIMRARSS minutes
IEFRHCH minutes

T REUHEM minutes
FRERANEUH A minutes
illEREd iz minutes
SRR minutes
FeRk minutes

4. EFETRBYBRRITHNERE, BEFEHRIGRERRIETR.

° 1f * {8%& Cassandra* ZZEH, StorageGRID 3FMEH{RE R Cassandra EEHITERMNBIIEE,
XS EE I RHFEKHNE, BEEBURTFREPERIIFET =
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Decommission Site Progress
Decommission Nodes in Site Completed
Repair Cassandra in Progress -ZT'%

StorageGRID is repairing the remaining Cassandra clusters after removing the site. This might take several days or maore,
depending on how many Storage Nodes remain in your grd.

Overall Progress 0%
Deactivate EC Profiles & Delete Storage Pools Pending
Remove Configurations Pending

° 1% * {F EC ECEXHHMFREMM * DEHR, RK#HTUT ILM Bk
* 5| ALk R RIDACE X ISR IF o
* RYUREMIBRS | RIS SRV E IR,

(D FAmAFEEET SEE RN, EAEERNRATE SRS,

° &ja, £ MERECE © ZPBHR, WiRRET REVERRIRS|RERE KRR E R FER.

Decommission Site Progress

Decommission Nodes in Site Completed
Repair Cassandra Completed
Deactivate EC Prefiles & Delete Storage Pools Completed
Remowve Configurations In Progress :,:“:

StorageGRID is remaoving the site and node configurations from the rest of the grid

S FRARMESRE TAE, "FRMR " NERER—FAWESR, FETBETEMRRIIES.
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Decommission Site

o 2 3 4 5 6

Select Site View Details Revize ILM Remove [LM Reszolve Node Monitor
Palicy References Caonflicts Decommission

The previous decommission procedure completed succassfully at 2021-01-12 14:26:32 MST

VWhen you decommission a site, all nodas at the site and the site itsalf are parmanantly removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then. select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state.

You might not he able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites
Site Name Used Storage Capacity © Decommission Possible
Sunnyvale 4.79 MB
Vancouver 4.90 MB Mo. This site contains the primary Admin Node.
SERl/E

FTRIERIERRETR 5, FTRUTES:
* BREEREFRUERPAEEMET RBREER. ERABRMERRIASMRS KA L2t MIREZER MR
E5 ¢/

* MRNIESEE—MRENEET S, FEHBEREM StorageGRID RFEHESER (SS0) , BM
Active Directory H%é%ﬁﬂhﬁﬂﬁ% (AD FS) Hipkitbih mBIPRE R # 5 51E-

* FEERUERIERRESE BRESXFATRE, BMERXEXBIEML.

PEsLErPId AR

SERTRAE S HYF )

StorageGRID SHEIP—INEFMFIR, BFEMNEME (eth0) BRI =z 8
TElE. XEXBEaE StorageGRID ARG ENER AT MEMENFR, LUIRIES M
LM X188 NTP , DNS , LDAP siE s ERARSZ 2SPRERMERIFN, T BHR
DOMIAE TS B FT UL =AY, 0] RE B 5 T W ol [al AR 48 7R 10+ X
BEENRA

s MNTEREREIWMIREIEES 2159 Web %

s S TERB I E R 150 R.

s B BB R ERIEEE.
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* BUAABRECERFRBIMLSHE, Bl CIDR RRERT.

RFUIES
NRBHITHY RESIEIERINFFM, WA INFRIMEFR, AEBRMYT BIEETE .

p
TR * 4P > LR > RIARIRIEE < o
Grid Network
Configure the subnets that are used on the Grid Network. These entries typically include the subnets for the Grid Network (eth() for each

site in your StorageGRID system as well a5 any subnets for NTP, DNS, LDAP, or other external servers accessed through the Gnd
Network gateway.

Subnets
Subnet 1 10.96.104.0/22 ==
Passphrase

Pravisioning
Passphrase

2. EFMFIFRF, BEMSLL CIDR RRERMFTF Mo
g0, N 10.96.104.0/22,
3. MINRBEZRIE, ARREEH*REFE",
I8 ENFMIE BRI StorageGRID RARLE-
4. NI EIRE TEMNME NG,
a. JEIFE LRI > RE > MERHBE Y,
b. i NECE ZEFT15,
ACE IP ik
ERILAEFRERR IP TEANMET RECE IP itk ITHEECE,
TR EREDE IP TEXNMRISEZEMREEMIZENNEZEEEHI TR D ENR. EATE Linux M&aSHIX4

BTN F N E KA BE R fEEEIFTE StorageGRID JRE, HEFAERATEAR, EFBHHT SMETIRNE
17T,

()  mEEEHmMRATET ANRARILS 1P R, R TR CE SRR .
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RN ERFIL T MG, RN BRSNS EX AT, T, RN EES
() EMEREREHE MEAHT, SEERRRTRERNEREESALMRNEESR, AEES
B IPITH,

() P MRS E TURTERESE . ENANEEZA, MGHIRLLSTTEERT A,

* BAxmEO

SERLE eth0 BY IP HIHHALZR 2 WAE T S EIMME L (P #ilit, 9 EZLS eth1 B9 IP HIHHALRZ2MAET SHIETEMLE
IP 33k, 53ER4A eth2 BY IP MINEIAR Z WIS T mBIE P imEE IP ik,

EAE, BFELFEA L, 5180 StorageGRID 8%, eth0, eth1 # eth2 FIAEZEHYIIESY VLAN ZOMMEM
MEBEARNEEED, EXEFESE, *SSM*>* B * XIM-KEIRES R R eth0 , eth1 8§ eth2 Z 9
BosA BEiZOMmEE, SERMNZ ML (P Hikt,

« DHCP *

RO BETE SR EMERISE DHCP » B BE/TECEHAEIEE DHCP » MNREFNMRT MY IP Hitlk, FRIHEAEF
AR, MAAEER IP it EXud 2, FAEMK IP TEEEAL/RE DHCP #ilt 25 S,
s S AN (HA) A+

* MRFFPImMEEOEETE HAAF, NRERZEONEF mMNLE 1P tit B HA HECERFMZ5t
YLk,

* BRBEERE P IRML IP MBSO D EcLha T P IRMiZ O LECER HA BBYIA X 1P HtRYE,
* WIRMEMKIZOBEE HA LR, NAREERIZIZORIMEMNL P it Bl HA HECERIFRZ Syt

o

* ERRERMARIILS IP IS PN 7 BCLA TE MR L8 12 0 _EECERY HA LARVILA EPL IP HilERI(E.

BT RMKEE

TR LAERAER IP TRAES— M RZE M T RINREE, S UERMRNENECE, 5
B, EAEBFREIERNENEF iRNE.,

TBFEENRS
AUA =k =] passwords.txt X5

KXFIES

* Linux : *MMREEEREMET AN EENERE R HENSE, HEERET REEXGFEEE
admin_network_target 3§ client_network_target , M BIHIT LIRS

BB IIERFER Linux IRERHH StorageGRID L2535,

* &% *7E StorageGRID 1&#& L, MNREVIALLEHAEIFRTE StorageGRID G FLREEFHIERFHNE
IBRLE, WTEERER IP TERINME, B, BN S ETHIPES, ERK, FgEhE
NIEEEITIER, ARERAFER IP TRABHNKILE. EXNARENEZEENGES, FELERTEN
RENREMNEIFHEAFIRIESE .

TR AE AN E— RSN TRRY IP ik, FREIE, WX MTU (E.
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IR B] LAME P i A s E IR AR RN SR T = -

* BRI LUBE M E P IinNA S EIEMERINT = E8Y 1P itk / F DR Z T RN EIZ T o
* EEILOEEHIRRE P RS ERMERE N TR 1P il / FRIHEIERMIZ SR RERIZT <o

TE7E MBS PEE R R T =

() FAVHER 1P AR, MBATIERGT A2 E55HR 1P bk, MATUER IEETRIE] 1P Hshk

1 StorageGRID RAEAT LABR (SS0) , HEAGEEREEE M IP ik, 5%
B, GREETAN P b (MARRNNELRESS) RENEMREGEEETN. &

() #BELEBIBWHA. BX PG, CARIDERHN P M ENREREE Active
Directory BX & B4 10IEARSS (ADFS) AT R AEE. BENEXEIE StorageGRID B9
3518,

@ fEAE IP TEXMMEFMMEVEREAE 215182 StorageGRID IRENRERFE M, XiF,
NREILE LEWHLE StorageGRID B, HERFKEFETHIPEREN, WNKZEERERTIR

p
1. BRI TEETA:
a. AL T2 ssh admin@ primary Admin Node IP_
b. 3N passwords. txt XHHFFILRIE,
C. AU RestHRE] root : su -
d. #\ passwords. txt XEFRFIHRZE,

U root AR SMER, RN $ Bl " # o

2. AN T aSLUREIEX IP TR change-ip
3. ERTRAMANRERIDEE,

LRI B R ERKHR,

Welcome to the StorageGRID IP Change Tool.
Selected nodes: all

SELECT MWODES to edit

EDIT IP/mask, gateway and MTU

EDIT admin network subnet lists

EDIT grid network subnet list

EHOW changes

SHOW full configuration, with changes highlighted
VALIDATE changes

SAVE changes, s0 you can resume later

P
i

CLEAR 8ll chenges, to stert fresh
#@: APPLY changes to the grid
Exit

<
'
3
- H
i
- H
o
1
:H

Selection: E

4. WATLUERR < 1 * REREENRNT R, AEEFEU TRz —:
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oA * BT R IRFIRIERE
o 2% BVRIRISIREE, AGKRETREE
° 3 BR—IREaE] IPIRE
° 4 R EMFIET R
° 5 MIEFNFET S
D CMREEHAAETR, BRI 28 " REEPRE.
R, REREXRR, HEH EETR ¥ FERURMRENEE, EESRENEETHT R EHIT.

O EEFEB L, AN * 2 * LURIEIEE TV RBY IP/ #883, WIXA MTU 5=,
a. EEREE AL

f ] PR

"2 BIEMS

" 3% BPIHML

"4 EEFEFEWERE, RATEERTREN, MERT (Ng, BERHEF i) , HELE (
IP/ #8583, XL MTU ) F1HEI{E,

W8 DHCP ECEZIRY IP ik, BISRKE, WX MTU BEZROBENFHS. MRERBNH
DHCP EEERZO, NEBTR—FEE, BNEZROFERNFHFS.

TERIBECE N FIXED B9,

b. ZigEHME, BEAMEFMTEARANZE.
C. BRFFYUMEARE, B BN,
d. YNRFIESXES 1o/ HEG , WETLUEAN *d* 3 * o 0.0.0.0/0* NI IIFRE IR R LR HE F i

=Ho

WEEERMETRE, BN . g IREIERS,

o

BFAENESR—BERE, BEIERINANLE,

6. EELTERZ—, BEEFEIEN:

o * 5% . BERRIEPRRERNS, XERENTEMILN, (NERERGEHI. FIMEEvERERE G
) A (BFRD) REER, ARG SRR
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Grid

Grid

Grid

Grid

Grid

Grid

Grid

Grid

Admin

Admin

Admin

Admin

Admin

Admin

Admin Gateway

Admin Gateway

Admin Gateway

Admin Gateway

Admin Gateway

Admin Gateway

Admin MTU

Admin MTU

Admin MTU

Admin MTU

Admin MTU

Admin MTU
Press Enter to continue
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PR3 RS RS BRI B e
P B3 B3 R B3 B

c*6* . ETRHPETRHREANS, EPERTREKE, BEoOBUERE (RN e (HiERm)
RHETo

() FEALOREIARREBMALEIDTINIBIL, ERERIAT EHAWES
S ELINER VT100 X FF.

EARARIN * 7+ LABIEFRE B ko
LEIIE R RAER WG, BIEMEFIHMEAN, IR ERESMFM.
T:T:.IJ:'::/—_T_\WUI:P7 e ﬁ@%ﬁl;o

TR AIS, IEEET,

W@, HEFEUTERZ—:



° 8! RIFARNANEN,
fERALET, ERILLURHEDN IP TAHERERRBIIE, MARERERRNANER.

°*o 10% 1 NAFMSECE.
O MRFFTED * o 10*, FRFUTRIZ—:

° *NA T UBINAEN, AEYEREHEREIET TR

INRFMRECE R TR EERYIEMRERE, ERILUER * A * LIZRINAEN. IRFE, TR
REEMB. K ERFEEERBHITR.

c *BER L FARFHEMRBITRENAEN.
NRBEMNLZEEERZT, FTEECWIENENNSBECE, WAFER * MR * &I, KHAZFN

T, #TUENYIENZERHENBMZEMAT R NRERE * WA * MARTLHITXENEE
o2, NMEEEZKM.

()  wREm-ME w0, UAAEEEERREREHEA, URATREED R,

° *HUH * . AR E BRI,

MREAHNERNNEAFTEEMEE TR, Wl HIRBERUSAIRE B ISAF R, & *
BUH * RO E X B HRBAMMAVEDN, UEHENA.

SNRIEEE * WA B R Y, WRER—TNMSEEXH, HITEE, RNSERFRNIERE
BEMTR.

FEEHE, MERBENAERNERRS.

Generating new grid networking description file...
Running provisioning...

Updating grid network configuration on Name

NAEEFENE, BTMNREEEN, RIGERFIIMENRGE.

10. INRERT * FHER * , BERETHREREBRUATSRHITIEE:
a. RIEFEHITYIESEINNEEN,
* WPIEWLREERL * . HITHERYIEMEEN, KERREXAT R,

* Linux * : MMREEREXENRANEIEENEHET P HEMNLSE, BHERERRE "RHZORNEMET
=" RATRARIEC,

b. BT RMATIT Ho
M. SERENE, ®FE*. 0" BRHENRIP TR,
12. MM EIREE T ERRYIRE 2R 6,
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a EF P> R > RERHR
b. I NECEZIDIZIE,

BXER
Linux : mILBTRANED

Z 4 Red Hat Enterprise Linux 3§ CentOS
Z#% Ubuntu 3§ Debian

SG100 #1 SG1000 ARSBIKHE

SG6000 7FfEiReE

SG5700 F#iRE

‘E1E StorageGRID

FCE IP ot

EEEMS LR E L F TR
EREEIEMAFREIRPHM, MHRTA— RSN EOFH,

TEENAS
L=k =] passwords.txt X1,

TR AN E RN F WY RPBIFFE TR0, MERSERFM.
p

1. BRI TEETS:
a. BALITFE<:. ssh admin@ primary Admin Node IP
b. %N passwords.txt X&HF|HAERE,
C. AL RestHRE] root : su -
d. N\ passwords. txt XEFRFIHZ,

XU root AR SMERE, RN $ Bl # o

2. AUTHLSUBEER IP TA: change-ip
3. EIRTRL MmN EZ TS,

HEBP R R E R,
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Welcome to the StorageGRID IP Change Tool.
Selected nodes: all

SELECT MODES to edit

EDIT IP/mask, gateway and MTU

EDIT mdmin network subnet lists

EDIT grid network subnet list

SHOW changes

EHOW full configuration, with changes highlighted
WALIDATE changes

SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit

L3 b
m En omn

L
5:
bt
i
'
o
18:
- H

e = B
selection: §

4. FE, WA LREIRATIRENMG / T EEUTERZ—:
° MNREFHABHITIRERISET &, 15EER * 1 ABRBERENT R ERUTERZ—:
"1 BT R (REBIRER)
=2 BATA (RIERERE, REREIHER)
"3t B (HAET IPIEE)
"4 MR EMFMET S
"5 MSFHNAETS
" 0 iR[E

° RIF IR " REREFRE, #1TERE, BRETREXRERRE. EETRFRRIRTEIERE, WE
, EERIPRERIER N LA T,

o EEXRBE, HEATRIEEENZFWANER (£ *3*) o
6. WEEUTEZ—:

o NI ARIMFM: add CIDR
o BINLATanSMIBRFM: del CIDR
c AN TaSIREFMFIFKR: set CIDR

() xFFESS, EAUERUTERMAS ML add CIDR , CIDR
~fl: add 172.14.0.0/16 , 172.15.0.0/16 , 172.16.0.0/16

TR LAGER " EFRK " BRI RANERRAZHIRARTN, ARRIEFENHH
1T4RiE, MIMELDFRERNEANE,

AT RSN ER T a0fA R E RS F M50 .
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7. EEERE, AN, o IROEXRBRER. EAMHERR—ERE, EEIERSIRZANLE,

C) REAEDE 2 FEFTEM " 28 " TREFKRN, WBFg mAN - (RF*q*) 718
WEFIRFR =T R

8. WL TRz —:

° WEFERIAIN * 5* IR A FRRERNS, MiatPRRERNSZMIIA, NERERGHNTL, FHMAIE
ARSI e (MR REER, T REIESHAIR:

DC1-ADM1-185-154 Admin  Subnets

Press Enter to cuntinuel

° EFRET 6 EIEE R B ENRHPRETRRERNS. EORUEE (RMu) sae (MR =i
BiRo *iE: * RELRENSE A BERERRIFREAAR N ERAMARERRE.

SHBUFMIIRES, BRRUTHES:
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CAUTION: The Admin Network subnet list on the node might contain /32
subnets derived from automatically applied routes that are not
persistent. Host routes (/32 subnets) are applied automatically if
the IP addresses provided for external services such as NTP or DNS
are not reachable using default StorageGRID routing, but are
reachable using a different interface and gateway. Making and
applying changes to the subnet list will make all automatically
applied subnets persistent. If you do not want that to happen, delete
the unwanted subnets before applying changes. If you know that all
/32 subnets in the list were added intentionally, you can ignore this
caution.

AR IEKEBHEE NTP A DNS fRS 23 FM AL M48, M StorageGRID = Bl AIEEGIE—1EM
B (/32) o 40, WNREFHLERFEA /16 o /24 BEES DNS I NTP ARSI HukhiEE, NILZMIER
EﬂﬂLWBz%E#ﬁM% SHIER . INRAMIBRE R ENERER, NERFMIIRBITEME
MfE, WERABERE

C) E%Uﬂu@ﬁﬁMQM§ﬂWIM%E Bi@ENFEhECE DNS 1 NTP B H LA IRE

9. WEFRRIN * 7+ LIIEFT A EF BN,

HEIIERT RSB INGS, BIEMESME P mMERIAN, FIanERESRFM,
10, (FIik) EHRED * 8* REFFABE DMEREN, HEEREUSRSHITEN,

fEALED, ERLLURHEDN IP TEAHERERRBIIE, MASERERRNANER.

M. RITUT#RMEZ—!
* IRBAENMREFHNAHNEELENER TERAEE, HEFEm -,

* IREEESEFNAERNHEERNINEERE, BEFER . FEEHE, BERENAERRER
RS, AR

Generating new grid networking description file...
Running provisioning...

Updating grid network configuration on Name

12. KA E RS T EUTBI IR E IR 8o
a. EF T UEP > RG> RERAR
b. N EZIDITIE,

BXES
FCE IP it
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TEFERLS £ RN E R T MFIE
ERILAERER IP TREEMMSMLES EARMNEE M.

EREORE

* BAIER passwords. txt X1,
ER] LATE RS IR F TR PR, MIBREERF M. BRGNP T = LA,

MRNERTEMETMFIE, FERMEERRFINEXMERE. T, IRNKEES
() EMEREREHA MELHT, NEERNRTRERNEREESAEMRNEER, AEES
B IP ITE,

3
1. BRI ETEETS
a. BMALTF#%: ssh admin@ primary Admin Node TP
b. %N passwords. txt X&HF|HAERE,
C. WAL T eI E] root © su -
d. i\ passwords. txt XHHFIHEE,

XU root AR SMER, RRTEMN$ Bl # o

2. AN TS LUEIER IP TA: change-ip
3. IR NELE R IEEIE,

IR B RER S,

Welcome to the StorageGRID IP Change Tool.
Selected nodes: all

SELECT WNODES to edit

EDIT IP/mask, gateway and MTU

EDIT admin network subnet lists

EDIT grid network subnet list

EHOW changes

SHOW full configuration, with changes highlighted
VALIDATE changes

SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit

L B
PRI T

'
5t
b
i
B:
o
14:
a:

HLE = B
selection: §

4 EERS L, EERTHEEMERETNOER 5T 4°) o
() HPERETRIIRA B RS E N,
5. SRR TRIZ —:

o NI TS AIMFM: add CIDR
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o NI Tan<MIBRFM: del CIDR

/7s\
c NI TaLIREFMFIFK: set CIDR

() HFmESS, ETLUERUTHERBAS Ml

add CIDR , CIDR

Tl add 172.14.0.0/16 , 172.15.0.0/16 , 172.16.0.0/16

TR LAER "m £ K " BB ANERREISFRANRETN, ARREFENHMH
1T4miE, MIMEDFRERNEAE,

UTROBEANER T RS FRFIRIZE FW:

6. &G, BN o ANREEXRBREE, EAMNES—ERE, BRBERSIZARL.
7 EEU TR —

WA * 5% Al R RBHPNREAS, MiadPHNRERNSEMULLN, NETENENT. FrgaIE
PR E (RINBY) =4It (BRI REER, AT REIEHR:

& 6 AITEE R BRENMEPRETRRENS. BoUFUEE (RINB) a6 (RERm) =R
o

° ik
=
M2

FE R R ERAMBREARTUE R AR MR,
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8. MR * 7+ LIIEFT A EF BN,
HIIERT RSB INLE, EIEMRMEF mMEAN, FIaeERESFM.
9. (RIik) BRI * 8* (RIFFIBE NN EREDY, HEREIUHLEH#HITEN.
fERALET, ERILLURHEDN IP TEAHEREMEIIE, MARERERRNANER.

10. RITUUTHRIEZ—!
* MRBANMREFINAHMEEENER TERAEE, HEFEm -,

c NREBEFWNAEIHEERNNEEE, HEFAN *, FREHRE, BEBENAERRETR
RS, AR R:

Generating new grid networking description file...
Running provisioning...

Updating grid network configuration on Name

M. INREBECAPIEEZINEFE TIER * o 10, HEFRU TRz —!
° A YEINAEN, AEUBENEMENRHE IR

NRFFWBEERS IANSEERNEITM AR TEMIMIENR, WaETLER * NA * EI#HTTE8
N RECE L.

c MR PREHBHT RENAEN.

NREFEHMNKZEEERIZT, FTEEWNIENENNEECE, WAHER * MM * B, XHAZFM
TR, #TUERNYIENEESH ERBEIRRMATT R

()  wREm e w8, UAAEEEERRENENER, URAREED R,

° *EUH * 1 AR EE IR,

MRERMERNNERNETEENBNT R, Mol UHRE R ARE MR/ DA P&, %3 *
BUH * KR E I ERBHRBFRMGAIENR, UEHERMA.

NANEEFENE, ATMREEENR, RIBERTIRENRMGE,

12. NRECERFIRMELE, BTG L TED:
° Bk IP EXUREP R RO ERS, BN A
© BEIRKWHIRIE, B8N o
© BRGHITT— MR, BRI "o

THER LM ERBREEED * 10 * (MAER) BRKRWEIRE. RERNTHRAEERER, IPEX
RIEPE A 257EM.
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© MREBMFe)FIR (BINEFBEITR) , HBETRIANKKEVIRIEERFREIITER, B *
REARCHRIIHBZE T2

13. MIAREIREE T EFTAIIRE IR B,
a. ERR HEP > RG> MERHE
b. @ NECEZHIA21E,
@ %E@S‘(#%Z ZERF, ARNEEERATM StorageGRID RFIREVEIBAI NN ZE AR Z

BEXER
FCE IP ot

BN PAIE T R IP itk

NRFEZELAMERAAE T RIS P ik, WASUEELLE RRIEPRE . B8
ERIRMES B EENT R R ERPISEEBIREIILE 1P .

TEENAS
L=k =] passwords.txt X1,

EWRMIRRINESR, ERA—RIETTRPIE B,

@ It BEPR ERGR NERTMBME. EREEALRFPE BEcEERMEE RS
89 1P ik,

NRENEL— AR LT R IP LR MTU , IEREBHITIRME BEcih = WEECE B,

p

1 IRFMNEEEFR IP TAEZIMNATHE, FIe0ERR DNS 3 NTP LUIREHRERE R ( Single Sign-On
, SSO) EBE (WIRfEA) .

@ NRIMA NTP BRSSBEFEEIHT IP #bULIFIEMAE, IBTEHIT change-IP 12EP B ZHIZN
Y NTP ARS5 23,

SNRIME DNS ARSSETFEIH IP MAULFRIMAE, IETEHIT change-IP #BIEZ TR Z 14N
#7189 DNS ARS5 2%,

YR StorageGRID £2AFA 7T SSO , #BEEMKHAEEIEREET R IP #it (MAF
BENMT2EEEZ) #TAE, 15/HESTE Active Directory Bx& 11 I0IEARSS (AD FS

) FEMSERRE XS SE EiX IP U FIZ AR T. BENEXERE
StorageGRID Y35 BB,

© o O

MBRE, B IP RN FM.

N
fog
Xl
‘\+:I>I
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dt
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a. BMALITF#%: ssh admin@ primary Admin Node TP
b. I\ passwords. txt XHHFIHKZ,

C. BNLATan % root : su -

d. 3\ passwords. txt XHHRFIHE,

XU root AR SMER, RN $ Bl # o

3. WALUTEHSLUBEER IP TA: change-ip

4.

6.
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AR NI EZDEIE,

LR ERERE, RRINBERLT, SElected nodes FERIEBEN A1l o

Welcome to the StorageGRID IP Change Tool.
Selected nodes: all

- b SELECT WNODES to edit

EDIT IP/mask, gateway and MTU

EDIT admin network subnet lists

EDIT grid network subnet list

EHOW changes

SHOW full configuration, with changes highlighted
VALIDATE changes

SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit

[ZH0
e

'
5t
b
i
B:
o
14:
a:

HLE = B
selection: §

FEEXRBE, &F* . 28 LURBEFIE TR IP/ FRIE, BXM MTU 5=,

a. R 1 LIEA IR RL,
R, RATPRETTREM, WERNERTR, HERE (IP/#5, WX MTU) , MHEIE,
YmiE DHCP ECE#ZORY IP #uhk, FIEKE, WX MTU BEZOENF#S. 72 DHCP ECESME

OZ&1, RASETR—FEL,
TRmEEECE N FIXED B9EEO,

a. BIgEME, FRIAMEFTRRIVBAZE.
MEEESRHETRE, BN . g REIERS,

=

TR B —ERE, BEEIRRINANLE,

EERUNREBZ —, EEEFMAVEN:

° * 5% . BERRHPRERNS, XERERNTEMIN, (NEREREHI. FIMEEVERZRE G
B e (BFFD) REER, SRGIE SRR



Grid

Grid

Grid

Grid

Grid

Grid

Grid

Grid

Admin

Admin

Admin

Admin

Admin

Admin

Admin Gateway

Admin Gateway

Admin Gateway

Admin Gateway

Admin Gateway

Admin Gateway

Admin MTU

Admin MTU

Admin MTU

Admin MTU

Admin MTU

Admin MTU
Press Enter to continue
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S ELINER VT100 X FF.
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T:T:.IJ:'::/—_T_\WUI:P7 e ﬁ@%ﬁl;o

TR AIS, IEEET,
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0. 8 ME *, UERE NREMBHT R NAEN.

@ WIERR * e * o IBDFEIE0ETIERE * A * AR * e

R ERINET.

10. SERENE, ®EF*. 0" BHENIP TH,
. FIBYXHAFAE T R0

() A XD, WEFRETREN X,

12. {RIBREH TR R IANEE L
13. BIEFTE M T R BB B XH,
14. THARET KRBV EIR.
15. BThEEIi&SS
a. YNSRI T #EY NTP BR3528, BMIERIERY NTP ARS323{E.
b. YNSRI T #r8Y DNS ARS58%, EMIFRIAARY DNS ARS523(E.
16. MM EIREE T EARAYIRE R4 6,
a. JERR HEP > RG> ERHE
b. I NECEZIIIZIE,

HEXER
E12 StorageGRID

TEMEFS LRIIRERT MR
AR TS R
AIE T RAIEN

Linux . BEERFIEFHZOMIZMETR

KHITREIEFRB;

REBUTIBRREENKZNE iR LaEORNEI R =GR Linux 7R3,

WRELERFIERTE Linux EH ERTREEXHHEE admin_network_target Z¢ client_network_target , i&
ERALRESE FMED. EXTREEXHNIFMAES, BFSIERT Linux RIERFRINEA:

* %%t Red Hat Enterprise Linux 8¢ CentOS
* &% Ubuntu 3 Debian

TR LR EFTENMME D ENT B Linux RS2 LRITIHEES TR , MARET RAEMAIT. HRIESR

REFFOFMETR; MREZHEEEMEBMEZSH, WERERIEHIR.

ZiRMHUHER, KWAERER IP TR, 55N Ecih 2 MEILE,
p
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1. BREEE LT R Linux RS 23.
2. REETAEEXS:  letc/storagegRid/nodes/node-name.conf

()  amsREmReREsy, SUESHRIEEE.

a. ML BERAIN—15%E. Fli0:
client network target = bond0.3206
b. ®J3%E: 7 MAC #isibRIN—1%B. Fli0:
client network MAC = aa ¢ 57 I 61 I 07 I ea ! 5c
3. 817 node validate #p<>:
sUdo StorageGRID node validate node-name

4. fRIRFRIARIEFEIR.

5. 3517 node reload #%:

sUdo StorageGRID node reload node-name

Linux : M= NAR4EELiA RO

R Linux TS, (ERILUSES SRS MO IO, RO R R
VLAN AT HA 4A0THE L,
BHRENAS
* BB LUAR A XRTE Linux & %% StorageGRID BYitHEE,
° %% Red Hat Enterprise Linux 3§ CentOS
° 2%t Ubuntu 5§ Debian
* 8B H passwords. txt X

© EREHENIHTIR,
() Euess, mERESE S RBESE DT EHREN, B72LE T ARED.

KXTFULES

LZEST Linux TRE, BERBUTIEEZTRIMI— NS M EIMYEC, fli0, ErIsemERaakEnmm
NEETRIMRTR, UWERLUER VLAN ZORER T AENAREFHEFIRE, 5E, EREFRER
m—rinEEOUESTANE (HA) APER,.

WRANNFLREO, NMATTE StorageGRID HFECE VLAN #0, NSRFAMiAEED, WA LUEZEOEZ RN
B HA4H; MELHECE VLAN E0,

AIEEOR, HRENRTH, SE—RE— N R ERITIRELE .
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p
1. EREFEEIT =AY Linux BRSS28.
2. {EF vim 5 pico FXAYmIERRIE T RECE X!

* /etc/storaggrid/nodes/node-name.conf’

3. AXHHRFM—N&E, LIEEEMNIET RN MIMEONRMUAREEER (i) . BERLR

o

interfaces target nnn=value
SF nnnn , IBRABRMAED interfaces target FEBE—TH—EKS.

3F value , IBEGFVEN EYIRZONRM . ARG, WAILARNT—MESHREZERONEGSER , Zi&O
B ERTE "VLAN interfaces" TUE A0 "HA Groups" 1 Lo

f5lan:

interfaces target 0l=ens256 , A4k
@ BNEEEAEMNESL, SNRKSHIIEHER.
4. BT T < IIEN T RECE X PRI E K
sUdo StorageGRID node validate node-name
BAFMBEIRNES, AGRBRLT—P,
O BITU TS UEFH T R E

sUdo StorageGRID node reload node-name

=]
s MEFRMT —PNHZNP4ED, FED BE VLAN E0O IENFNRREORE— 1% VLAN 0O,
s WARAINT — N HZMpRED, 5%E ilE 50 AMA BImEOEERNE HA 4,

VMware : [T s N4k ayifie)iEO

EEILAIER® VM T R Mzt R R4 sinieEO. AMeEORFERE VLAN #0
DIEF HA 4ATTE Lk,

TBEENAS
* eI LA B X TE VMware & £ &4 StorageGRID Y1 EH,
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* 8B BE StorageGRID 11.6.
* IBEEETSMMXT R VMware B4,
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* BHMEFRARBIENE, BERNEF RS,
* I8BH passwords. txt X{.

- BEERENHIIR.,
() anesAs, mERESE S RBESE DT EHREN, B2LET ARED.

KXTFULES

L VMware TTRG, BIRBUTSRBEZT RAN— MRS M EIMED, HIi0, EeIaesmERaakznRmm
NEETRIMRTR, UWERNLUER VLAN ZORER T AENAREFHEFRE. 5E, ErEFER
m—rinEEOUEST AN (HA) APER.

WRAINFLREC, NMMATTE StorageGRID HFECE VLAN ##0, NSRFMiAIEED, WA LUEZZEOEZ RN
B HA4H; MELHEE VLAN E0,

RO, TRAEZENRA M.

p

1. 7 vCenter H, MEETRAMXT R EMHURIFTNMEERE (LEH VMXNET3) o %EH * Bk -
M * FERIETER * EIRAE,

+ MNetwork adapter 4 * CLIENTE83 old_vlan ~ # Connected
Status Connect At Power On
Adapter Type T hd
DirectPath IO Enable
2. {£F SSH ERITED RMXT R

3. ff ip 1link show HIAMEMEIFFIMEEIZO ens256 o
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ip link show
1: lo: <LOOPBACK,UP,LOWER UP> mtu 65536 gdisc noqueue state UNKNOWN mode
DEFAULT group default glen 1000

link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00
2: ethO: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1400 gdisc mg state UP mode
DEFAULT group default glen 1000

link/ether 00:50:56:a0:4e:5b brd ff:ff:ff:ff:ff:ff
3: ethl: <BROADCAST,MULTICAST> mtu 1500 gdisc noop state DOWN mode DEFAULT
group default glen 1000

link/ether 00:50:56:a0:fa:ce brd ff:ff:ff:ff:ff:ff
4: eth2: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1400 gdisc mg state UP mode
DEFAULT group default glen 1000

link/ether 00:50:56:a0:d6:87 brd ff:ff:ff:ff:ff:ff
5: ens256: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 gdisc mg master
ens256vrf state UP mode DEFAULT group default glen 1000

link/ether 00:50:56:a0:ea:88 brd ff:ff:ff:ff:ff:ff

FERIE
MR T — DS DR4ED, B%E BB VLAN 20O A MHINAAZEORE—1 8% VLAN #0,
* WRFIT PRS- MFEED, ERE IEESr ANE BN BEERNE HA 4,

ACE DNS A58

ERTUR, MSFHIEFEE RS (DNS) 5%, UEERARLREME (FQDN)
NG, TRE IP bk,
EREHNE

* B ERE RTINS EIEEE R0 Web I 525,

* BB BB SR IE AR,

* B MABERER DNS ARS5280Y IP bk,

BITHEE DNS BRERES, Ea] L3t FafFsE SNMP @E1F0 AutoSupport EASSEERE (FQDN) *
B, MARZ P, ENE/EER DNS RSB 28,

%9 DNS FRSS 88124 2 5 6 4 IP Hohi, 3B%, WIS MEAIE R £ AR AT7E A1
()  DNSEHE. X2HTHRRCIBEAESRUASFIE DNS RS, REMMTEER DNS %S
B|INRIE, EAILL H—F EE ST R DNS R85,

WNERABE DNS ARS32815 85¢ DNS RSB EEEREARLER, NESESIMET A SSM ARSS Ltk DNST &
Ro UNER DNS ELEEHBFHIRSFELSEIAPMEMETI =, )UJ%}Ellmaff%o

p
1. 354% * 4P * > * 48 * > * DNS ARS8 * 6
2. ERRSBE O D, RIEFERIMEMEMER DNS RS 2EFE
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REBER, SMLREVEEMR DNS fRS28. &EAILUIEEST DNS ARS8,
3 BE*RE",
ECR BT RHY DNS BCE

TR LLE1TT— 1A, AFTNETREEEARER DNS , MAREENHERLBEE
I 2 &% ( Domain Name System , DNS) o

BE, ENEAMREIESE LR * 4P > * WK * > * DNS iRS528 * EDUKECE DNS ARS8, REEFEANLR
[EA&T R EEAZRE DNS ARS5280%, A AIfER LA TR,

1. ERFETEENR:
a. MINLAF8<: ssh admin@ primary Admin Node IP
b. I passwords. txt XHHFIHZ,
C. AL R e tHRE] root © su -
d. 3\ passwords.txt XHHRFIHHEE,
A root BRBMERE, RAFHEM$ B # o

e. ¥ SSH TRZEARMEI SSH I, HAN: ssh-add
f. N passwords. txt XHEHFIHAY SSH 482,
2. [BRIEFEHAEEX DNS BEEFHM TR ssh node ip address

3. 1517 DNS IKBMIA: setup resolv.rb o

IHEREIASIF LAS $5 89 85 2 7 RE I TH AL o
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Tool to modify external name servers

available commands:

add search <domain>
add a specified domain to search list
e.g.> add search netapp.com

remove search <domain>
remove a specified domain from list
e.g.> remove search netapp.com

add nameserver <ip>

add a specified IP address to the name server list

e.g.> add nameserver 192.0.2.65

remove nameserver <ip>

remove a specified IP address from list

e.g.> remove nameserver 192.0.2.65
remove nameserver all

remove all nameservers from list

save write configuration to disk and quit
abort quit without saving changes
help display this help message

Current list of name servers:
192.0.2.64
Name servers inherited from global DNS configuration:
192.0.2.126
192.0.2.127
Current list of search entries:
netapp.com

Enter command [ add search <domain>|remove search <domain>|add

nameserver <ip>']

[ 'remove nameserver <ip>|remove nameserver

all|save|abort|help ]

AN MR IR RSB HIARSS 28AY IPv4 #idlk: add <nameserver IP address>

EE add nameserver WL LURIMB ARS8,
REBIR TNt ey S B AY I BRI TIR M,
RIFFIEVERGHRENATERF . save
KHAARSS 28 LRVER S Shell @ exit
NFEITNELR, EEFNIE R3S B XiHFd6< Shell,

NRTBRENHMARSSBHITEEIEIHIE, EM SSH RIZRMFFMTA. BIN:

ssh-add -D
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ERETIENR, RZ7SIMNEBBTENRIAR Rt Z 8], StorageGRID AFEHRFRZEE NTP HRHNE M TTREFTH NTP
BFRm, F5XEE NTP HRED,

il‘.‘:‘ﬁ NTP fRSS2FEZEILAMENEDEE NTP ABHNT . Eit, BiNEMEERMNEEE NTP KT

77N\ O0

WRE AT DERN S AT IBAEDIASNE NTP B, MR— PR ERE— M AFL
() SHIENTP IR, MFER Xt & e, 5h, e MERR T AENEE NTP
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1EERIIMNER NTP ARS8 FUER NTP thille ERAIIETE Stratum 3 SHESHY NTP Ar53285|/, LABILEHINES
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TEREFR StorageGRID LEE45E M NTP JRET, i5277E Windows Server 2016 ZBiAY
() Windows Kz EBA Windows B¥ia) (W32Time ) FESS. SHAMRAY Windows ERIBHEIRRS T
5, Microsoft AZ#F7E StorageGRID E =5 EFEHEA,

"kFrAS, BT NSREIREE Windows BYaliRSS"

NREBEIRERERIIEEDN NTP [REB[RE AT AR, 7 LUES RINE RS 255 EH BRI
BIRS 2K EH StorageGRID RZEARIIME NTP JEFIR,
PIE

1. 3E4R * 4P * > % PG * > * NTP ARS3288 *

2. ERS RO T, RIBFFEEFHFMEHAMBE NTP RS 2858,

S
e

NEDEE 4 D NTP IRS28, HERZSAILIETE 6 MRS
3. 1 * BLEBERLIEIE * XAMED, i StorageGRID RAEMECERIBIEIE, ARBEE “REF*.
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SETHRSAE " EEET ", WEEETREEER.
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Main

Overview: SSM (abrian-g1) - Services

Updated: 2018-01-23 15:03:45 MST
Operating System Linux 4.9.0-3-amdG4
Services
ADE Exporter Service 11.1:0-20171214.1441.c29e2(8 Running B 11 Boonw Hreruvs 8§
Connection Load Balancer (CLB] 11.1.0-20180120.0111.02137fe Running Bost Hoorw HJeasums 8
Dynamic I[P Service 11.1.0-20180123 1919 .deeeba? abrian Not Running Bj & 0 BHo0% BEoB Ea]
Nginx Senvice 1.10.3-1+debOut Running Hws5 Hooew Houme [
Node Exporter Service 013 0+ds-1+b2 Rurining Bgs Box Hessus B
Persisterice Service 11.1.0-20180123.1919 deeeba7 abrian Running o6 Hoosdiw B{irims B
Server Manager 11.1.0-20171214.1441.¢2022¢8 Running @4 B216% BHsrue B
Sepver Status Monifor (SSM) 11.1.0-20180120.0111. 02137fe Running B 61 Bozssw Haseme @
System Logging 38110 Running B3 Boons H{szrve B
Time Synchronization 1:4.2 8p10+dfsg-3+deblut Runring B4 2 5Hooorys B454M8 B
Packages
storage-grid-release Installed 11.1.0-20180123 1919 deceba’ abrian

RETRETEUTER:

*MRBETZSITR, BARLTEERHAMNEEES.

* IREE T ZI TR, WEAEESNESR EETHFECERAENETEREEIH, MENEEERE,
BERER

BfRRESREER , ERUESNEREBNEMEE TRIEPHN—INR (FRPFESEEET RPN
BTR) LiETaiTEARER. ZEAEFANTRARENEFIFERET R IP ik, MAMERSHT R
T RAREB BRI E N,

@ ?E%EM%EP%’EFHT%%EE%,%% (mDNS) , NEIREREEE M RE TR LETHL1TRARE
Fo

1. BRI T 2 FHE * /var/local/log/dynip.log” PR B 1ZIEMREHS.

f5an:
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[2018-01-09T19:11:00.545] UpdateQueue - WARNING -- Possible isolation,
no contact with other nodes.
If this warning persists, manual action may be required.

NREFANZ VMware 1816, NEREE—FKER, BHIETSRIEERE.

7E Linux 2Erh, PREEEIEERTE  /var/log/storagegrid/node/<nodename>.log’ X4,
2. MREEEERESHNBERA, BETUTHS:

add node ip.py < H#ik >

Hep * < it > BiEREIMRBVITIET RBY P ik,

# /usr/sbin/add node ip.py 10.224.4.210

Retrieving local host information

Validating remote node at address 10.224.4.210
Sending node IP hint for 10.224.4.210 to local node
Local node found on remote node. Update complete.

3. WIEERIRENE M TR TER:
° TRARS BB,
° J&1T storagegRid-status B¥/E, B IP RFEVIKEHA "running’ " o

° EMRIAIMER, TRABETRNSMNRERIIMAER,

()  MBET add node_ip.py BYTABRLEE, WALEELMFENDRERR,

ENLRHIFFEFIiE

HLesfip 3 EZ AT StorageGRID B Linux 8% VMware 32, &% T StorageGRID
R VE A%,

Linux : 38T B 2 EA

&R LA StorageGRID TR M—& Linux EAEBEIS—& Linux EVILBITENILER (
BN IERFEHNEFBLN) , MASEMMNIERITHEESK T A%,

EBE— I HZ I RM— Linux ENL (" sTBEEN") EBES— Linux ENL ("BirEN ") o BREN
MBS B IERIFH StorageGRID £,

()  SBEEHN StorageGRID BEBETHZHET, 4 HERILEESE

187



ERMET REBRFEN, LIHEUTENFEMAG:

* HEFHATHRES I T RHNEMES
* MZEOTEENZBIIRM—E

@ FEFRER, BPE—SENLBETSIMEETR. A ITEETRERTAENATRE—
B B AR PR 1R

AUER—EN LHEEMERNT R, FINEETRIMNITIR. B2, IREESMIRRENT S (Fl40
WAIMXTR) , BB RAREER—EN Lo

BXFMAER, BENERT Linux BIERFH StorageGRID ZEWAFH " RIEBEKX ",

BXES
BREFTAY Linux A

%% Red Hat Enterprise Linux 8§ CentOS

%% Ubuntu Y Debian

Linux : MEEHNSEHTR
KA T RFREEMIR Linux EHSH.
2R Linux EN EIZ1TUATE<,

1. SREGREN L S EEETHRE T R BURES.

sudo storagegrid node status all

2R Config-State Run-State
dc1-apMl FEBENIBIT
dc1-ArRC1l BEENIET
dci-cwl BEENIET

dci-s1 BEBEAEBT

dcil-s2 EEBNIETT

dc1l-s3 BEEENIETT

2. BEEBIBHNTRNEN, MREBITREA running , MWEHRELE

sudo storagegrid node stop DC1-S3
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sTREfT A DC1-S3
HEFKIX 630 BUXHATER

3. MRENSH TR

sudo storagegrid node export DC1-S3

BT a pcl-s3 SHE| /dev/mapper/sgws-DCl-s3-var-local o
MR , B(ERA StorageGRID TS\ /dev/mapper/sgws-DC1-s3-var-local
HEEHEN

4. 18T export AR import &%,

ERET—PEMRENLIETIGR <.

Linux : BfRENLEHNSATR

MNEREENSETRE, EAUEB Linux EN ESAHIIERT R WIER#EHIAT RE

LB R SR FEN _EAERBBREER N IZ 18 E
EB#F Linux ENLEETUTHES,
1. FEGENLEEAT S

sudo storagegrid node import /dev/mapper/sgws-dcl-s3-var-local

BM /dev/mapper/sgws-DCl-s3-var-local S|ATE DC1-S3 o
f&MWIE1T StorageGRID node validate DCl-s3"

2. IR EN LR RECE,

sudo storagegrid node validate DC1-S3

+ HIAT = DC1-S3 777 ... B@id +
'+ HET = DC1-S3 WEZE X4 /etc/storaggrid/nodes/DC1-s3.conf ... Bi@iT +
+REM—ERSEE .. BEd +

3. MNREZEEMIIETEIR, EERBCHTEIT R Z IR RIX LR,

BXBEHIRER, BFSIERT Linux 21ERZH StorageGRID L3535,
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HEXES
Z %t Red Hat Enterprise Linux 3 CentOS

24 Ubuntu 8% Debian

Linux : BEIEEBMNT R

IR T RS, &AILITEBME Linux N LTS RENZT Ho
P$IE

1. EFEN LB =,

sudo storagegrid node start DC1-S3
Starting node DC1-S3

2. EMREERED, RIETNRARSEESAHEE, FERHHZTREAHEDER,

@ WIET R RSESNERETHREIBN T R B2 EMBEIHEMMAME. WRKRE
CRBEE, BIEIBEAEMTR, UMESITTHRIFLERS.

MRFEARINMIBEIRES, BFT 10 2%, ABRBTUTGRL!
sUdo StorageGRID TTRERKE * ; node-name *

HIAERSRY T RREITIRS A running o

TSM HB]FRYFETT R 44

AR T RECE i@ TSM FRialfH RS S IE R S0RT S3API Ko, iRE/G
, TTEBEAETI RBYB 1T,

MRAEIE T ROIRSBRERE, FERZRSFARBENORERED R HITIR(F
I EFEIRE L ILEE
YNREHE IS TS =BT Tivoli Storage Manager (TSM) RIS EEIREFEHEE, HE)IRET RN

» LAPR®Y StorageGRID 2R ETRHNERBE. AlE, EALUER TSM IRSSFRFHIRENEE TRIXM
ER BT IR R,

EEIRAMR

XS TSM FRalfF RS St T A PIRE S BEA A HIIR T R ERRVEIR Z /1, BEERAMFRL, LIRSITE
TSM Hialf RSS2 A R AR A R EIR B E.

BREENAR
B IEREREIMREIELE S50 Web 3%
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TB

1% * 35> TH* > * MgHI *,

2 FEFEIETR > ARC* > * BIF > EE > E .

3. ¥ Tivoli Storage Manager State FIEE A * Bt * , AERT * MAEX *.

4. H#IPSERRS, 35 Tivoli Storage Manager State FUEERA * BX#l * , ARG8T * MEEXR *,

Tivoli Storage Manager 12T &

dsmadc TRERRERIE TR LR TSM RiEHRS[BNERER G, BB IERSSHFMIGHLSITREAN
dsmadc KipEIL T, A5/ ARC-Service FEEENEEAF ZMELERNEEZAFRRNBNERIIEE
=EHa.

832 tsmquery.rb AR A T UEZIEMA M dsmadec £EFIREE R, ERIUEFIET SMHSITHEAAN
LU ep<RizfTULHIZS . /usr/local/arc/tsmquery.rb status

BX TSM BIBITHIE dsmadc BUFHISE, 1580 Tivoli Storage Manager for Linux :  Administrator's
Referation.
I RKARE]

HIIET S M Tivoli Storage Manager (TSM ) FRZZR[/IERFTNRMOTREKMET, JFETRTE 10 HEfREE
HUEER, MR ZRAKARTE (530, AFXHREET LHIF) , TSMAPI TAREIET RisRItER,
AT S Em iR IbiE R,

REXMERE, RASMALHR, FRIVESHSIEN, BEERER, HEFE X355 > TR > * Wi
Yo AR, W ARTIR ¥ > * ARC/ * HFR * > * {FKEHE ¢

INRBRKARAA, WATAEZNR, ARRRIRFSE FFRFHECH ST RENERK. HENRES
KAREI Ao

MRV RENAAA, ORBAREAY. EXMERT, RENRIERRENMI.

WRFE StorageGRID RAEENFACIREMNMREIARN ILM FN, HETECTRZEEK, JnUﬁﬁgR’H%gE,
TEMRE. BRE, BINARITIRRIFESE RAENRESKAARTETF "5 " StorageGRID &%, BUHT
BT RENER UM ERER TR TTEIE,
HENREE KA
ErI LB R TSM BIEIEHI 8 R HIFKRAEFTNREBKAF I H.
BEENRA
* B E B R ERIA AR,
s S TER passwords. txt XHo
S HEEETT R P ik,

XFIAES

WREUREIESE; HRFP R TERMEHE TESBNRUEHEA A BRRERER . BX TSM 51
MER, ESN TSM AR 281,
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TR

1. BRIEETA:

a. BALLTFE<:. ssh admin@Admin Node IP

b. &N passwords.txt XTI HEY R,

2. HEART AT ARV — P HE IR

a BIAGSHEZEEXHNESR:. cd /var/local/audit/export

JERREIZBEXH R A auditlog . BREFE—RESN audit.log XH, HBEoI—MHH
audit.log X, BFREXHHBIRL yyyy-mm-dd. txt BXIEREREFNE, —X2Z2E, REFEHX
HEREEHEGS, BN yyyy-mm-dd.txt.gz , MmRBEEHER,

- ERXEZASXHFRRRETTENRIENREVER. B0, BN grep Arce audit.log ;

less -n

MR ENFET SRR, M Arce BIZHEHE (AN RERLER) 2EERFEFETR Arun (3
HEHARAA) 3 GERR (—iRiEIR) » BHEIZBEFRHUTREFITER, F CBID
498D8A1F681F05B3 , Arce HEBERIE, 458N Arun o

[AUDT: [CBID(UI64) : 0x498D8A1IF681F05B3] [VLID(UI64) :[120091127] [RSLT (FC32
) :ARUN] [AVER (UI32) : 7]

[ATIM (UI64) :1350613602969243] [ATYP (FC32) :ARCE] [ANID(UI32) :13959984] [A
MID (FC32) :ARCI]

[ATID (UI64) :45603497513125206311]1]

BXEFMAESE, BN T HEHEZH BRI,

 EREREMEVE MR CBID -

TR R FEICR TSM ATFARRAE T /AREFNNRBILUTENER -
O XHTEZN D FRTEAETRID . BEERFIETR ID, IHERE 2> TR > MR
o ARE, HEEFE*ARTIR > ARC/* Bir > iR+,

" ERREIR D METARTDRARANRNE ID. F D XRABANAK (BIg, 2009 1127)
, HEVAREZERRIERANRA VLID .

* RRFIBIR ¢ . HY T StorageGRID R ECLAITRA CBID 6

E5H8% Shell © exit

3. 147 TSM RS, SESE 2 PHRRNHREEXATRA:
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a. BRE TSM IRESB[BHEIRITHIA: dsmadc

BERANZNARFRORSRENEEZAFRMNED, ERNREESPRABFARNEZNL, (BEEE
BR®&, BiEE - 3F > TR > WgHEih . AF, &F*A8T=*>*ARC* > B *>* g
B, )

b. HENRESKATRE A,



Blan, ERILIE TSM JEE B EFIEZRZMRSBIEREMSEIR,. UTRAIERTESE—KRAEEH
Erhi%25 CBID 498D8A1F681F05B3 BN R,

> query actlog begindate=-1 search=276C14E94082CC69
12/21/2008 05:39:15 ANR0548W Retrieve or restore

failed for session 9139359 for node DEV-ARC-20 (Bycast ARC)
processing file space /19130020 4 for file /20081002/
498D8A1F681F05B3 stored as Archive - data

integrity error detected. (SESSION: 9139359)

>

RIEFHIRAIMER, CBID AIRBEARRICRTE TSM EshHHEF ., ErRIGEFETEHTHRRIERENAIEHE
ftth TSM $&iR,

C. NRBMHHXARAA, FHEFBETZE LNFABENKRR CBID . query content

Tsm Volume Name

HM TSM_Volume Name BAAJRAHAHHR TSM &R, LUTELban<rYGEH R A

> query content TSM-Volume-Name
Node Name Type Filespace FSID Client's Name for File Name

DEV-ARC-20 Arch /19130020 216 /20081201/ C1D172940E6C7E12
DEV-ARC-20 Arch /19130020 216 /20081201/ F1D7FBC2B4B0779E

XHE BN EBEFPHIMES)AETEE 1D (80 TSM " high level name") #E[E, EEXNRA
CBID (8¢ TSM "low level name™ ") . tHi@iH, Client Y Name for File Name ¥H°
/Archive Node % ID /CBID" B30 7ERBIMMEHE—ITH, XHE BN EBEFPIHRITE
/20081201/C1D172940E6CTE12 o

5iBiclE, XH=E BT RNTR D,
ZEUHRRBER, EFEELFENS IR CBID UAAETRBTR ID

4. JWFXKARTENESNNR, BECHRZFIBERHPITRIAER a <, LUIEK StorageGRID R RE| K
BE&%k:

@ i%i%‘l‘f@% ADE #Z# 8, tﬂ%ﬁﬁ?ﬂé@%*é’i /@Jﬂﬁ%%ﬂlll*ﬁ%éﬁ#s‘.‘sf’ﬁ#?ﬁ%é*&ﬁo RN
WANRS, HERBECERIRIESE PIERMGHS,
a. MNREKRBRIAMT A, BRUTARER:
L AL T®H2: ssh admin@ grid node ip
ii. 3N passwords.txt XHHFIHNER,
iii. B NLATenStHeE) root © su -
V. I\ passwords. txt XHFHFIHAIZ,
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b. Ai81i% ARC BRS3HI ADE #5818 : telnet localhost 1409

C. BUEM&RAIIERK: ° /proc/BRTR/cancel -c CBID®
Hh cBID BLEM TSM KRB RAIITIRT,

MR RME—BIAMI TR £, N "bulk retrretri€ & " I5XISHECH, FETHE "1 Requests
cancelled’ " . MIRMRHBIAMFRAFHNEMAE, WHNRERFHEMERGIE, Fit3HSHm
779 "0 Requests cancelled" " .

d. pEEIR — 1 en<, FTF@AH StorageGRID AAE N M REIABEXBELMIES — M EIZA:
/proc/CMSI/Object_Lost CBID node_ID*

Hep, cBID BLiEM TSM IRSSBMERBIMREVTIATT, node 1D BIRKRMAVIETI RBYTIR ID

o

BRFTNBNERINRBEIFBMA—NERNGS: AFFRAN CBID SEE,

EARZEIFRT, StorageGRID RAARIENFHENMNRIIECIZEZRIA, LUHRALE ILM RE&1S
BEST,

BR, MRMRE LM HMUIEERIZE—TEIE, MEXBEIAREER, WEEREZNR. EXMER
T, IB1T Object Lost 88 FIM StorageGRID RETBFFRERINIRIVTTEIE,

3 Object Lost B HINTEAG, KREIATHES:

CLOC_LOST ANS returned result ‘SUCS’

() /prociCMSI/Object Lost’ h&{RiEMF IF#4 T L EHE LR

a. JRH ADE #ZH8: exit
b. MIFETIRHEH: exit
5. EH StorageGRID RZHAYIERKIMIE
a. FE *FTR * > *ARC* > * 1R * > * EE *, AEEE F BEREIBERKKITE
b. B * WAEN *,

EXER
&1 StorageGRID

I}

BEZAS

VMware : ECEREHWLAHITECHER ST

YNREEHBEN VMware vSphere W EIRIEF FEIMIAREREE), NAJREEEXE
WAHTECE, EEBHEMNRBE.
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INREMME RIS TI REBUITEMMAEPIR(ED IR BIRIAILEIMIREM AT, WRHITIHRIESE -

S
1. 7€ VMware vSphere Client #tH7, %32k BRI
2. GRBETEMN, ARIXE B,
3. Bt E VMware vSphere BN EIBEF, LUEERBEHERBINEM.

AT R A2

&\] QE%EY_ FEMET R ERITHEX SR, RRETUMMEERSHITEHAP LN
, BERZHIEHERENT RV <L1TI418) Server Manager .

RSB EEBETTINRT R LB, BTEIERSHEMNELL, HBRRSEFZIMAFIRE StorageGRID
R4, Server Manager A= miEE MM T R LIRSS, HBEMNEHERBHRSHENERRS.

() REtERASISEREHIE Server Manager BY, 4 RIHiel A% S EITS,
() M5 Server Manager /5, ERTXMLAHS Shell RIFFHEH. WA exit

ZE& Server Manager RS A7

S('J‘:_F’é/\lﬂ% e, B EEZMET = EIE1TH Server Manager B H HPIRZSFIRR
o HEERT] LURBIZ G T s _EiET E’JFEEHE’(‘ZE’Jé AR

BEENRE
B INESE passwords. txt X5
PR

1. BREBIMETIR:
a. AL T2 ssh admin@ grid node ip
b. $IN passwords. txt XHHFILRIE,
C. AU TR LRE] root © su -
d. N passwords. txt XHHFIHHZRD,
K root AR BMERE, RAFHEM§ B # o

2. EEMET S LIZ1THY Server Manager FIHATIRZ: ° * service servermanager status*

REMIETI s _EiE1THY Server Manager IS ETPIRES (BB EEEIETT) o AR Server Manager BYIRES
A running , MEFIHEB ERBLECRE—BEIE{THE, §70:

servermanager running for 1d, 13h, Om, 30s
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3. BEEMET 5 EiE1TH Server Manager B FTRRZS: ° * IRSIRS S SRS
LA S X EThR s, F190:

11.1.0-20180425.1905.39¢c9493
4. M#5% Shell * * exit ** F5FEH

EEFBERSH RIS
TR LR E R T R EIE1TRFME IRS B SRR,

1. BRIIMET R

a. AL TF#H<: ssh admin@ grid node ip
b. #I\ passwords.txt XHEHFIHAIER,
C. AU R e RS root © su -
d. 3\ passwords. txt XHHFIHHIZE,
U root AR SMHERE, RRFHEM$ Blh  # o
2. EEMET R LEITHFBRSHVIRS: storagegRid-status

fplan, EEETRBRELERE AMS , CMN 1l NMS IRSHIHFIRSETRNIERERTT. MRRSRESEKEZL
, Mk R I BN o
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Host Mame 190-ADM1

IP Address

Operating em Kernel 4.9.0

Operating System Environment  Debian 9.4

StorageGRID Webscale Release 11.1.0

Networking

Storage Subsystem Verified
Database Engine 5.5.999%+default Funnlnu
Network Monitoring

Time Synchronization

Running
dynip 1.8 Running
nginx 3 1ng
tomcat 3. 5. Running

j Running

Running
prometheus S 2+ds Running
persistence : .B Running
ade exporter 1.8 Running
attriownPurge 1.0 Running
attrDownSampl 1.8 Running
attrDownSamp2 .1.8 Running
node exporter 3.13.0+ds Running

3. REIGm<LIT, ¥&*, Ctrl+*, c*o
4. WAIUEEMIET R LIEITHFBERSHERSIRS:  /usr/local/servermanager/reader.rb’
IREAESHEFMIREERENESE, BUNRBSKELETK, WARKEMILKRS

5 &< Shell : exit

BoiiRS S EIERMAAERS
eI seFE S 5h Server Manager , ZIgIEE BRI T = ERVFRBIRSS

BEENAR
RIATER passwords. txt X

KTFUES

ﬂD%T"E‘fﬂﬁ Server Manager FIRI#& TS 2 _E /25 Server Manager , NS E#E5) Server Manager WX ME
TR EMAERS.

a. BMALLF#<: ssh admin@ grid node ip
b. #I\ passwords. txt XHHFIHAIZER,

C. B NLA T et E root : su -

d. 3\ passwords.txt XHHRFIHHEE,
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Bl root AR BHERE, IBRFHREM " § Below # .
2. EEhiR%E 25 E1EER: service servermanager start
3. JFfH®< Shell : exit
E¥1/25h Server Manager FFF GRS

ErI R EEME RS S EESE UL T R EB1THRE RS

BFEENRS
AU i=t=] passwords.txt X1,

TIE
BRIIMET =

a. WAL F&<: ssh admin@ grid node ip
b. #X passwords. txt XHHFIHIZET,

C. B NLA T et E root : su -

d. 3\ passwords.txt XHHRFIHHEEE,
KU root BR BHEREY, IRTHEM *$ BEeth " # o

2. EEnIIRSZREESUNRMET R PR EIRS: service servermanager restart

Server Manager LU A& TS 5 BIFF B RS IS E L H E5 B,
@ 8 restart S SHRRIEA stop MO sstart B,
3. S Shell 1 exit

{21k Server Manager fIFfG RS

Server Manager FI98Ri51T, BEAIRERRIFLE Server Manager LA T = LIZ1THY

FEEHED’UO

BEENHNES
BIATER passwords. txt X

1. BRIIMET R

a. AL T2 ssh admin@ grid node ip
b. #IN passwords. txt XHHFILHIE,

C. AL REsRE] root : su -

d. N passwords. txt XHHFIHHED,
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B root BF BMHERE, 1IBRFEN$ Bl " # .
2. (FIERSESEES UMM T R LIEITFIERS: sservice servermanager stop
RE[BEEBRUNME T R EETHFERSIYERZR L. RSBAIEFEKIA 15 DA BEXF.

3. FHEpS Shell : exit

BERSHNITKS
ol PR EE ML T R LB THARSHEHIRE.
BEENAR

WIMEHE passwords. txt XHF,

1. BREIMET =

a. AL T2 ssh admin@ grid node ip
b. 5N passwords. txt XHHFILRIE,

C. AL TR LRE] root © su -

d. N passwords. txt XHHFIHHZRD,

K root AR BMERE, RAFHEM$ B # o

2. BEEMRT = LETHRSHYEIIRE: © * service servicename status* IREEMIE T = _LIEfTHIERER
SHYURTRE (TIEREBEEEBTT) - flin:

cmn running for 1d, 14h, 21m, 2s

3. ME< Shell * * exit ** H7FH
F1EARSS

RELHPIREREFIE—TRS, ENFRENET R EVEMRSERIET. RAE7E4E
PIREP R A RFEILERDIRSH, F(FIEXERSS

BEENAR
BIATER passwords. txt X

KTFUAES

FARAUTHE " UBEBRAREL "RSHT, Server Manager A& BHEIEHANIZRS. BRAFENBEHEN
IREHEHFE 7:\7J Server Manager o

NRFEEFILFMET R LR LDR BRSS, 53R, MREEENERE, WFELLIRSIEFE—RIFES,
p
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1. BRIIMIET R

a. BMALTF#H<: ssh admin@ grid node ip
b. 38N passwords.txt XHHFHHZE,

C. AL REs RS root : su -

d. 3N passwords . txt XHHFIHHZER,
U root AR SMHERE, RRTHEM$ Blh  # o

2. {FIEBEARSS sservice servicename stop

fBlan:

service ldr stop

()  BETEBREKE 1 HSHAREL.
3. JAfHER< Shell © exit
e
2514 IEARS
Rig&E THIFER
ERITIRE LIPS ZH, BRITEIREE THIPIRT

BEENRE

c BB ERERTIMEEIEE ZH5H0 Web %25,

* AP root IHRINR. BXIFMEER, BENBXEE StorageGRID FIEA,
KTFIAES
ERDEUIBRT, 95 StorageGRID 12 & B THIPE R A gE XIS & T AR T8

@ Ll‘ﬂ:éf#‘*%fﬁﬁ’ﬂ StorageGRID & &R EERIKF 2 SSH EHEIRSIZISETITITAIZ G
ENERERFAE,
pg
1. EWREERP, EE TR
2. N RTTERIRES, R EFET R,
3. B ES .
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Overview Hardware Network Storage Objects ILM Tasks

Reboot

Reboots the node. Reboot

Maintenance mode

Places the appliance's compute controller into maintenance mode. Maintenance mode

4. EE - EPIET .
HEB R BRI B E

4. Enter maintenance mode on S2-10-224-2-24

You must place the appliance's compute controller into maintenance mode to perform certain maintenance procedures on the appliance.
Attention: All StorageGRID services on this node will be shut down. Wait a few minutes for the node to reboot into maintenance mode.
If you are ready to start, enter the provisioning passphrase and select OK.

Provisioning passphrase

........4 ®

o W NECEEIEIE, AFER - HE -

HEFM—RIER (B "BXRIXBEX", "IEEFLE StorageGRID "l " [EEEHER ") RRIREIE
TESERENEIFR RIS B
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6.

202

S$2-10-224-2-24 (Storage Node) 2 X

Overview Hardware Network Storage Objects ILM Tasks

Reboot
Reboots the node.

Maintenance mode

Places the appliance's compute controller into maintenance mode.

A\ Attention

Your request has been sent, but the appliance might take 10-15 minutes to enter maintenance mode. Do not perform
maintenance procedures until this tab indicates maintenance mode is ready, or data could become corrupted.

I O Rebooting...

IRERTEIFERR, SER—FBIANES, EPFIH T AT StorageGRID ig&REZFH) URL o

S$2-10-224-2-24 (Storage Node) & X
Overview Hardware Network Storage Objects ILM Tasks
Reboot

Reboots the node. ‘ Reboot

Maintenance mode

Places the appliance's compute controller into maintenance mode.
0 This node is currently in maintenance mode. Navigate to one of the URLs listed below and perform any necessary maintenance
procedures.

o https://172.16.2.24:8443
e https://10.224 2 24:8443

When you are done with any required maintenance procedures, you must exit maintenance mode by selecting Reboot
Controller from the StorageGRID Appliance Installer.

i) StorageGRID & & ZERRF, 15NN R ERMER URL .

SNREIEE, BEAESIREEEMSKIEO IP #iksY URL .



() i + hitps//169.254.0.1:8443+ BEEBSEETIAMEEHO,

7. 7£ StorageGRID RELEREFH, HINRELTHEFE,

A This nodeis in maintenance mode. Perform any reguired maintenance pracedures. If you want to exit maintenance mode
manually to resume norrmal operation, goto Advanced = Reboot Controller to reboot the contraller.

8. FITERIBERIEIPES,

9. EREIPESE, BELIPREAHMEEET S12(F, 7F StorageGRID &&LEREFTP, EEFE B * >~
EHEITHIEE * , REEE * EFMBEIE StorageGRID *

NetApp” StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Menitor Instaliation Advanced -

RAID Mode

Reboot Controller Upgrade Firmware

Regquest a controller reboot. [ Reboot Controller j

[ Rebool info SlorageGRID l Reboot inlo Maindenance Mode I

REEMBHHEFMMANRTREFTERKA 20 HH898dE. BEWIAEMBIETHAET R EEMMNMNE
, IFREANREES. ™ TR " NTANERRETRNERRS (MRafclizEE8r) , &rgad
TEEPRSHER, HAETREEREIME,
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https://169.254.0.1:8443+`

View the list and status of sites and grid nodes.
O‘ Total node count: 14
~
Name % Type = Objectdataused @ % Object metadataused @ = CPUusage @ %
StorageGRID Deployment Grid 0% 0% —
A DataCenter1 Site 0% 0% =
DC1-ADM1 Primary Admin Node — — 5%
DC1-ARCL Archive Node = — 2%
DC1-G1 Gateway Node e - 2%
DC1-51 Storage Node 0% 0% 12%
i \
DC1-52 Storage Node 0% 0% 11%
DC1-53 Storage Node 0% 0% 11%
ort

SRR 1EARSS
NRFZEILEMFIEARSS, FILAER force-stop 3%

TEENAS
AU ii=t=] passwords.txt X1,

p
1. BRIIMIE TR

a. WALITF#<: ssh admin@ grid node ip
b. $N passwords.txt XHHTIHAYERD,

C. AN T eI E] root © su -

d. 3N passwords . txt XHHFIHHIZER,
U root AR SMHERE, RN $ Belh #

2. Frpsa|RIEARSS . service servicename force-stop

a0

service ldr force-stop
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RYRBERF 307, AEBALIRS,
3. JAHES Shell © exit
B EHBEARS
BRI RERIEFLENRS, EARFEFLEHENBIRS
TBEENRS
EANEH passwords. txt X
SR
1. BRIIMIET =
a. AL T2 ssh admin@ grid node ip
b. #I\ passwords. txt XHFHFIHAIZER,
C. BNLU et E root : su -
d. 3\ passwords. txt X{HFHRFIHHEE,
M root HR BHERET, IRTRFHEM$ BEeh # o
2. iRIBRS HAIREREEITEREFLE, MEMRBER ZHHNHS,

° RIS HRIEFLLE, BER sstart L FEBENLARS:

a0

service ldr start

° YNRUILARSS HRIIETEIETT, B restart @

servicename restart

f5gn:

service ldr restart

£ restart MLEMKRER stop % sstart @8

AT LAER R @R restart o

3. 7X$HAER< Shell :

exit

LIFLELLARSS

service servicename start

, AREMBIE:

service

LHEE. BMERSHMBERFLE, &
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A B O ST BR AT

MRBAODHTERRSEERR, FEBEMEABEE RO E IR HIAREY 2 ik O AR
O, WA Em D EHRRE, SRR SR ES T EET SMMX
;L,'ﬁtiiﬁ—/l\ﬂiﬂzk, ZT R ERMRIERRS O, UUMERIZT RRYFRE iR O B3R

@ KFIULAESS
LR I BMBRFTA IR OEHR, MRFEREDDEMRY, BEREASF .

BEXEEMHTESRFERNER, BSUEXERE StorageGRID BB,

BB T B0, WNERRES %, WERTEERRENARTHS
(D) mAmEMEO, LBRRSER, T, HREORSESHESBHFNEE, FHIEM
T3,

@ N FERILEN LEBE B MY StorageGRID £48, IHRIELTE FEER. BSRBYNAA Mifx
BN EN IR O EHBRET,

p
1. BRI =

a. BALITE<: ssh -p 8022 admin@node ip
w1 8022 ZEMHIRIERSH SSH w1, MimM 22 Fi51T StorageGRID BYE 285 |ZEM SSH w .

b. %\ passwords. txt XHEFRFIHAZE,
C. AT aLIRE root : su -
d. g\ passwords. txt XEFFIHZE,

KU root BR BHEREY, IRTHEM °$ BEeth " # o

2. BT FHIAS: remove-port-remap.sh
3. BB M.

BRIV ERHITIRIE EMFBE NS T o
4. WEEHAREFHFUFNHEONESNEETSIHAMXTRESE LR E,
BEXES
‘E12 StorageGRID
FRIBR AR E A _E RO O EHBR ST

MRENGHFERRSEERR, HEEGHABAENROEHMRITEIIRET E s O ARG
O, MABSHBRINE s O E RS, B[RS ELER. WREERERNEN LE1T
StorageGRID , BERBIIRELTE MARSIRES R BiFRimO =R, BHNAE
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TMEETRMIMNXTREETREEXM, T RINEMRBRTROHEESR, BT
RBVFr RO EHRRSH EH ST Ro

@ X FIES
IHIREL B BRPRFAE RO EMIRGT, MNRFERLDE D EMIRST, BHKAR AR,

EXRENHTHRBANES, BEBIEXERE SorageGRID K.
() LRESE Teat RERRHRENELRS.

-
1. BREZHUTRBEN. M root BR &M HFEAEE sudo BERMIKFER.
2. BT TS LG ZAT R sUdo StorageGRID node stop node-name

3. f£F vim 3 pico FXA4RIERRIET RN REEEX 4.
T REEBENXMAIT  /etc/storaggrid/nodes/node-name.conf’ A,
4. HREP REEXHFFEEHOEHMSITEIE .

BT RAIPREEMRT.
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ADMIN NETWORK CONFIG = STATIC

ADMIN NETWORK ESL = 10.0.0.0/8, 172.19.0.0/16, 172.21.0.0/16
ADMIN NETWORK GATEWAY = 10.224.0.1
ADMIN NETWORK IP = 10.224.5.140

ADMIN NETWORK MASK = 255.255.248.0
ADMIN NETWORK MTU = 1400

ADMIN NETWORK TARGET = ethl

ADMIN NETWORK TARGET TYPE = Interface
BLOCK DEVICE VAR LOCAL = /dev/sda2
CLIENT NETWORK CONFIG = STATIC

CLIENT NETWORK GATEWAY = 47.47.0.1
CLIENT NETWORK IP = 47.47.5.140

CLIENT NETWORK MASK = 255.255.248.0
CLIENT NETWORK MTU = 1400

CLIENT NETWORK TARGET = eth?2

CLIENT NETWORK TARGET TYPE = Interface
GRID NETWORK CONFIG = STATIC

GRID NETWORK GATEWAY = 192.168.0.1
GRID NETWORK IP = 192.168.5.140

GRID NETWORK MASK = 255.255.248.0

GRID NETWORK MTU = 1400

GRID NETWORK TARGET = ethO

GRID NETWORK TARGET TYPE = Interface
NODE TYPE = VM API Gateway

PORT REMAP = client/tcp/8082/443

PORT REMAP INBOUND = client/tcp/8082/443

5. 4§48 port_remap 1 port_remap_inbound 5% B LA O E#ARsT,

PORT REMAP =
PORT REMAP INBOUND =

6. BITU TS URIEN T AT S B E X HAAMAYEIL: sUdo StorageGRID node validate node-
name

AFRBEIRNES, ARBHLET—P,

7. BT T e UERERMIHONER FTEMBE TR sUdo StorageGRID node start node-
name

8. f£M passwords.txt XHEHFHHNEBUEERFHERIILT =,
9. WIEARS RS EMEE.
a. BERSZE LAAERSZVIRESIER: sudo storagegRid-status

RS BEER.
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b. FERF, BIFIERSARESIN " EEGIT "X "BEIE",
C. BRERERE: ctrl+cC
10. WEEAREMMRGFIHEONENEET SMMXTREE FRPE,

BB T R
TR UM MR EIRRE 80T mAYAR < Shell EXT BB T Ro

KFIAES
BEMEMETRE, ZTREXAHENBH. FIERSEH=EENR.

RGN ERBEET R, BEEUTEIL

* MR ILM BUFEE T " WRR " WHANTARMWIEE T " BF % ", HETEUREIEFIBELENERIE,
N StorageGRID SIZBEPRERFIEH NN KRR BIF—ib= LA NMEET R, HEHEETML ILM . IR
EENMBRAEMLR LRSI EET R, WEEHBSEREIAETENNXENR.

* ATHREFTUEFET REMBHIERAENSR, BEENBITRZA, FLEEER EHEANRKLY
_/J\Ej.o

BXES
‘E1E StorageGRID

MR ERREHRREPETI R

MRS ERR BN BB T REEEF TR ERY reboot 8%,
ERBHNS
* SR BRI REIMIS BRI S50 Web 1452,
* ERBHIE root HERUR,

* ERBRETBEE.

i

o

p

& TR
2. EEREEMBMAIMET R
3. W * £S5 I+
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Reboot
Reboots the node. Reboot
Maintenance mode

Overview Hardware Network

Places the appliance's compute controller into maintenance mode.

Storage

Objects ILM Tasks

Maintenance mode

4.

5.
6.

210

PR BFEE ¢ o
LRI B REIAIIEIE,

# Rebooting a Linux node reboots the container,

Provisioning passphrase

/. Reboot node SGA-lab11

& Rebooting a VMware node reboots the virtual machine.

©

Cancel

Reboot shuts down and restarts a node, based on where the node isinstalled:

* Rebooting a StorageGRID Appliance node reboots the compute controller.
Attention: When the primary Admin Node is rebooted, your browser's connection to StorageGRID will be lost tempararily.

If you are ready to reboot this node, enter the provisioning passphrase and select DK

@ MREBEMEHEEETR, WEINHEERRER,

EES E RS R

WMNECEZEIEE, ARRE HE -
EHFTRENB.

KAIRARSS Pl RETR B — LA a],

RSBFELLE, XiEeE5 Mg EEERN




TREMBMN, *Tx THAMNZETREER (BEERXH) . SAERSERSHETREMNE
EEIMEE, TR TENEREERS MRIMAEMNLEEN) , &RgAEHERETREERE
I

M Shell EFEIMET =

NREEEETYIMISITE N B EE, HEL ilﬁlﬂﬂ%*ﬁ%ﬁ, ey USRI
mHFMEEZ Shell iIzZ1T Server Manager reboot 5%

AU ii=t=] passwords.txt X4
1. BRIIMET A

a. MIANLAF&<: ssh admin@ grid node ip
b. X passwords. txt XHHFIEHAZET,

C. B NLA T et % root : su -

d. 3\ passwords.txt XHHRFIHIEE,
KU root BR BHEREY, IRTHEM °$ BEelth " # o

2. &, FIEARS: service servermanager stop

FIEARSE—TAESE, ERNBITLHIE, RS Tﬁ%%%ﬁﬁ 156 DA BEXRH], ErIREFETEER
RGL ”*h%l?ﬂf_f_&, AEBET—IHERBRITR

3. EFBEEIMETIR: reboot

4. J¥3H6p< Shell : exit

KHAIAET =
TR LAERT A8 < Shell XA T Ro
ERBHNE

s S TEHE passwords. txt X

XFIAES
TEHRITIRED B 280, BEEUTEEFI

CBE, —RKHRNTRRMNEIT N, LOsR kT,
* BRI AZ ISR, SUENELEIFRIESE BREIXET o
* XA EERTHRNREME, NMTFAR:
° XM VMware T3 s % ML
° X Linux TR R KA 28
° XM StorageGRID i&& T R X H T BT 28,
* MRETRIKFA— DR EN SN FET A BEXAXEN S ZFELEEZIE R EBATRARLY—/ )T,
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SNSRAERNILMAR G AR * W 3 BN E T (B E T AN ER &, HETALRNCZFrE L EBEIZE
)« MiStorageGRID =1 BMRERIFIEH NN RIZRZFIF—lbm LR NMFET R HEHBNILMEEITITE
flic MRFENER ENZSNMEETI RKHA WEXEHRE. ERIELENRFMBANNNR. NRIER _EAYA]
BEET AR SENRFBAREAR.

a. MALITFE<: ssh admin@ grid node ip
b. %N passwords. txt XEHF|HAIZRE,
C. AL RER RS root : su -
d. g\ passwords. txt XEFFIHZE,
Bl root R BHEREK, BRATREMN S Bkl # .
2. ZIEFRBEMRS: service servermanager stop
RS AIRERERIA 15 D#AREXA, EolReFERIEERIRAFZUGIEXAIE,
3. ANRILTIRIETE VMware MWL EIZTTHERISE TR, BFERRBER XHF6H<: shutdown -h now

AT, FTif sservice servermanager stop mn<HIZERINM,

@ FigET R ERITREER shutdown -h now B3, WAEMBIIEEUENBIT
&5

WNFIRE, aaSRXAEHIZE, BIRENLTHHRS. BBANTm T—F,.

4 NREBEXANGETS:
° 3F SG100 5 SG1000 ARSS1&&
I REANEEBIR,
i. FRFEGER LED 1EX,
° 3F SG6000 &
. HFEMEEHR T ENEEaEFEE LED B,

LR EREEFENEUES NIRRT, It LED =i, TMMERIL LED X, ARBXHARIR.

i. XAIGEHER, ARFFEEBR LED B,
° 3F SG5700 i%H
I EEEEITHIREENEREEER LED B,

HEEREENHUES NIREh23ET, It LED =i, T MERIL LED X, ARBXHRIR.
i. XAIg&EBEIR, FHE LED MtREREFLL,
BXER
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&12 StorageGRID

KHAEM
TEXRAENEIRZE], DAFIEZEN LFIEMET R LRSS
TR

a. BMALTF#<: ssh admin@ grid node ip
b. I passwords. txt XHHFIHZ,

C. EANLA R et E] root © su -

d. ¥\ passwords.txt XHHRFIHHE,

A root BRBHERE, RAFHEM$ B # o

2. FIET A EIEfTHFREIRSE . service servermanager stop

ZJo

RS RIBEREKIA 15 NHA REXH], ErRIREFEREERIRSGLUSEIERATIE,

3 MENMENEIMTRESEFE 172,
4. INREFERRYE Linux FEA:
BRI EVIRIERS
b. {Z1EF 5 StorageGRID node stop
C. XKHFIENIRIER S
5. IR T RIEE VMware I EIEITHERIRE TR, BFEARRER

BT B, FTif sservice servermanager stop mn<HIZRINM,

*HAe<: shutdown -h now

@ Eiﬁ% T E EHTRIEYEIAR shutdown -h now ApSfE, MNMEFRBRINEEUEREIT

N g, e RBXEEHEE, ERENATIIHRS. BBRNTH T—F,

6. MNREXAGETR:
° 3¢F SG100 2% SG1000 ARSS 1%
I XA EERIR.
i. FFEEBIELED 1B,
° 3F SG6000 &
. HFEEEHREENEaEEFEE LED B,

HREREREFENEUES NIREhEET, It LED =i, TMERIL LED X, ARBXHARIR.

ii. RHAIRERIR, ARFFEGREIRLED B,
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° ¥F SG5700 1&F
I FEEEITHRYENEEEZER LED B,
YUEEBEFNHIES NIREHZEE, Itk LED Fit, BHAFRFI LED X<, AEBXHAER,
i. XFIGEEIR, FEE LED Mt EREZL,
7. 548 < Shell © exit

BXER
SG100 #1 SG1000 AR5 1%

SG6000 TZfiEigsE

SG5700 FfEIgE

KAFHITAMEFRIFIE TR

fBian, WRBFHZDHEEEHLC, ERIEEFEXAE StorageGRID R4, U TTREEHA
THITRIE XA B eV IR

AR BMERNFIET RE, EFRET KRBT, SRITERREBNIHR,
FLEARSSH X AR TI =

fEX 7] StorageGRID 242 Hi, HMAEIEENMET R EETHMERS, AREXHEFRR
B VMware EWl, &B235/Z%H0 StorageGRID %%

KFIES
BAFLEEETRM AP MXT R LRSS, ARELEEFET R EBARS,

B 7E%, ERUEREEET /AR AR K E T H T REPIRTS.

@ MR—NENESZTIETNR, BOXRFAZEN, BENFIEZENLEBNFRETRALE, NMRE
NESEEETR, BREXAIZEN.

@ tu%%% SERAILLF TR M—8 Linux EVLEREZ —8 Linux 4L FERREMME8ER AT AL
BB FRITEN LR
g
1. (R IEFEE P iR AR R Mg,
2. [BRIGIMXTR] BRIGIMNRTA:
a. WALITF#<®: ssh admin@ grid node ip
b. $N passwords.txt XHHRTIHAYERD,
C. M NLAT eI E] root © su -
d. I\ passwords . txt XHHFIHHIZER,
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Pl root AR B EREY, 1R fTBM$ B2 # .

w

[ stop_all_services]] 2L R EIZTTHIFABARSS: service servermanager stop
RS AIREREKIA 15 DA REXH], ErIEFEREERIASKULITXRAIRE,

4. B8 FRBIFRE, FLEMMEEHETR, AT RMEEEETS LIRS,

1] URAE RIS LEX L 15 = ERIARSS .

@ INRIPVEREA BER sservice servermanager stop BB IERIFMET S LIRS
» WA MBS & EUERN BT o
5 WFEEETR, EERTHSE 52272 M FLET S LGRS,
6. HF7E Linux EH EBTHTA:
a. BRIFVIRIERS
b. {Z21F¥ 5 StorageGRID node stop
C. KIFENURIERS,
7. 3FFE VMware EEMWL EIBTTH TN S UKISEFET =, EFEAREER XFH<: shutdown -h now

AT, it sservice servermanager stop mnHIZERINM,

AN

MFigE, SR XATRIZEZE, ERENATITHRS. BB T—%,

\

8 WMBEHIGETS:
° ¥F SG100 5 SG1000 ARSZ1&HF
I KAIEEEIR,
i. HFFHEEEBRLED 1B,
° 3tF SG6000 i%H
I EEEEITHIRREEMNEERETEER LED B,
YUEEREFNEIES NIREHESES, Itk LED =i, EBHMERFI LED X, AEBXAER,
i. XFAIGEHER, ARFFEEBR LED BN,
° 3F SG5700 i%H
I EFEEITHIRREEMNEEEEER LED B,
YUEEEEFNIUES NIREIERT, It LED =it. BN MEFIt LED X7, ARBXARER,

i. XENGEHEIR, HEME LED MtBREREMNEL,
9. MRFE, HFH®S Shell : exit

LB, StorageGRID MEE X Ho
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EESENS)
SG100 #1 SG1000 AR5 1%

SG6000 FFfiig®E

SG5700 L&

EENRIAE TS =

REBLUTIRFET 2 X ARG BT R

BEBMHAL? #8217 ; BEEMH4

NRBENWBEXRABT 156 X, WEBIEAMETRZA, ERIBRARAZR. B7=R

HITEE Cassandra HIEHIME T2, XIFMAIRESSBEEER.

KXFUIES
SNRATEE, MU TIRFREEMET S

* BANEETREERER,
* BREAMXT RERE,

@ MRENEEZSTIET R, WEBHENE, XETRKERER.

p
1 TAEEETSNEAFEEEETRNENNER.

() aEFEIEEER2E, CETIERIEENA,
2. FREDFT LTS A AT SRAY AL,
(A SR B I FT TR LS A0

3. BEIFTEM XTI KRB EN.
4. ERFIMIEEIRLR,
S. W * TR FEIEMET RETRE. BT RBENEE B ERET.
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Nodes
View the list and status of sites and grid nodes.
O‘ Total node count: 14
~
Name % Type = Objectdataused @ % Object metadataused @ = CPUusage @ %
StorageGRID Deployment Grid 0% 0% —
A DataCenter1 Site 0% 0% =
DC1-ADM1 Primary Admin Node — — 5%
DC1-ARCL Archive Node = — 2%
DC1-G1 Gateway Node e - 2%
DC1-51 Storage Node 0% 0% 12%
DC1-52 Storage Node 0% 0% 11%
DC1-53 Storage Node 0% 0% 11%
ort

{# 3 DoNotStart {4

MREEFEAZIFIES THRITEMEFHEELSTE, WHJsEERES DoNotStart X
4R BhIETE B oI EF/E 5 Server Manager BB aHARSS -

()  SErEBASHFERERMEMIES DoNotStart SR, 7 RERMMIIRLX

EHIEARSS BN, 158 DoNotStart X4 E T EIEEoIIRSHBE R+, BohEY, Server Manager E&E#
DoNotStart X, WMRXHEFE, MKFEIEARS (UKRSZHEXEMIRS) Bl Mk DoNotStart X145,
%HT%JJ:E’\JHE%%E‘F?T\Eﬁbﬁii%ﬁ)ﬁﬁb Server Manager BY/25fl, fifk DoNotStart X /5, IREA=BEE
&flo

FEIEFRE RS EMBINRE RS AL NTP RSB, FAEIRSEMKET NTP iRSS, R NTP lREXKiz
17, MEEIETT.

FBRS3%50 DoNotStart X1+

1833 R DoNotStart XFRMEIME T R EEMRSHE RSP, En]LHIEE MRS B,

TEENAS
A== passwords.txt X1,

TR
1. BRIIMIET R
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a. BMALTF®H%: ssh admin@ grid node ip
b. I\ passwords. txt XHHFIHKZ,

C. WAL T eI E] root © su -

d. 3\ passwords. txt XHHRFIHE,
KU root HR BHEREY, IRTRFHEM$ BEeh " # o

2. 770 DoNotStart XX{f: touch /etc/sv/service/DoNotStart

Href sservice B2 IEEERARSHIZM. HIg0:

touch /etc/sv/1ldr/DoNotStart

IltBY 3§ 8132 DoNotStart X, AFEEXHHR.
E#E5N Server Manager MME TR /G, Server Manager B EHiE5, BIRSZSFTSEFHB.
3. JFEH@< Shell : exit
fiF% DoNotStart {4 LU T4
fIBRBE LE AR 53 R 5B DoNotStart XHFEY, ATBEENIZARSS -

BEENRA
BIATER passwords. txt X

1. BRI R

a. AL TF®H%: ssh admin@ grid node ip
b. 3N passwords. txt XHHFFILRIZE,

C. AU Res R root © su -

d. N passwords. txt XHHFIHHED,
X root AR BMHERE, RAFHEM§ B #

2. MIRS HZPMIF% DoNotStart X4 : rm /etc/sv/service/DoNotStart

Hrh sservice @IREHBR, H40:

rm /etc/sv/1ldr/DoNotStart

3. BEfRS: sservice servicename start

4. ;¥3H6p< Shell : exit
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%t Server Manager # 1T EHRR

7] Server Manager HEX 4

ANER{FE A Server Manager Bf IR, BN EHBEXH,

5 Server Manager #HXHIFEHIREE RICRTE Server Manager BEXHH, ZXHAUTF

/var/local/log/servermanager.log’

RENXAPEXHRENHIRES. NRFE, HFREER ARIRARZR. RAFAJREIEXREFATXXH

BT ARZF o

ﬁ&% 1*4*1L:\E’JEE%
MRERMVBRENRS EFENEIRRS, BRAENBoLEARS

BRENHNES
BATER passwords. txt X

KXFULES

Server Manager A] EIEIRSHEF BT ARIMEIERIARS . WRARSEKM, Server Manager £
HE. NREADHABIRSHEIAXK =R, WIZRSFHNEIRIKS. Server Manager F&%=

R

TE
1. BREIME T =

a. AL T2 ssh admin@ grid node ip
b. #I\ passwords. txt XHFHFIHAIZER,

C. BNLU T et E root : su -

d. N passwords. txt XHFHFIHAIZER,
U root AR BB RET, IBTRFHEM$ Eoth # .

2. BINBRSHIEEIRIRTS: sservice servicename status

f5lan:

service ldr status

MBRSZSLFHEIZRE, MSIRELLTEE:  servicename in error state’ o 540

ldr in error state

() mBmsRsH BB, ESNRIE RIS DoNotStart ¢,

=IAEND

HERE

219



3. R BE BB THARSS KRR sservice servicename restart
MRERSTEEMBR, BRREAZ .

4. F54%5<S Shell ©: exit

IRET R

&/ LATE StorageGRID FfZIRETIR, MUERIITHFNIIREEEINILE, REFN
BTN RLNFEEEERENLE, RHEZTHRITNEBEGALRIRE, FHEMERMYT R
BERAAERERILE,

RETRRENTERE

BIIRET RERE, EAUEMMREMNERFNRERET R (R) BiARE—2S4E
StorageGRID iim IR AIRE (BF) . ILIRESRKRBEEIECRIINILE, MMEH
BRAERUBEHRIIEET R, AEIBIRELTMRERS,

NAREIEETR?
MREE, B REIEET S

* FRENERRIERERINILE.

* AERIMAE T S UFI B BUHANEE AR,

s MR IZFHERE, MAELK StorageGRID RGEHMFMET =25

* IRETEMENEE, B33 RAID {2 M DDP-8 249 DDP-16 ¢ RAID-6 .

* BRMIET RINE, UAFERIMNIZRAEIERSEE (KMS) .
ERBEW StorageGRID M4£5?
SefZaliEid =1 StorageGRID MLEHIIEM—MGHIEMNET R EEERIEINEE. BEERMEMNLE, 8
MRRIGFEREXLEMNL, SO UEREEMNESHE NS, EFRATRERENIMNG, ZMETERE
{f StorageGRID P& M EES#IE ] RV MRt RIESIRERHIELE,

REZRIRERN, BIU4 StorageGRID EEMBUBERIIEEIRET IP ik, ATFENRERSERBERANIRET
REFRE—ML, FESTABRIRE LN IMMLIEE IRET IP ik,

BirgEREE
BRRENEELINESEERNFET S8R, FEXRMREEHLIEFFE—ELE StorageGRID U,
* BRARSEETUFRRTFERMIEET REMNX T Ro
° JERTLARE SG100 JRTY Ri & ebEE) SG1000 ARSS BiRiRsE, MIBREET mEMX T RBILhEE.

° ALK SG1000 R RiIgE 2 fZE] SG100 AR5 BAnigE, UEANBERESTLUNNAEFEMEE
SG1000 .
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a0, NR¥E SG1000 BT RIKERFEET R, MEFEREREZRAHHETET R
° ¥ SG1000 RTI RIKEEM N SG100 ARSS BIRRE KM IR O HIERAEEM 100-GbE FE{RE] 25-
GbE ,
° SG100 #1 SG1000 g EEBAFRMIMEEZSR. EcXgELEAJREFEFMLILT SFP RIR,
* EMANEFERENRELNFTAATEERNEFHET RBNEE,
* NRBMEFHEIRESFET R AR HERNENKE. NERKEFHRBUNEBEERTE(UTBAE
fiI)o

* NRIEIHHTEBEFT R EEASFET S EHEEN RAID 23, 3#E, 1R RAID EXHEFHEBERRIE (
?'JZID, M RAID6 £J#2%] DDP ) , MER&EHHIIREIBEHBAATRIGEPAIIREIZE (WL TB JE(

* IRBFRETESELNZE (SSD) , BirFEieEPRENINERRHNENTRT RRBIREHEEE
2, WEMGEPIRERDBNEAEFHESE (UL TB AEA) SIHENBLRFED RRREIRE
S INEEI TR B B,

a0, R EE60 1N IKRNZERISCE660 RFE T RiIRE 2 E R B2 58 M /EIREN2EHISG60608¢SG60X
BiMg &, NEREZAITESG60605SCG60X BT RREBEANIEME. UFRFFHEEE, (B
RigEHRE S SSD R NI BEEF BETREFHLIRTET. )

E2. MEFN60MNKEEIEEAISG5660 R T miILEACE T SANtricity EhSHEE HDDP-8. M{&EADDP-16Ez
E58 M IRENEE A/ \EEIRISG6060ELSG6060X HiTi% & Al AE S SG60608,SG6060XI& &= M N B MM TR
EBIR. FRATCRS T EENE,
BRI EIREMN * Ta * TAELEEEXRIEET 2 Ya] RAID BXMNEE, EIFIGEM * 1768 * £
I,
WRLe(s B Ao pE?
IR fEHAE, UTFESEERSEHIERIEE., BXNEERISESNVIBISE RN EHTEE,
* BMC #Z[
s PEMBIRE
* SANtricity R4 E1E2s CEETEHETR)
* RAID iR, CERTFEMETSR)
MRLE ) R = FE L 7o f&?
MNRERENEEITE[RE, NI iEEEEHEREIRER:
" AR EHIR
RSB 5 BMSEZERZERE
 RIEEMBIMEERHESR
c WMFEFHETR, BEFEFENBERILE

BYEE, IS N
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RETRRENESEFIMENK
AEREBIRETRZE, ST EEESIHER,

FEHUSERIBEHFER
BARERIREN U TIRE:
cETR (BESRRE) MBS () RECANERERIRE:
© BREFEETNRIREIMXT RIS RERFIIRS18E.
CHEEREFMET RIS e EEIRRIFMEIR S,

* WFEENRIEMXTRILE, FNRIRENBEIMKETGEHEBERENIRE,; B2, BEUKEREARET
BEE AL SFP 1RIR,

4|
A
o 'fﬁ'(l:l‘ﬁ‘

LSRN

Ban, EETLAE SG1000 T RIHEIRS SG100 , tHATLUE SG100 & E#R A SG1000 1%

* WFEFETRIZE, RNRRENBEMSETCE2HEERENILE; B2, BMRENEFEIELIATIR
o

g, SR SG5600 T Rik&EE#E/9 SG5700 3% SG6000 1&&Fo

EH%%?&?E’\J StorageGRID #HE&ERK, UFBEEERENERIREHKZ StorageGRID ZEFRNFEIRE T

HE RS
REGETEZE, BLRABUTES:

* MM EIER AN RENAS B RYIGET 1P stisik, DUEEYIRRERES BB S ER. IR RTRET
EEWEHT RN, BREXLEMEZRIGETS IP i,

IEES IP #ibEE SERENRET RIREUTRE—FWP, RETHEAFTEX LI, RSN BERRE
A UEREE StorageGRID NEEET R, A RERIIEERE,

* MERERM WS ERIECRRE, MMAEFRER StorageGRID ML RESHHER] ARV THEH
B EHURL R RE,

() 15m 1-GbE BERAHTEEKIES A SEREREDE,

* MEBMSERLIHERBAEIERSE (KMS) #ITHRME, UEEREZHEDRBEMLERER
BEATRINE, EaRREEREFMANERSETRLEERAT TRINE,

BT RMBEMEEIURARRNT RMEBIRE, EHIERERIEUN BT REMBIHMAMEE, &
S B TEUREE M E.

° SG100 1 SG1000 RSB I&H
> SG5600 1FfiBIEH
> SG5700 FfEI&sH
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° SG6000 7FfEIRE

* MERENBRBIFLE LAY RAID BRANEINLE, UEERILIERZZ AR BIRg S R KBS
EIES. EAIUEMNRERSEN * TR * THLEFEXRIRET R HA] RAID RANER, EFIREN
* 1FE ¢ R,

R RMBRZE R UEBRER RAID &,

* X BBHBE LT T Rl iz, BHENSTRNEET AEREIBmRE R EFE/LRIE. ikl
—R5efE, RA]gestpi/xd b SSHIRIME,

* —RABERE—NMRETR. REAREIMELEERNHMITHEM StorageGRID 4FI8E.

* RERETRE, EAUERAEMEMRERSHRREFANRES— T RETRILENET.

RfRIRE TR

REIREARRE/LRNEAEERT R (IEEEREgE) MBER (B kg zEEn
E5 €7

ERBENNE

- EERRBNERSEREINERNES, HEEERESLEEENR,

* MBEWRIEERIZE LAY StorageGRID I8 FREIEFMAEE S StorageGRID RARIEMRASILAS, B
B, AIH4 StorageGRID & & RERRFE .

s REEREBINg®E, BIEECE StorageGRID %%, SANtricity RAEIER ((XR7EEI&E) 1 BMC 0,
° BZE StorageGRID #E1%EY, 1HERIGET IP ik,
° FREMEPEIREY, 1A A RENERACE.

@ FTRAIEEMIREEC RS, REF StorageGRID IRBLREREFATIARS. BT RREIRER
, BRROE B MK E IR EIZ R DUE,

* BHALLERABIMSEBRT RINE,
* BHAUABERRE ((NREMFIRE) 188 RAID Rl
* RETRRENEEFIMNER

SG100 #1 SG1000 fREZiGE
SG5600 &I
SG5700 TZfiEIg&E

SG6000 TFiEig&E

—RANEE—MEE TR, LR StorageGRID MR 4 REF#HERT A4,

p
1. BERENRETRE THEPER.
2. WIET m R StorageGRID IRERERFF, EENNREROHD, %EF * BHRE .
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NetApp® StorageGRID® Appliance Installer Help

Home Configure Networking « Configure Hardware « IMonitor Installation Advanced ~

Home

A\ This node is in maintenance moda. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation, go
to Advanced > Reboot Contraller to reboot the controller.

This Node
MNode type Storage =

Node name hrmny2-1-254-sn

Primary Admin Node connection

Enable Admin Nods
discovery

Primary Admin Node IP 172.16.0.62

Connection state Connection to 172.16.0.62 ready.

Installation

Current state Maintenance mode. Reboot the node
to resume normal operation.

| |

FEET RIERSRER N CEBTRT RIEERD,



NetApp® StorageGRID® Appliance Installer Help

Home Configure Networking « Configure Hardware ~ Monitor Installation Advanced ~

Home

A\ This node is in maintenance mode. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation, go
to Advanced > Reboot Controller to reboot the controller.

This Node
Node type Storage A
Node name hrmny2-1-254-sn
4
(T:Ione target node connection \\
Clone target nede IP 0.0.0.0
Connection state MNa connection information available.
Installation

Current state Waiting for configuration and
validation of clons target.

Disable Cloning

3. WF * mEEMT R IP, WMADKLBERT IR IP #itt, UEMEHATREREERRE, AEEE
RE S

BE, RTINS P itt, (BNRFEERAEMMERERRERIBECRRE, BRNZMS
L BT REY IP i,

() 1/ 1-GbE EEMSHTERAIESHE SEERETIE,

REHWIERMZ&ERE, 1E "Installaton” B0H, RHRLESBH * FR7RE
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NetApp® StorageGRID® Appliance Installer He

Home Configure Networking « Caonfigure Hardware « IMonitor Installation Advanced «
Home

A\ This node is in maintenance mode. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation,
go to Advanced > Reboot Controller to reboot the controller.

) The cloning process is ready to be started. Select Start Cloning when you are ready. To terminate cloning before it completes and retum this node to service,
trigger a reboot.

This Node
MNode type Storage ¥

Node name hrmny2-1-254-sn
L]
L !

Clone target node connection

Clone target node [P 10.224.1.253

Connection state Connection to 10.224.1.253 ready.

| |
Instaliation

Current state Ready to start cloning all data from
this node to the clone target node
using the Admin Network connection.
£\ Attention: the Admin Network
typically has less bandwidth than the
Grid or Client Networks. Use the Grid
or Client IP of the target node far
faster cloning.

Start Cloning

| Disable Cloning |

SIRFEMIEREZNRE, NASEA * B, DIMRIREETIN SRS * . FRLMER
1% HY StorageGRID 18 & RFIEF ETUYFIH T XER@, —RNER—NAIEER , REZHEFREHN
TUWBENEH. BRFIERERZUEA * FFiamkE * .

B FHERE R, * SRS RIETAREAEIERER StorageGRID I LKA X LA ZMERIEEN

8o
BET AR ESMAER

4. ERT R LR~ FiaTE * o
S. WRET R BT R LM StorageGRID IR&RERRZF BITREHE,

BT M BERT = _ERY StorageGRID 1§ & RERFIETERIIPRE,
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NetApp® StorageGRID® Appliance Installer Help

Home Configure Networking ~ Configure Hardware « IMonitor Installation Advanced ~

Manitor Cloning

1. Establish cione peering relationship Complete
2. Clone another node from this node Running
Step Progress Status
Send data to clone target node Sending data, 0% complets, 8.99 GB transferred
3. Activate cloned node and leave this one offline Pending

"Monitor Cloning" TNE#Z {7 & 28 M ERBVIF AR |

crBURBNEFXR * ETRREIKEMEERNHE,
°* METREES— TR FETHIERRNHEE, (REIENX—H2EFE/LREEA T

Blo )
° * BUARENT RAEEBR - B ERERECRTAE TSNS RGBT AR RETHRE
RESHHE,

6. MRFEERETHZAAILREIIEFERT RMEMRSS, BERT = L2 StorageGRID & REE
FEDDIHE, &F * 5% > ENREHR *, ARERE - EfEEE StorageGRID *

AR ESFERIL:
o SET R HAIFRNHERIAN StorageGRID o
c BT RBRENMRERS. EENBEMRETRNRRE, BEMNTE 1 PEHRBRETE
FRINSER g ST

© BT SFBEART SRR IP ik
° WTE, BT REERARISRATRET RREMLE, SEMEME ML P filk,
° MTE, BT ERRY IS BIFT SRVIGE IP #iil,
s BfRT ISR 4EPERFH I StorageGRID , MMEHRT =,
RSB TMRERS, MEEERE—IF DESTENRE,
NBIGERBEHMAME, BEFHZJRTI =M StorageGRID 8 & RERFETUNME, %R * SR *

(D) > EmEsEms -, ABEE - BREDNEPER . EREAUEPEXERRDE, B
B AR

MREMTRRESINGEEER , WAFBESEAMEETREERILE L. BIRTREIIERMAN

StorageGRID [5, /Fig& LMNAFPHIEEEN, FBFEE, NRFE, 15 StorageGRID ZHER 1EMFRIZE U
FHER I 2R

&I

227



* RRigE AR M RN BT FTREAMEE, WIREFEDERVNE - =EBIMEERNIRE IP
Hoik,

* FRISERENIMEET RHHITIRE,
* NRIRIGEARBHAT StorageGRID , BEEFZRIEHE.

228



RS B

HRINFRE © 2025 NetApp, Inc.o (REFFENRF, REEIR, REMRFAIBESLBEITA, ANAEPZIMARIR
PRERSOARUEATRSEIERFER (B, BFIMAN, SERH. 5. REAFHEERFL
RAGH) HITEH,

MEZRRARIFEY NetApp FHELKEREAR LU T FR R RTAERRRILIR

AR NetApp 12 RIF1RM, FEEMPAREIETER, SFERRTEREULHISERZBIERMEN
FRREIER, BIEARRBERSIE. EEABERT, NTRERARAMUERSIVERIEAERE. iR
P BN, 1BFIE. EIMSERERL (BEEFRTHIEABMERS; £H. HESFES ERHRL
; EWSHE) , BEREMNAUREFEHFRERL, BEHTEE. mRIEENITH (BEHRZHE
fth179) , NetApp HARFAIETE, BIEERENEFE LRRRAIATIEEM,.

NetApp (REEARFITEMBIE S FHERS M A S PRI E A~ mmdt T ECRAUAFo FRIE NetApp AP ERTVER
HER, SN NetApp A& REAA SRR i~ EERRESRNX S, ERNMER~mARTIREG
NetApp BYERIZFIN. BIRNEEREMAIRFARIFA,

AFMRPHANTmAIEER IS ZHEE T, SNEZTFHIEERIBRIZ BRI,

BRANFIHEE: B ER. E5IsATFANISS DFARS 252.227-7013 (2014 4£ 2 B) #1 FAR 52.227-19
(2007 £ 12 B) P FEARYIENF] — IEFWA"EFE (b)(3) FMEBIRBIFZHIILIR,

PSS EHIES B =R/ B RS (EXI FAR 2.101) #8%, BT NetApp, Inc. HEEEE. RIE
ISR HBIFRE NetApp HARTBIBFITENRGEEELER, HE2HMAREFL, EEBRE XL
ENERNARI RS, 23k, SRERAEENGTE, ZFrBERaEL, WAREFLE, BMRESR
FHIRFARIBIN EE BT ERAE X EZEaRZFRNER T ER. BRASEMENBRIN, FE NetApp, Inc. B
PEALE, FEER. HE. Efl. B BERETXLELHIE, EEBRXERIFENYIETF DFARS H%E
252.227-7015(b) (2014 £ 2 B) &R EAHAIIF].

BIHER

NetApp. NetApp #RiRF1 hitp://www.netapp.com/TM _EFRFIBIETRE NetApp, Inc. BIETR. EMATM~RA
il ge = HE BB & BIET.

229


http://www.netapp.com/TM

	恢复和维护 : StorageGRID
	目录
	恢复和维护
	恢复和维护：概述
	关于这些说明
	开始之前
	设备的维护过程
	下载恢复包

	StorageGRID 热修补程序操作步骤
	应用修补程序的注意事项
	规划并准备修补程序
	应用修补程序时对系统的影响
	获取修复所需的材料
	下载修补程序文件
	在应用修补程序之前，请检查系统的状况
	应用修补程序

	网格节点恢复过程
	有关网格节点恢复的警告和注意事项
	收集网格节点恢复所需的材料
	选择节点恢复操作步骤
	从存储节点故障中恢复
	从管理节点故障中恢复
	从网关节点故障中恢复
	从归档节点故障中恢复
	所有网格节点类型：更换 VMware 节点
	所有网格节点类型：替换 Linux 节点
	将故障节点更换为服务设备

	技术支持如何执行站点恢复
	站点恢复概述

	停用操作步骤
	网格节点停用
	站点停用

	网络维护过程
	更新网格网络的子网
	配置 IP 地址
	向现有节点添加接口
	配置 DNS 服务器
	配置 NTP 服务器
	恢复隔离节点的网络连接

	主机级别和中间件过程
	Linux ：将网格节点迁移到新主机
	TSM 中间件的归档节点维护
	VMware ：配置虚拟机以进行自动重新启动

	网格节点过程
	查看 Server Manager 状态和版本
	查看所有服务的当前状态
	启动服务器管理器和所有服务
	重新启动 Server Manager 和所有服务
	停止 Server Manager 和所有服务
	查看服务的当前状态
	停止服务
	将设备置于维护模式
	强制终止服务
	启动或重新启动服务
	删除端口重新映射
	删除裸机主机上的端口重新映射
	重新启动网格节点
	关闭网格节点
	关闭主机
	关闭并打开网格中的所有节点
	使用 DoNotStart 文件
	对 Server Manager 进行故障排除

	设备节点克隆
	设备节点克隆的工作原理
	设备节点克隆的注意事项和要求
	克隆设备节点



