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Prepare the appliance for reinstallation.

v

Start appliance installation.

v

Monitor appliance installation.

v

Select Start Recovery to configure the
Storage Node.

v

Remount and reformat storage volumes.

v

Restore object data to storage volumes.

v

Check storage state.
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NetApp® StorageGRID" Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advanced «

Home

© The installation is ready o be started. Review the seftings below, and then click Start Instaliation.

Primary Admin Node connection

Enable Admin Node =
discovery

Primary Admin Node [P 172.16.4.210

Connection state Connection to 172.16.4.210 ready

Mode name

MNode name MetApp-SGA

Installation

Current state Ready to start installation of NetApp-3GA into grid with Admin Node
172.16.4 210

Start Instaliation

UAPRAIE A "Installation is in progress , ", KBTS R RISITSRETETHE,
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Siep Progress Status

Clear exsing confguation I o

Configurs volumes Li i i i Creating volume StorageGRID-chi00
Configure host seftings Fending
2 Install OS

3 Install StorageGRID

4. Finalize installation
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Home Configure Networking - Configure Hardware - IMonitor Installation Advanced -

Monitor Installation

1. Configure storage Complete
2. Install O3 Complete
3. Install StorageGRID Running
4. Finalize installation Pending

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy

[2017-07-31T2Z2:09:12.3625661 INFO -- [INSG] NOTICE: seeding ~var~local with c
ontainer data

[Z2O17-07-31T2Z2:09:12.3662051 INFO [INSG] Fixing permissions
[2017-07-31T22:09:12.3696331 INFO [INSG] Enabling syslog
[ZO17-07-31T22:09:12.5115331 INFO [INSG] Stopping system logging: syslog-n

1201?—9?—31T22:09:12.5?009&] INFO [INSG] Starting system logging: syslog-n

[Z2017-07-31T22:09:12 .5763601 INFO [INSG] Beginning negotiation for downloa
of node configuration
[Z2017-07-31T2Z2:09:12.5813631 INFO [IN3G]
[2017-07-31T22:09:12.5850661 INFO [INSG]
[Z2017-07-31T2Z2:09:12 .5883141 INFO [INSG]
[Z2017-07-31T22Z2:09:12.5918511 INFO [INSG]
-07-31T22:09:12.5948861 INFO [INSG]
-07-31TZ2:09:12.5983601 INFO [IN3G]
-07-31TZZ2:09:12.6013241 INFO [INSG]
-07-31T22:09:12 .6047591] INFO [INSG]
-07-31T22:09:12 .6078001] INFO [INSG]
-A7-31TZ22:09:12.6109851 INFO [INSG]
-B7-31T22:99:12.6145971 INFO [IN3G]
-07-31T22:09:12.6182821 INFO [INSG] Please approve this node on the A
min Mode GMI to proceed...
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Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Sea Q
Name 11 IPv4 Address IT State 1T Recoverable N
& 104-217-51 10.96.104.217 Unknown
Passphrase
Provisioning Passphrase | sssses

Start Recovery

O EMEMET RERPIEITMEH#E,

Z W& T S0XE] " Waiting for Manual steps™ " FYEREY, #EI T—E@EHRITFIZ BUSHEZMERIE
g & 7S,

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Recovering Grid Node

Name Start Time Progress Stage
de2-s3 2016-09-12 16:12:40 PDT h WY Waiting For Manual Steps
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€ Info

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For ViMware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

oo o

MRBEEERMFIE FEEME, WHIBIEEZTI R LIETT sgareinstall FiRET RIEREIFALE
Ko

Do you want to reset recovery?
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2. BITE— M HAEREREARNERNEES,

@ WNRFIETFMESE RN, FEHITHRIUE, NEFMEFESEHLIIKEE, MBIty
BHEBITE A, ERRIVUIIEEHHNEFRES.

a. BITUATHIZA: sn-remount-volumes
LRI A BT BE R E NI A BEE B B HIENEMEE LiB1T.

b. EMIAIETTHE, EEWMBHRERE EART.

@ RIBRE, BAIUER tail -f I BRIEHABEEXHNRSA ( /var/local/log/SN-
remount-volumes.log’' ) » BEXHEELLHELSITRLEIFANEE,

root@SG:~ # sn-remount-volumes
The configured LDR noid is 12632740
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====== Device /dev/sdb ======

Mount and unmount device /dev/sdb and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sdb:

Mount device /dev/sdb to /tmp/sdb-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12632740, volume number 0 in the volID file
Attempting to remount /dev/sdb

Device /dev/sdb remounted successfully

====== Device /dev/sdc ======

Mount and unmount device /dev/sdc and checking file system
consistency:

Error: File system consistency check retry failed on device /dev/sdc.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh, this volume and any data on this volume will be
deleted. If you only had two copies of object data, you will
temporarily have only a single copy.

StorageGRID Webscale will attempt to restore data redundancy by
making additional replicated copies or EC fragments, according to the
rules in the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on this volume cannot be rebuilt from elsewhere in the grid
(for example, if your ILM policy uses a rule that makes only one copy
or if volumes have failed on multiple nodes). Instead, contact
support to determine how to recover your data.

====== Device /dev/sdd ======

Mount and unmount device /dev/sdd and checking file system
consistency:

Failed to mount device /dev/sdd

This device could be an uninitialized disk or has corrupted
superblock.

File system check might take a long time. Do you want to continue? (y
or n) [y/N]? vy

Error: File system consistency check retry failed on device /dev/sdd.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
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postinstall.sh, this volume and any data on this volume will be
deleted. If you only had two copies of object data, you will
temporarily have only a single copy.

StorageGRID Webscale will attempt to restore data redundancy by
making additional replicated copies or EC fragments, according to the
rules in the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on this volume cannot be rebuilt from elsewhere in the grid
(for example, if your ILM policy uses a rule that makes only one copy
or if volumes have failed on multiple nodes). Instead, contact
support to determine how to recover your data.

====== Device /dev/sde ======

Mount and unmount device /dev/sde and checking file system
consistency:

The device 1is consistent.

Check rangedb structure on device /dev/sde:

Mount device /dev/sde to /tmp/sde-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12000078, volume number 9 in the volID file
Error: This volume does not belong to this node. Fix the attached

volume and re-run this script.

ERflEHER, — M EFEEERNERER, Z M EFEEHIER.
" /dev/sdb’ I T XFS XHRL—HIHNE, HFEBENNEEN, RILEMRNENER, LA
E%ﬁ;&kﬂ’] & FREIERRE TR,
" BT EFESERNSERF, /devisdc’ Kilid XFS XHRF KT

%“iﬁﬁﬁ‘/dev/sdd‘ , EANHEEEBUEVRSHEENERRESRIT, SHATEEHFMEEN,
ZWHAEREBETXH ARG RIS,

. ZE%T;Zﬁ%%EJE?%EU%EZQE, BR N [EERE FRTRTL. BXFERERHEE FRXHR

" MRFHEEEEZRIIMEUE, PERE 5 . "EAUERXGRANENERRHBERIT
HIRIR. ARG RFTE  /var/localllog/sn- remount—volumes log® BEXHH,

“dev/sde’ @ T XFS XHRAE—HMNE, HFEAEEERNELEM; B, volId XHEHHY
LDR 1= ID 5ttEET =B ID AR (TNEBE/RAY configured LDR noid) o ILEERMNIE
ERTE— I HEHETR.

3. BERMZAHFH R RE R,

(D MRFHEERET XFS XU RZE—HMNERLEER, BFAEEREFHEIRER. &
AT BRTEIX % FIETT sn-recovery-postinstall.sh BIZARMIE X,

a. WELMRERTESEBMEENFE. MRXIILEMRE, BEMSITILRZS,
b. EEMMBEEEHRENHEE. BRLEETFEERE TILEFET RBHEIR.
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FEURBI, /dev/sde RUkILHEL S LA THIRHAER

Error: This volume does not belong to this node. Fix the attached
volume and re-run this script.

@ MRRERNRERTZ—IFET R, BRARAXZ . WHREIT sn-recovery-
postinstall.sh fl7Z, NEEEFERHRINK, MMAERIERRERE HiE.

c. MRTHEEBEMEHLE, FETUREHEH, REEEATRILEE,
() EamEESRERERTEERNEEEE.

TRERIRERIENS ID , IETT repair-data HABHRHELREE (T—MRMEPE) B
, BEBWAILLID,

d. BENEMRMBE T EEHNLEG, BXIBIT sn-remount-volumes MlZds, LAHIARTLAEHEEAVFR
BEEEIEENREH,

MRTEFEHFEENFEERIANER, MERSEHIT I, NIEURILE ERE
@ REHRERBIER. WRNRBIEEMTEIE, WRE—TEIE, BEIER T —MEETE
(EEREMREIE) ALk

MREANTA NSO EL ol B BRI 6% ERORIR M, AT on-
(D recovery-postinstall.sh BiA (BN, LM EREMNANROIE— BIERIEES
A LRENE) o BERBASS BTN AERIE,

4. B17 sn-recovery-postinstall.sh A sn-recovery-postinstall.sh

LR AR EFR U T AR A ERNEEEES; RIEFERET R LER Cassandra #iEE; H
BENEFET R ERIARSS.

BEE TSI

° MR T RE R E LU\ A BEIE T,

© BE, ERAIEITHE, ENSRMERE SSH 2.

° SSH REFIETNREEY, B4 * o Ctrl+C*

° WIRREMKZPUTHLIE SSH 21E, MIEHARERESIETT, BERIUM " ME " THEEHE.

° NREFETTRER RSM BRSS, NMEETTRIRSENBE), HARRIERF 5 7. 82 RSM IRSERX
BEhiY, Fit=H 5 DHEVIEER.,

(D) RSMBSIFE&IL ADC BRSHFHET AL,

H L StorageGRID &3 2{#F Reaper &I Cassandra 188, —BEHEXIRSHFIFERSF
()  t EsEs#TEs, kS EBMARHTRIES " reaper " 5§ "Cassandra repar.’
" MBEEIHETEEAMNETER, WETESEERETNS S,
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S. T sn-recovery-postinstall.sh FIZSiE{THY, WIEMEEERIFHMETTHE,
"R E " TIE L RYHE LM EEYRIHE#t sn-recovery-postinstall.sh BIAHNSHRIRE.

Recovery

Select the failled grid node fo recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Name 11 IPva Address 1T state 11 Recoverable I

No results found.

Recovering Grid Node

Name Start Time Progress Stage

DC1-53 2016-06-02 14.03:35 PDT . O N N Recovering Cassandra

7 sn-recovery-postinstall.sh HIABHT R EHIRSGE, Eol RN REGELRRE B ZMAR LY
EEFES, T MEELRE Rk,

BXER
EEBXEFHETRAREDBMENES

B REIEEFRERENEFES

X REFELRENSENFES
MEREFET RNFEERE, ERURREFEET R X ERERERAINREE.
ERENNE

| GRS ARy - Bt - @ mmisEmEn - B > A EE L

KXFUES

AILUMEMEET R, [IRTRICEEDERNREUE, siRRBREMMEY ILM AN, @R LUERNER
Bl

BEE TSI

* Y0R ILM RNECE N NEFE—TERRIE, MZEAITHIEENEFEEL, WERTERENR.

* MRENWRIME—FIRE MU TFEFMEBTP, N StorageGRID AU L MEKBERER B =fFEthinm
PURRM REE. ARITIHRIED R 280, BERARRASFFUR B EEIRE N ESEEMAER MR,

* IRMROE—RIREISUTIETRLE, WSNEFETRERRNREE NIRRT RGN REUELREIF
fET REEME M EMET RIERBIAFTREE R, EAMIMNYIEEFERSEORBIER ™ EER,
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*xF repair-data RZ

BIRRIREIE, 1HIETT repair-data Bl A RERMNKREIENTIE, H5 LM BRECSER U
BRI ILM &L,

EFTER * EFIEUE * 3 * 18413 ( Erasure-Coded , EC) #E * , RIEEEXRENEEFIHIRLZIE
PRIRIDHVEIE, T AR repair-data BIASRIRENED, WNRFEFRFEXFFHLEAIEIE, WAAEIETITXE
A,

@ BX repair-data HANEFAGES, BEFEETANGLITHIA repair-data -help

o

EHBHdE
RIEERFECER NN RERNFRREET R LNRTES, AIUERRI oL RREHBHIE:

repair-data start-replicated -node-repair
repair-data start-replicated -volume-repair
Eel LUER U T T REEEFIEIENES

repair-data show-repliced-repair-status

£ StorageGRID 11.6 A, BJLAfFA show -replicate-repair-status EIUHITRA
@ fits. WINREEEHRS, REIFERIGEREHIER, ERERERE S5, FFEM *
EH5-28, *=EE (XRPA) * 1 * 3EHAMR - &3t (XSCM) *, WIHFmAR &

BER/.

2488 ( Erasure Coded , EC) #%iE
BIECEEEREB I N ARRXEBET A LMRTES, FJLUERAR < RKERLTIRRRISAVEIE:

repair-data start-EC-node-repair

repair-data start-EC-volume-repair

ERLEED SR, RIUFIREBESIIRRREIDRIEIE. BEREFMET R AETTH.
1&B] LAGE A LA T 8p < BRER U M ZRAD SRRV E E 1B -

repair-data show-EC-repair-status

EC EB{ELRIGHTMGAREE, THSREFHER, BLEETRARRA, NRG
() seBosR=ERTAS, ECESFLEER, TRRLEAREIERY, ECESIFL
RSB TR,

EHEFET RINENR

1. BRI FEENS:
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a. AL TF®H%: ssh admin@ primary Admin Node IP_
b. $I\ passwords . txt XHHFIHAIER,

C. BNLATan % root : su -

d. 3\ passwords. txt XHHRFIHE,

U root AR SMER, RRTEMN$ Bl # o

2. {53 " letc/hosts’ X B EXRRFHEENFHET ANENE. EEEMEPMETRNTIR, FRAUT

ANA:. cat /etc/hostso

IRFAIB B R ELRE, HIEELIE
IRFAIEFEESHMRELE, BESEINA, RIECRERASHNRE, TREMURSD ( Erasure-coded

b

EC) #iE, SERMNERAXME, HREX * EHBUE, * M43 (Erasure-Coded , EC) ¥E*

BX & B9 B 1T (o

MRREMAELERE, BHRE WRIAGHOEHIKIE, HEELEL

16

() BRI S MSRIET repair-data . BRES A, BRARAZHE,

ERIEvEE

MNEMEEESEHIEIE, 15FH repair-data start-replicated -node-repair 8<Hl"
-nodes’ ETUEE BN FHETI <o

eS8 E B9 SG-DC-SN3 HIFFETI = LS HIA#IE:

repair-data start-replicated -node-repair -nodes sg-DC-SN3

FRSREIRIS, R StorageGRID REHASIEFINMRKIIE, NAME * HEEL *
() o, TRsEREIRGNERT A LRETR, CUREEANEERR MRS
85, BB MRS,

214585 ( Erasure Coded , EC) #RE

MNRMIBE SEMRRIZAIEENE, 15 repair-data start-EC-node-repair a3 # * -nodes’ &I
BEBNFET =,

B E R 7 SG-DC-SN3 FITEET m L HYIZBRIRRIEIE
repair-data start-EC-node-repair -nodes sg-DC-SN3

REEIREIME— repair ID, ATFHRRLE repair data #fF. FALL repair 1D RER
repair data RERHEMLER, METERME, FT=REHERIEMR 5.

@ g%&ﬁﬁ%ﬁ.ﬁ“ﬂﬁmw, A AFHaiE E LT IRIRRIBRVERTE. BEREFME T RYARET
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MRIGEHHEHIHE, 1BEBELUE

MRRBEHBHEHINKE, BREZTEMNE, RIBEEEEEERNEE, L2FERUMES ( Erasure-coded
, EC) ¥R, sERNERAXHE, 1KEBEX * EFAVEIE *, * A4S (Erasure-Coded , EC) #4iE*
X R E B9 B TR ES

MRFAESHRERIE, 1BHEE [WEMEEERENTE, 1BIEEHIEL

UA7R#HIRIVAAE IDo. 80, 0000 BE—TE, 000f B% 16 T &, EWALIEE—1E, — 1 EEE
HEN BT —1TF7IE.

FrEESRIITR—MEET R L. MRFEBERSIMEETRNE, BERARARZF,.
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EHInvEdE

MNRMIBESEFRIREIE, 1B#FEH sSTART-replicated -volume-repair 88<H ° -nodes’ EIRKAR
P E, ZAR/AI - -volumes' B -volume-range’ &I, WA T RAEIFAT.

*BAE Y kST RERINSIEILRER A SG-DC-SN3 B#FfET = ERYE 0002 ©
repair-data start-replicated -volume-repair -nodes sg-DC-SN3 -volumes 0002

SEE . e SEBEFRINEIEIRRRIZ N SG-DC-SN3 HFEMET S L7/ F 0003 B 0009 SEEIRAY
FiE%:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3 --volume-range
0003,0008

* FERIIFHZNE * ¢ eSS RHEFNEIEEREEIE ) SG-DC-SN3 NEET R EHNE 0001 ,
0005 #0 0008 :

repair-data start-replicated -volume-repair -nodes sg-DC-SN3 -volumes 0001 ,
0005 , 0008

FRHRIIER, WMF StorageGRID FEHAEITHINHKMIE, NS * HREX *
(D) o, IRaABEIRGNERT S LRETR, CUREEANEERR MRS
£, 158 0A % StorageGRID MiEF I FEHIFRRYIZ R,

24585 ( Erasure Coded , EC) #URE

MR MR E SIBRRISAIEEE, 15ER sSTART-EC-volume-repair 859 H * -nodes’ IR ARINT
S, SAEHNN " -volumes® B * -volume-range’ &I, AT REIFAT.

* BNE L kB RS RE T BIRRIDRIEIRIZIRE) & A SG-DC-SN3 BfFiE T = ERYE 0007 ¢
repair-data start-EC-volume-repair -nodes sg-DC-SN3 -volumes 0007

* HEE Y P RBETIRMREEIEIREIREIR I SG-DC-SN3 MEET = E/TF 0004 2/ 0006
SEREINMIFRE S

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume-range 0004,0006

* RERIIFHZNE * @ eSS RS AUMRIDHIEIEREREE]Z S SG-DC-SN3 NEHET R LE
000a, 000c #1 000E :

repair-data start-EC-volume-repair -nodes sg-DC-SN3 -volumes 000a , 000c ,
000E

repair-data RERHREIME—M repair 1D, AFHIRIRL repair data #fE. EAILL repair ID
BRER repair data BRIEFHENER, MESERME, FRREFRIEMKI,

@ gi‘t:b??ﬁ%*ﬁ AANEY, RIS LT RIRRIEHHE. BEREFRMETRYARRER



miFEE R
RIBERGER * SHIH0E

*AifgwES (EC) 2R * KRR ERAXMEREIFEEFILARE.
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ISR
- EMERESTERM, BHRITUTERAE:

a. YEIE - TE <> ¢ EEEENERTSR > ILM*,

b. &F " fE " WHPWEM. EERME, * EESEE- 28 BYHET 0 MHR.
- BEEFMMSISEE, BRITUTRE:

a. PEHE > TR > WA .

b. 4% grid > * ETE/SEMTAETE _* > * LDR* > * SiRTHE *

o. ZEEANTEY, RAEHESHNEESTORMR,

@ BJHETETE Cassandra A—%, HETLARERKMINES.,

L RREE (XRPA) *: EALLBHRIEERIEENHE, SIE#ETRINEESXIL
KBS, LLEMERZIEM. NRILEIERIIEINE BIAEI Zai3tmHAE (B * $3rEHE - &t
BIERM) , WERR ILM SEREEAT R EAEAFEEENE R R,

() EREXRRETERSEANNE, ITUEFHRE LM BENHEK.

* * PiEHAE] - fBitE (XSCM) R LEME R I EIBY X AR E NI R A SRR EE 24
R * BESIAEE * BMAL N EIREE Hai3fEiAE, WEHFNEERTEERM. FE
B, HitiRTESEN. * HEHR - it (XSCM) * BMER7= B1WE, @FFET
PHEEHRNRAE, EAUEEMER * 9EEER - 41T * BHYHEIERUREE ST
EIpErE
s HE, EREEFBENGITTRESLL, 15T repair-data 559 HR N sHow-replicate-repair-
status &,

repair-data show-repliced-repair-status

1 StorageGRID 11.6 H1, BJLAfEF show -replicate-repair-status EWHHIT

@ AT, WEEIEEHF &F, REIFERERIERHRIER. ERERERTETMN,
EER * FEF-23*, *=i1BE (XRPA) *# * FiEHAR - {41+ (XSCM) *,
WARFTR EiI B EE .

2UMI4mF3 ( Erasure Coded , EC) #UE
BRI RmEEIEREE RN, HEIXERATEERKAIEK:
1. MELIT AU MRSV ER B ERVRTS
o EFE * ZHF > TR * > f5in * UBEE LRGBS E D tt. RE, &

Grafana #353FRi%#F * EC Overview* . &F * W& EC {RALFiiT5emAtial * A * fi% EC Rl B
BB L * ERMR.

° FHILM LA EEIFE repair-data BEIVRE:
repair-data show-EC-repair-status -repair-id repair ID

° AL L AITIHFIEEE:
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repair-data start-EC-volume-repair -repair-id 6949309319275667690
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