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groups Operations on groups o

GET /grid/groups Lists Grid Administrator Groups &

Parameters Try it out

Name Description

type

string filter by group type
(query)

Available values : local, federated

v |

limit

integer maximum number of results

query)

o Defauit value - 25

marker

string marker-style pagination offset (value is Group's URN)

(query)

marker - marker-style pagination offset (value

includeMarker

boolean if set, the marker element is also returned
(query)

v
order
string pagination order (desc requires marker)
(query)

Available values : asc, desc

Responses Response content type | application/json v I

Code Description

200
successfully retrieved

Example Value Model

"responseTime": 2621 03-29T14:22:19.6732",
"status™: "

"apiversis

"deprecated”:

"data”: [

"displayName”: “"Developers”,
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GET https://{{IP-Address}}/api/versions
{

"responseTime": "2019-01-10T20:41:00.845z2",
"status": "success",
"apiVersion": "3.0",
"data": [
2,
3
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MR true , MEAREHEN GridCsrfToken cookie IREMIREIRRET R, HERMBIEN
AccountCsrfToken cookie IRBENERIEF ESIE2E.

WNERFTE Cookie , MIAJLUEARGEIRESHIFABIER (POST, PUT, patch, delete) EATMEIELTINZ

* X-CSRF-Token trdk, #RkBYEIRE N CSRF £h# cookie BIES
s WFIESRBIFEILIEXMIFES: a csrfToken form-encdghs iFKRIEXEE,

BXEMTOMIFAER, FSEA API X1,

@ RET CSRF €2 cookie FUIERIESIMEMAHEE JSON iEKIEXEAETIMRIFRIEE CSRF I
A K5RHEF © "Content-Type : application/json™ #x3k,

MRBATERER, 5FEH API
MRBATERER, 1EFEA APl (Active Directory )

NRER EREHERAERER (SS0) WMREFEA Active Directory {8 SSO 1ei1z
FF, WAB—ZAT API iBEKFITR) @R I, DERETMREIE APl SfE P EI1E API
BB R IIESHE,

MRBRATERER, BERE AP

WNRE(FF Active Directory {8 SSO B 1Rt iZF, NILATFiRBEER,

BEENRA
* f&FNE&E F StorageGRID AP AMELS AP SSO AR ZAFZ,
 NREHRAFEIE AP, EEEHRFKA ID,

KXFIAES
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BRIEIIEhE, AJUERUTRAIZ—:

* storagegrid-ssoauth.py Python Bz, Zfl4sfiiF StorageGRID REXHEHRF (31F Red Hat
Enterprise Linux 2 CentOS , A" ./rpms’ ; 3JF Ubuntu 2 Debian , /" ./de-s’ ; XF VMware , "
IvSphere’ )

* cURL I&RBYR B TIER.

NRHPITEET IR, NEMTIERREREN, EARIBIUTHER. A valid

SubjectConfirmation was not found on this responseo

(D Tl cURL THEARRRIPER R SME A A

NREEEANZ URL RhSEEHER , NAJReRBEIEIR: AXF saML WA
S
1 EBEUT A EZ—LIREN S D IIEShE:
° ffM storagegrid-ssoauth.py Python fiiZds, BZESE 2,
° M curl iERK. BEFRE 3,
2. \NREMEM storagegrid-ssoauth.py A, EFUILHIZAE B Python MR FIEITILLMIZS,

HIGRRES, MAULTSHBE:

° 8SO Fi£. HiN ADFS 8 ADFS,

° SSO AF#&

o 223t StorageGRID Y1

° StorageGRID B9tk

° BiplafAF E1E API BIFEFKF ID .

python3 storagegrid-ssoauth.py
sso_method: adfs

saml_user: my-sso-username
saml_domain: my-domain

sg_address: storagegrid.example.com
tenant_account_id: 12345

Enter the user's SAML password:
e e e e e s o s

StorageGRID Auth Token: 56eb87bf-21f6-40b7-afob-5c6cacfb25e7

AR T StorageGRID #INSH, ME, ERIIESHEBATHEMIBER, RMUTFERFER SSO BIEER
API B9 Ao

3. WNRE(EMA curl X, BEAUTRIESE .

a. FIRERFAFHNEE,
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export SAMLUSER='my-sso-username'

export SAMLPASSWORD='my-password'

export SAMLDOMAIN='my-domain'

export TENANTACCOUNTID='12345"

export STORAGEGRID ADDRESS='storagegrid.example.com'
export AD FS ADDRESS='adfs.example.com'

@ FZiHRIMNEREIE APl , 15 0 {9 TENANTACCOBTID o

b. BB ZMSMHILIE URL , RIFHER 151 POST &K 4&1%3| * /apl/v3/authorize -SAML" , FA/S MM
Rz RIBRERSMY JSON £RESo

It RIS RT TENANTACCOBTID FIBEE R BHIIE URL B9 POST 3ER, £R¥EEES python -m
json.tool LAMIBER JSON 4&h3,

curl -X POST "https://$STORAGEGRID ADDRESS/api/v3/authorize-saml" \
-H "accept: application/json" -H "Content-Type: application/json"

--data "{\"accountId\": \"STENANTACCOUNTID\"}" | python -m
Jjson.tool

R BIBER 24— URL RIZAE R URL , BREHEEISMNY JSON TR,

"apiVersion": "3.0",

"data":
"https://adfs.example.com/adfs/1s/?SAMLRequest=fZHLbsIwWEEV%2FJTuv7. ..
sS1%2BfQ33cviwA%3D&RelayState=12345",

"responseTime": "2018-11-06T16:30:23.3552",

"status": "success"

C. MR H{RTE SAMLRequest , UBERLSHLTHER.

export SAMLREQUEST='fZHLbsIwWEEV%2FJTuv7...sS1%2BfQ33cviwAS3D"

d. MAD FS REXEEEFihiEK ID RI5EE URL -

— AR ER LB HRY URL IERERKRE,
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curl "https://$AD FS ADDRESS/adfs/ls/?SAMLRequest=
SSAMLREQUEST&RelayState=$TENANTACCOUNTID" | grep 'form method="post"
id="loginForm"'

PR SR P IRIEK 1D ¢

<form method="post" id="loginForm" autocomplete="off"
novalidate="novalidate" onKeyPress="if (event && event.keyCode == 13)
Login.submitLoginRequest () ;" action="/adfs/ls/?
SAMLRequest=fZHRToMwFIZfhb...UJikvo77sXPw%3D%3D&RelayState=12345&clie
nt-request-1d=00000000-0000-0000-ee02-0080000000de" >

e REFMMNPHEF AKX ID o

export SAMLREQUESTID='00000000-0000-0000-ee02-0080000000de"

f. BT ERERIXE E—ImA AR 2R 1F,

curl -X POST "https://SAD FS ADDRESS
/adfs/1ls/?SAMLRequest=$SAMLREQUEST&RelayState=STENANTACCOUNTID&client
-request-1d=$SAMLREQUESTID" \

--data "UserName=$SAMLUSERW@SSAMLDOMAIN&Password=
SSAMLPASSWORD&AuthMethod=FormsAuthentication" --include

AD FS iR[0] 302 EE M, HEMERERENMER o

@ R SSO RABAT ZERRSMWIE (MFA) , MERPEAHEREEE_NEN
B EEE.

HTTP/1.1 302 Found

Content-Length: 0

Content-Type: text/html; charset=utf-8

Location:
https://adfs.example.com/adfs/1ls/?SAMLRequest=fZHRTOMwFIZfhb...UJikvo
77sXPw%3D%3D&RelayState=12345&client-request-1d=00000000-0000-0000-
ee02-0080000000de

Set-Cookie: MSISAuth=AAEAADAVSHpXk6ApV...pmPO0aEiNtJvWY=; path=/adfs;
HttpOnly; Secure

Date: Tue, 06 Nov 2018 16:55:05 GMT

9. MPaRZH{RTE MSISAuth cookie o



export MSISAuth='AAEAADAVsSHpXk6APV...pmPOaEiNtJvWY="

h. A SHIIE POST Y Cookie ¥ GET iR AZEIHEEME.

curl "https://$AD FS ADDRESS/adfs/ls/?SAMLRequest=
SSAMLREQUEST&RelayState=STENANTACCOUNTID&client-request—
1d=$SAMLREQUESTID" \

--cookie "MSISAuth=$MSISAuth" --include

MMNARSKREE AD FS REER, MEBEEHRNMER, miuiIEXR SAMLResponse [RiEE— 8

B FERH,

HTTP/1.1 200 OK

Cache-Control: no-cache,no-store
Pragma: no-cache

Content-Length: 5665

Content-Type: text/html; charset=utf-8
Expires: -1

Server: Microsoft-HTTPAPI/2.0

P3P: ADFS doesn't have P3P policy, please contact your site's admin

for more details
Set-Cookie:

SamlSession=a3dpbnRlcnMtUHJIpbWFyeS1BZGlpbi0xNzgmRmFsc2Umcng4NnJDZmEKV
XFxVWx3bk1l1MnFuUSUzZCUzZCYmJiYmXzE3MjAyZTASLThmMDgtNDRkZC04Yzg5LTQ3ND

UxYzA37ZjkzYw==; path=/adfs; HttpOnly; Secure
Set-Cookie: MSISAuthenticated=MTEvNy8yMDE4IDQ6MzI6NTkgUEO=;
path=/adfs; HttpOnly; Secure

Set-Cookie: MSISLoopDetectionCookie=MjAxOCOxMSOwNzoxNjozMjolOVpcMO==;

path=/adfs; HttpOnly; Secure
Date: Wed, 07 Nov 2018 16:32:59 GMT

<form method="POST" name="hiddenform"
action="https://storagegrid.example.com:443/api/saml-response">

<input type="hidden" name="SAMLResponse"
value="PHNhbWxw0O1J1c3BvbnN. ..lscDpSzZXNwb25z72T4=" /><input
type="hidden" name="RelayState" wvalue="12345" />

i. ME2IEFERP{RTF SAMLResponse -

export SAMLResponse='PHNhbWxwOlJ1lc3BvbnN. ..lscDpSZXNwb25zZT4="

J- EAABRTEN saMLResponse &K H StorageGRID /API/SAML MR EKIA4ERL StorageGRID S1438

19



IEhE,

3tF RelayState , IBEFEEEFIKF ID, FEFWRESZREIMNEEIEAPI, BFEH 0.

curl -X POST "https://$STORAGEGRID ADDRESS:443/api/saml-response" \
-H "accept: application/json" \
--data-urlencode "SAMLResponse=S$SAMLResponse" \
--data-urlencode "RelayState=$TENANTACCOUNTID" \
| python -m json.tool

MR E34E B I 3IE < hEo

"apiVersion": "3.0",

"data": "56eb07bf-21f6-40b7-af0b-5c6cacfb25e7",
"responseTime": "2018-11-07T21:32:53.4862",
"status": "success"

a. RIS DIIE<L R RFEMN /I MYTOKEN o

export MYTOKEN="56eb07bf-21£f6-40b7-af0b-5c6cacfb25e7"

M, EETLASEAMIERAER MYTOKEN , FINTFRER SSO B API B o

MRBRATERER, 15X AP

MREBEESER (Single Sign-On, SSO) , MHIHXF—FRF AP IFEKFITR) @R , AR FHEMIEE
12 AP AR EIE APl . SNRIE(ERA Active Directory 159 SSO S92, ML TiREEER
XFIES
MRFE, IFMALHRFHETUEFHENEI LY StorageGRID APl , T&, &AM StorageGRID fitik
B (SLO) , XEEEMH StorageGRID €h,
P$IE

1. BERBZFHEIER, 3% cookie "sso=true" £1E%E SLO API :

curl -k -X DELETE "https://$STORAGEGRID ADDRESS/api/v3/authorize" \
-H "accept: application/json" \

-H "Authorization: Bearer SMYTOKEN" \

--cookie "sso=true" \

| python -m json.tool
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R[BELETH URL :

"apiVersion": "3.0",

"data":
"https://adfs.example.com/adfs/1ls/?SAMLRequest=fZDNboMwEIRfhZ.
D",

"responseTime": "2018-11-20T22:20:30.8392",

"status": "success"

2. R1FE5 URL -

export LOGOUT REQUEST

='https://adfs.example.com/adfs/1ls/?SAMLRequest=fZDNboMwEIRfhZ
3D

3. [A7EHE URL RIXIERLUfEEL SLO HEEMIE StorageGRID o

curl --include "$SLOGOUT REQUEST"

R[] 302 MRz, thEE MBS T4 AP EH,

HTTP/1.1 302 Found
Location: https://$SSTORAGEGRID ADDRESS:443/api/saml-
logout?SAMLResponse=fVLLasMwEPwV07ss%...%23rsa-sha256

. .HcQ%3D%3

...HcQ%3D%

Set-Cookie: MSISSignoutProtocol=U2FtbA==; expires=Tue, 20 Nov 2018

22:35:03 GMT; path=/adfs; HttpOnly; Secure

4. fHiP& StorageGRID HAZH SR,

flip% StorageGRID EAH LN ITEARXSAEA SSO HE. WRKIEM cookie "sso=true" , MHAR

M StorageGRID F3EH, MASFMM SSO Ko

curl -X DELETE "https://$STORAGEGRID ADDRESS/api/v3/authorize"
-H "accept: application/json"™ \

-H "Authorization: Bearer SMYTOKEN" \

--include

204 No Content MMNZRISHAFIEDEHE,

\
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HTTP/1.1 204 No Content

MRERTRERESR, 15FEA APl (Azure )

NREE EREAERERER (SS0) &R Azure fE/9 SSO RIHIZRFET, ERILIE
RN B SRIRE WA EIE API ST EF EIE API BRI S B IRIEL .,

MRBAT Azure B2 5 R, 155 REIAPI
WRIEFEHE Azure {8 SSO BtRitiZER, NLATiHEEER

ERENNE
* EAIEETF StorageGRID A AAMIEAA FFH) SSO BRFBAFHEAE AT,
- MREHIELEE AP, EABERA S 1D,

KXFIAES
BIRIEIDIIEhE, A LAER A TR GIRZs

* storagegrid-ssoauth-azure.py Python f7s

* storagegrid-ssoauth-azure.js Node.js iz

XA ERI T StorageGRID REXHERF (XFF Red Hat Enterprise Linux ¢ CentOS , 73" ./rpms’
3+F Ubuntu ¢ Debian , /3 ./debs  ; ¥F VMware , 3" ./vSphere' ) o

BRERBECS Azure B APl &5, 188 storagegrid-ssoauth-azure.py B4, Python A= EZR
StorageGRID AHAMER (H5IREX SAMLRequest , SAEBIREUEINSHE) , RNIERAA Node.js iz
5 Azure XE LIIT SSO #1E,

AILAER—Z5! APl IEKHIT SSO 1&1E, BXEFMHAREE, puppeteer Node.js {231 T2k Azure SSO %
Ho

NREERANRZ URL RiDEER , WATEESERHIR: A saML kA,

B

1. REFIFHNERXR, WTFFIR:
a. Z% Node.js (BFE "hitps://nodejs.org/en/download/") o
b. %

EFTERY Node.js 3R ( puppeteer # jsdom ) :
npm install -g <module>
2. ¥ Python il A (%3544 Python R385 LUBTTILRIZS,
SAlE, Python BIZ<¥5IAEERAY Node.js BIZS LIH11T Azure SSO KX H,

3. HIFERAY, WMAUTESHWE (HERSHEEXLE)
° FAFERE Azure BY SSO BB FHBFhE
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https://nodejs.org/en/download/

° StorageGRID Ryiiiik
o EifplfHP BB API B9FEF K/ ID
4. HIRRET, MAERE, HEWRNERENESRR Azure 12 MFA 1%,

c:\Users\user\Document s\ azure_ssorpy  storagegrid-szure-ssoauth.py --sso-email-address user@my -dosain.com

e.com --tenant-account-id 8

@ eI AR E MFA ZfEFA Microsoft Authenticator SERXH. & BT RETR EAE LIS LASZ 15 ELfth
ZE0BY MFA - (BIaNia NiBE XA H BRI RED)

PR T StorageGRID X< hE, M1, ERILUKGLEATEMIBER, RMFEREER SSO FHEA
APl 197530

MRERTRRESR, 15FMA APl ( PingFederate )

NREE BEREHEHAERER (SSO) WREEA PingFederate {8 SSO 1R1#1EF,
MATBFFT—ZF API IER BT RIEIR B, IR WIREIE API AR EIEAPI B
M B D IIE SR,
MRBRATERER, BERE API
MR E(FH PingFederate {E8 SSO B HIERF, NLATFiXAEER
BEENAR
* {&&0E/EF StorageGRID FHF4AMEXS R SSO BF KM%,
* NREBFEFEFEIE AP, SEEFRFKA D,
XFIES
ERNGHIESHE, sTAERUTRAIZ—:

* storagegrid-ssoauth.py Python Bz, ZfIZsfiiF StorageGRID REXHFHEHRHF (3+F Red Hat
Enterprise Linux 8¢ CentOS , 3" ./rpms’ ; ¥F Ubuntu 3¢ Debian , 7" ./de-s’ ; ¥F VMware , 7"
IvSphere' ) .

* cURL IERBYRABI TIER.

MRPITIRETDIE, WEHTIERRIESEN, ERIESEIUTHIR: A valid

SubjectConfirmation was not found on this responseo
(D) =Bl cURL THEAFRRIP BB ISR MAL B,

INREEARIZ URL fmb3InEEAR , NAJRESEEIEIR: AFF saML hiRa .
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g
1. BB T HZEZ — LIRS B IIEShE:
° {8 storagegrid-ssoauth.py Python filZx, BELE 2,
° B curl 1I5K, HEFE 3,
2. NREMFA storagegrid-ssoauth.py A, ERULHIAEEL Python MRRESSHIZITIEMIZS,

HIRTRES, MAUTSHE:

° SSO Ak, EaILiEN "pingFederate’ " B9fEAIZ{A ( PNGFEDERATE , PingFederate &) .
° SSO AF&

° 2%t StorageGRID M9iE, ttFERARATF PingFederate » &R LUGH B = Sa NEAE,

° StorageGRID Ayttt

° BifjnfEFEE APl FFEFKF ID .

python3 storagegrid-ssoauth.py
sso_method: pingfederate
saml_user: my-sso-username
saml_domain:

sg_address: storagegrid.example.com

tenant_account_id: 12345
Enter the user's SAML password:

StorageGRID Auth Token: 56eb@7bf-21f6-40b7-afob-5c6cactb25e7

B IZET StorageGRID ##X<$H, WME, ErILUSGSHEATEMIER, RUFERFER SSO BEA
API B9 Ao

3. YNREMEA curl IEKR, BEAUTRELE .
a. FEAERAHFNEE,
export SAMLUSER='my-sso-username'
export SAMLPASSWORD='my-password'

export TENANTACCOUNTID='12345"
export STORAGEGRID ADDRESS='storagegrid.example.com'

@ Fihin)WREIE APl , 15 0 /8 TENANTACCOBTID o

b. BIZIWEZMEHINIE URL , 8)FHEIR 5% POST 53R &%) * /apl/v3/authorize -SAML" , FAfS MIH
7 AR IBRER SN JSON ZmAg,

WREIERT— POST &K, AT TENANTACCOBTID &R B4 INIE URL ., EREEEE
python -m json.tool LAMIBR JSON 4wE3,
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curl -X POST "https://$STORAGEGRID ADDRESS/api/v3/authorize-saml" \
-H "accept: application/json™ -H "Content-Type: application/json"

--data "{\"accountId\": \"STENANTACCOUNTID\"}" | python -m
Jjson.tool

R BIRPER 824 E—1 URL RIZRVE R URL , BEFREHEEISMNY JSON HiZE.

"apiVersion": "3.0",

"data": "https://my-pf-baseurl/idp/SSO.saml2?...",
"responseTime": "2018-11-06T16:30:23.3552",
"status": "success"

C. MR H{RIF SAMLRequest , WABEGEGmSHER,

export SAMLREQUEST="https://my-pf-baseurl/idp/SSO.saml2?..."

d. SHmNF cookie , FHIFMANHITEIE :

RESPONSE=$ (curl -c - "$SAMLREQUEST")

echo "SRESPONSE" | grep 'input type="hidden" name="pf.adapterId"
id="pf.adapterId"'

e. B "pf.adapterld" {8, HIMANHITEIE:

export ADAPTER='myAdapter'

echo "SRESPONSE" | grep 'base'

f. S "href B (BRERIAT/) , HIERRITEER:

export BASEURL='https://my-pf-baseurl’
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echo "SRESPONSE" | grep 'form method="POST"'

g- | "act" f&:

export SSOPING='/idp/.../resumeSAML20/idp/SSO.ping’

h. &i% Cookie LAz EiE:

curl -b <(echo "SRESPONSE") -X POST "S$BASEURLSSSOPING" \
--data "pf.username=$SAMLUSER&pf.pass=

SSAMLPASSWORD&pf .ok=clickedé&pf.cancel=&pf.adapterId=SADAPTER"
--include

i. ME2EFERH{RIZ SAMLResponse .

export SAMLResponse='PHNhbWxwO1lJ1lc3BvbnN. ..lscDpSZXNwb25z2T4="

- (FFEREH SAMLResponse A& StorageGRID /API/SAML MR iERILA4ERY StorageGRID H{71%
ML HE,

FF RelayState , BEFEHAMBEFMKS ID, HENMRESRIIWISEEAPI, BEFEHAO0,

curl -X POST "https://$STORAGEGRID ADDRESS:443/api/saml-response" \
-H "accept: application/json" \
--data-urlencode "SAMLResponse=S$SSAMLResponse" \
--data-urlencode "RelayState=$TENANTACCOUNTID" \
| python -m json.tool

MR E14E B A 3IE < héo

"apiVersion": "3.0",

"data": "56eb07bf-21f6-40b7-af0b-5c6cacfb25e7",
"responseTime": "2018-11-07T21:32:53.4862",
"status": "success"

a. RIS NIIE<L R RFEMN /I MYTOKEN o
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export MYTOKEN="56eb07bf-21f6-40b7-af0b-5c6cacfb25e7"

WMTE, EaILEMIEREER MYTOKEN , E{ATFRAEER SSO BYER APl B9 AT

MRERTERERER, 15T API

MREEAERER (Single Sign-On, SSO) , MHFX—HRT AP IFERHITIREER , A REEHEMEE
12 API TP BIE APl . SNRIEEF PingFederate 159 SSO BRI, ML TiHBEER
XFIES
MREE, FEMALMPENEHETTEEHHENE 5 StorageGRID APl . (&, EHA LM StorageGRID ik
BrUFHE (SLO) , XEEBMH StorageGRID L H,
TE

1. BEMEZEHEIEKR, B8 cookie "sso=true" £i#% SLO API :

curl -k -X DELETE "https://$STORAGEGRID ADDRESS/api/v3/authorize" \
-H "accept: application/json" \

-H "Authorization: Bearer SMYTOKEN" \

--cookie "sso=true" \

| python -m json.tool

R[BLETH URL :

"apiVersion": "3.0",

"data": "https://my-ping-
url/idp/SLO.saml2?SAMLRequest=fZDNboMwEIRfhZ...HcQ%3D%3D",

"responseTime": "2021-10-12T22:20:30.839z2",

"status": "success"

2. R17E5 URL -

export LOGOUT REQUEST='https://my-ping-
url/idp/SLO.saml2?SAMLRequest=fZDNboMwEIRfhZ...HcQ%3D%3D"

3. MEE URL AXEK L& SLO HEEMIE] StorageGRID

curl --include "SLOGOUT REQUEST"
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iR[E] 302 MRz, LEETERERER T4 AP £,

HTTP/1.1 302 Found

Location: https://$STORAGEGRID ADDRESS:443/api/saml-
logout?SAMLResponse=fVLLasMwEPwV0o7ss%...%23rsa-sha256

Set-Cookie: PF=QoKs...SgCC; Path=/; Secure; HttpOnly; SameSite=None

4. iR StorageGRID HAZH SR,

flip% StorageGRID EAEH LN ITEARXSAEA SSO HE. RFKIEME cookie "sso=true" , MHAR
&M StorageGRID FiEsH, MASFEM SSO K&,

curl -X DELETE "https://$STORAGEGRID ADDRESS/api/v3/authorize" \
-H "accept: application/json" \

-H "Authorization: Bearer SMYTOKEN" \

--include

204 No Content MNFRTREAFPMESEHE,

HTTP/1.1 204 No Content

1= %3t StorageGRID HYiA1a]
ENALERIDIEIE

fEF IR EL 1B BX StorageGRID ECEZIIEIE, ME, I BN IIEEEZRILIE
B, FTHEMEREHAEZNNEEFERAZEEE, HHEENRIGIMEE, MNRTaiEH
S LUK StorageGRID RZEMINNZZRA,
EEBHRE

RSB B RIS SRR L Web M52,

. 1B root AR,

- B YR BEITE,
EFIES

WERENAEIPIRUNEEREERIDIEIE E1E FHEE, EEEREEIERTIE passwords. txt X
F, FSPIEREERBEEHFERFERENUE,

TR
1. 3%8% * BCE * > * ipiniEs] * > * PARERD * .
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Grid passwords

Change the provisioning passphrase and other passwords for your StorageGRID system.

Change provisioning passphrase Change node console passwords

Change provisioning passphrase and download new Change the node console password on each node.

recovery package.
Last time updated: 10/29/2021

[ Make a change — ] Make a change —

2. 1% * BAFCERIEIRE * TR - #ITEN ¢,

Change provisioning passphrase

The provisioning passphrase is required for any installation, expansion, or maintenance procedure that makes changes to the grid topology. This passphrase is also required to
download backups of the grid topology information and encryption keys for the StorageGRID system. After changing the provisioning passphrase, you must download a new
Recovery Package 4

Current provisioning passphrase

“ CJHCOJ

3. WA HAIECERIEIRE,

4. AR, BHEELAELEE 8 MNFN, HERREBE 32 M FiF. BERRIERD KNG,
S BHECETEEFHEREME, X, VFENAPIEFEERE.

6. EFMANMEBILIEE, AREE - RE

RETEEEN ARG, RARET— M REBNRIIER.
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Configuration > Grid passwords > Change provisioning passphrase

Change provisioning passphrase

The provisioning passphrase is required for any installation, expansion, or maintenance procedure that makes changes to the grid topology. This passphrase is also required to

------- ps-of the grid topology information and encryption keys for the StorageGRID system. After changing the provisioning passphrase, you must download a new
Recovery Package (£

@ Success
Provisioning passphrase changed successfully

Current provisioning passphrase

New provisioning passphrase

Confirm new provisioning passphrase

7R MER
8. W NMHVECE ZHIFTIE A T E A I E T 6o

@ BRECERREERE, BUFIENTEMNMERGE, BIMEAXH, ERIUTERER
BEE—_I- ﬁ_?r‘ 2o

BT RIZHI S E

PMEPNEST T REBE—TE—TRERSEE, EEEEAXEEERIZTR. &
RUTZBRELAMNEHENT RS ME—T RizH 2 2,

* MRERERIIMBEIESS "SZ1FHY Web J%
* WEBHEIFEL root HIEIINR,
* WEASRIREREEE,

KXTUES

AT RIEFESZEELL "admin” FAER SSH BREIT =, HE L VM/ ¥EBITH 5% E8 root BFRS15E
RET R, BEXND AT SEEIE tlﬂﬂ%ﬂPE’J%’Nﬁ,ﬁ BIEEMED., HREXLEFEEFMHEEERF
Passwords.txt X, BISRKEFMEBT|HF|H Passwords. txt X

() mTFHsimmst SSH BHEEEM SSHHNED, IE(ESE FRER SSH Hia1EME,

HRES

p
136843 * BC& * > * ihIEEhl * > * PREE o
2. BT RE AT T SR HITENS
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MNECEREIE

PR

1. AN ERIDZIE,
2' iﬁ% * é%éﬁfz * [}
(FHYFIRE] THINREE

AERTAERSEEZA. B THARMNMERGE. NREATR/RBEENIRRW. Ea] LUERLLS
RRYER,

pg
1 3% THRESR .
2. SRIMEENXH (. z2ip)ERTH I EL. RENBIMNMUE,

C) Fgﬁiﬁﬁﬁﬁﬂﬁﬁ,Eﬁ?@@ﬂﬁ?MsmmwGMD%%ﬁﬂﬁﬁ%M%@%ﬂ%
S0

3. MEER L
4. HIMEIAIEER. MREEAESHHRERT RIZRIGEN. BEE 2

tIREEE. ETERH.

BT REHSEE
YT RIZFI BRI EF RN, RER— T Ea8RZBNHMER. AR AT TR LEREN,

PIE

1. SRERFNMEREE. XAIREEE 9 Fhrvadia.,
2. 3%F - THHRRESR *,

3. FTHEH=HE:

a. fTFF  .zip” Xt
b. HEIAMEEILUARIAR. B3E Passwords. txt X, HFBEEHNIT RITHI &858,
C. ERIFHNMEMHEXY (. zip)EREIR I RE. REMBRIMUE,

O  wrEzENREREE,

mE X4 NZERF, ANEBETHATM StorageGRID RFFREEIERIINZZ FAF T,

4. E I EFIE LGS TS E THMNMER G EHIEIEER R,
o R BEHT RIEHAED . ARFFMETNAERAMENRHITEN. XeJsEFE/L7HhEdE,

MRFAETRNERYEEN, WRET—MERENmMIERE. #SERITT—F,
MREHFIEFHIER, WSET—FEEER, YETEAEREBNTRE. RaREERTAESRE
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BHTR EEHERITRE, NRIIRERNELETQULKEERED, WSET * Eil - &,
MRS T RREEREHRRM:

a. EERPIILHAEIRES.
b. fRRARL,
cEFE*ER*,

@ ERNEERCA RN B EBRAERMH T R BT RIEH & &5,
6. BEXFTET RN RIERAEBE. BRIk THNE—MRERGE,
7. HE, WAILUER * MERGE * SHE TR ME RG-SR E bR,
B A1)
NREBI B AR, BFTAECR AR A S R E RO
FEHISNER G ASEEY 1)

TR LUBE R IMER B A R T A B K S E i L SR IZ 63 StorageGRID EIE T = AP R EAM API 89if1a), f
ill] PR T EREMGAERRFMLRZIN, G ERER LI P BT AR R AR E RS,

Port Description IR E 2T ..
443. EETAMNERIAHTTPS Web NSNS IEIE APl B ima] LUK e g S 1228,
i WIREIE API , AR EERMNAEIE AP,

* R *iRA 443 ATRERENRE,

8443 BIETA MR EIESS * Web X2 EIE APl Z BT LUER HTTPS
% O R TH RS E IR IS EIE AP
* Web N*a23FEIE APl Z P iR RIGRIAA SR
SRR EIE AP,

© ERIERE R RIEL.

9443 BIETH FNEF B2 * Web X2 EIE APl B EREILUER HTTPS
% =R R EIREMBEIE API,

* Web N 23FEIE APl Z P im TR RIMNIR E IR
SR EIE APl

© ERIERE R RIEL.

@ SRS EIRE T EF E1E 5 Eltﬂmﬁiéﬁ’*i (SSO) , MREFEHFETESER
HITEMMIIE, MHATEREIA HTTPS is0 (443) o

BXER
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* BREINEEIER
* RIEEFIKP
* SMERIE(E

EREMNIKE

FERBMEKSALNMIRIGELHNARNEE, HArTAPERARAENEIESERE
StorageGRID .

#J Grid Manager B2 & S )8 4&

WNRIEFSEBTE Active Directory , Azure Active Directory (Azure AD) , OpenLDAP § Oracle Directory
Server EHMAZPEEREIEESEANAR, WaIUEMEEERPEES NS,

TBEENANS
* BRERAERIIMEEIERR S2IFH Web %25,
* MEBFENIARINR,
* #ZIETEfE M Active Directory , Azure AD , OpenLDAP & Oracle Directory Server {1 S {91R{HET2%,

()  mEBEAERFIL LDAP V3 RS, WERARAZH,

* WNREIHRIEER OpenLDAP , NIXAZAAZE OpenLDAP ARSZ 28, S AL E OpenLDAP ARSS 2289 EM,
* MREHYBHAESER (SSO) , NEEE FHESEFZFMNENR,

s NREHREREHEL S (Transport Layer Security , TLS ) 5 LDAP REZ&#H1TIEE, NHHIRHTE
FPIETEFER TLS 1.2 3 1.3 . BB L TLS EEER,

KXTFULES

WNERE M Active Directory , Azure AD , OpenLDAP 3§ Oracle Directory Server ZEMAFEZNA, MATLLA
ML EESE F1DR. EAIUSANUTRERA:

© BIRg, BIRAPHNAFAIUERIINEEESRHIRIED A IZANEENRHRITES

* AMERBCEMRINEFANEFAFRE, HRARNAFPAUEREEFEERS, HRETHEPEESRTH
ZANERIRRNITIES . BEN eI IKF M EAEA K, THIFRERE.

WMNECE

1% < BLE * > * ihnlissl < >« BIpBE

2. R - BRBMBE

3. 1£ LDAP IREZHEZH b, ERBERER LDAP RSZE,
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4.

5.

34

LDAP service type

Select the type of LDAP service you want to configure.

Active Directory Azure OpenLDAP Other

WERR * Hth * e Oracle B RARS5250Y LDAP RS 2RECEE,

NREFET * Hith* , 15IHT LDAP BRSO PHFER, SN, BHREMITT—F,

° *FARW—ER * . 88 LDAP AFPM—IRRTTHNEMENZIF. LEMHESTF saMAccountName AT
Active Directory , uid F3F OpenLDAP , Y1 EFLE Oracle Directory Server , BN uido

° *FF UID* . &8 LDAP AFRKAM—IRRRHEMERNE, LEEZFMT Active Directory AY
objectGUID #1 OpenLDAP B entryUUID » WREAE Oracle Directory Server , iFHIA
nssuniqueid . BMAPEEEBRMPHNERBUIE— 32 A+ EHEF, XA 16 FTHHFRTH
B, HPRZEIEFR

o * AME—EIR * ¢ B8 LDAP AM—FRRFHEMERN BT, 3T Active Directory , LthEMHESET
sAMAccountName ; XfF OpenLDAP , LtEMHEZTF cn ., WREFAE Oracle Directory Server , &
BN CN o

° * 44 UID* : 8% LDAP AR KAM—ITRFTHEMNZ M. EHEEMT Active Directory BY
objectGUID #l OpenLDAP B9 entryUUID ., SIREHAIE Oracle Directory Server , g
nssuniqueid o MATEEERBEFNELIE— 32 U+ HEIEHF, XA 16 FHHFFHFERK
, ERRZBRIEFRT.

XTFFrE LDAP ARs3KE, B7EECE LDAP ARS52850 7 FANFAFER) LDAP AR 2R ML IERZ(E Bo
° *EMR * . LDAP RSZE|MTEREE S (FQDN) 8 IP bl
° * im0 * o AFEREE LDAP BRSS2BHIRO.

@ STARTTLS BIERIALRO /9 389 , LDAPS HYERIALRC/0 636 . BE, REMHAEECELE
s, SRR LUERE RO,

o * PR * . EBiEEE LDAP IREEBMAFADMHZFR (DN ) BISEEERRRR,
F+F Active Directory , R R LUEEREFINEZERAME AP EAEZTR,
IEEMAP X IEETIHAFEF LUEAR LT B IERIR

* sAMAccountName 3§ uid

* objectGUID, entryUUID 8§ nssuniqueid
" CN

* memberOf Y isMemberOf

= * Active Directory* . objectSid, primaryGroupID, userAccountControl Fl
userPrincipalName



* *Azure * . accountEnabled # userPrincipalName
o *ERRG * 1 SR XEMED,

o * AEA DN* : EHEZRAN LDAP FIEIRI 0928 (DN ) RISTEERIZ, 1E Active Directory =il (
WF) F, ALK FEA DN ( DC=storagegrid , DC=example , DC=com ) BIFFEHIIA]
FR{EEX &4,

() - am—awn - EEEFEN AR DN AR,
© * FPER DN | BIERAPH LDAP THEVEISMET (DN) B5ERE,
() mPwe—am - BELFES * AR ER DN AAARE—,

c*MEAPERI (ANE) . RTZBHHMEEIN, StorageGRID MERRIARF BRI
BEiGRME  BEAF AR *, ENWMR StorageGRID TIEHBERIRS K, , CAIMUAFRAFAER.
MALTRAZ—!
* * P PrincipalName &z ( Active Directory #1 Azure ) *:  FAF & @example.com

" RBREFRBER (Active Directory 1 Azure ) *: " Rf5l \[BFR&T
A MIRIRER . cN=[ BP® ] , CN=Users , DC=example , DC=com

S55EANNRBTEERE, FEE

6. £ffELRE (TLS) BHH, EF—ITRLRE,

o * M STARTTLS * : {EF STARTTLS #ifr5 LDAP fRSB2HBEER S, XEEINH Active Directory
,  OpenLDAP S EMEIT, 1B Azure R3ZHFIEIEI,

° *{FFH LDAPS* . LDAPS (EF SSLH LDAP) EINfEA TLS 5 LDAP RSB 251BIIEE, A
Azure &I IEIT,

* B0 TLS* . StorageGRID R4t5 LDAP fRSZ28Z BINMERER AR EIRIF, Azure R32Hs
i

C) R Active Directory BRS3 285251525 LDAP B8R, NIARZIHER * FEMA TLS* 1%,
A {ER STARTTLS 3¢ LDAPS o

7. 3NREFF STARTTLS ¢ LDAPS , HEFATRIPEERZT ML,
o *{FERIRERSE CAIMLH * . FRIRERSE EREMNBIANIE CAIIPHRFEERS,
c *(FHABEENX CAIEP * | FREEXZLIEH,
MBERIEE, BB EXZRIEBEFIFILE CAIEBXAESR,
MR EEFH RFERE

WNFREER, HIENNERE, RAETREFRERE. NRERMT LDAP IRES[BIEZILENH TR, BE
X, M StorageGRID &3 EL#HITIIE,
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1.

PR MNRERE ¢ o

2. NRKIBHHPERF B8R
° NRIFEIZIZGEER, MEETR "Test connection successful’ " E B, %R * R1F * LURTFEEE.
° WNRIEIFIGE T, NS R "test connection could not be established” "HE., % * X *, ARG
» FRAPRA REH EFHNRERE.
3. MRERETHERAFL BB, BRANBEREKSHAFRNAFPZMED,
Bign, WAZBSHNBREMEL, BE7NERAFEPEEMEHRFR, i@ /.
Test Connection X
To test the connection and the bind username format, enter the username and password of a federated user. For example, enter your own
federated username and password. The test values are not saved.
Test username
myusername
L me of a federat
Test password
........... ®
* NBEFIGEEN, MEETR "Test connection successful' "jHB. %% * 1717 * LUREFEE,
c WREFSE, HEAFZRATNKAFRBNEZBLEN, WER—FKERES. BRFAGRAHE
HolitiERE,
52H 5 5 0IREY
StorageGRID RS =EHRAY B RFPNKSHNAR . NRERRBRAHREIAFNR, AILGRHE5E
B
1. BRI S HEXETE.
2. WAFTTEINEPY * FP RS S o

EZ SErREFE—LYiE, BARIURATERIFR,

@ ?g%@ﬁEEIﬂ*ﬁ%fﬁﬁﬂP HEXEHMABAREER , Nk * BNKERTAN « &

ZRBHEE
TR LU Sk AZRAM AR NS MHEKE. RABMIXS/E, StorageGRID 55 HRZEIAZ#HITRE. B

=
E >
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KFIAES
ERRBMEKEZE, BAERUTEI
* KERAPBELEER.

* HRIEBERNEKSAFRREX StorageGRID ZLHiARINIR, HEIHXEREANIE, BEEXIEIHE
RBEEER.

* StorageGRID 245 B RZBEIAZHEITREY , HEFZNHKRAD HIKA K HERIER.

*MRB[ER (SSO) REN*EBEA S WEFEN*, W BEASMEKS * EXERKER. T2RAS
MEXEZAl, BRERTE LA SSO RELIIN * BRA *. BN FAERER,

T

1. BRI SHEETHE,

2. BUHIER * BRBMEE * EiFE,
F2E OpenLDAP AR5 22K &N

MREMEF OpenLDAP IRSZBHITHHELS, MHLTTE OpenlDAP ARSEZ 2R A B TISE,

@ FFF3E ActiveDirectory 5% Azure 518, StorageGRID A& BEnhfEIEINFZEAREF#1T S3
Hia. EPRLE S3 AR, EMIBRIZEFER S3 i, HMATEARRIBRZEF.

memberOf fl fint =

NERRRIEEES. BXFAGEE, BENHPEXRMAEARREELEIFINR
BBhttp://www.openldap.org/doc/admin24/index.htmI["OpenLDAP X#4: hiZs 2.4 BIRRIEE" .

25| 4wl
B FE RIS ENZRS | X BEFEE LT OpenLDAP B1%:

* olcDbIndex . objectclass iz
®* olcDbIndex . UID eq , pres , sub
® 0lcDbIndex . CN eq , pres , sub

* olcDbIndex . entryUUID %2
tesh, BHERE AR BEEPIRMNFERTIRS], MURERENEE.

BB N A X R EHR G A BLHFAYE Ehttp://www.openldap.org/doc/admin24/index.htmlI["OpenLDAP XX14:
ARZs 2.4 BIBRIER",

EIEEIEA

TR UEIREIRAREE— RS INEERAFPNTENE. ARSAETERT
StorageGRID &4 10)ARRYE,

ERBHWNE

i

3

37



* BRERERIIMSEIESE 211 Web %25,
* BEARERIHRINR,
* IREHHSNEKEH, WRTEEESMNEKS, HHBEENSHRPEEFELIEKGE,

Bl EEA

BT EEA, ERILAEMLER A R LU R PR E RSN EIE AP By ThEEF IR R

E)E S
1 35%4% * BCE * > * ihIEiEhl >~ EIRA v
2. iR QUEA

i et it
eI LB AHIZA S S NBX S 2,

* MREBABRMAR DENR, HEIRAHE,
* QUEBXSALUMBHRFNBF.

Z3h4
1. 35%4F * il *
2. MNAMETRE, ERUEERIEREEMZE. Fla, "MEPRRAP "3 "ILM B,
3. INAMM—ER, EREEHEER.
R viviz Sl P
BX&4H
1% BRaA
2. MANESANNANEIR, SRIFEEENS DR RNAMTEER.,
° XFF Active Directory #1 Azure , 15{#EH sAMAccountName o
° X¥F OpenLDAP , &£ CN (2FR) o
° }FS—1 LDAP , 15/ LDAP RSS2 EMIE LM —Z T,
3. ERE L

BIRANR

13T~ ipEtgst -, ERAPNAFARE A UEMREERMMRER AP FEIREHNITIRGE, HEE
RS ReaEHREMINEE,

° B (RN - AP YUERHEERRAFIIREHHRITX LR

o Qi AR REERRENE. M EEMREERIMEEE AP PEITEMERSHITE
a1 tE, AMRIFAFAILIENR B SRE.
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@ MRAFPETZMAE, #EEMAKREN* Rk, WAFRBHAMAEEEIREMINERS
SRR R,

2. JE—HZA EHNR]
BTN BMAELDDE—IR; SN, BFZAENAF BT EERE StorageGRID -
3. WNREFGQIEAMA, 1FkEF * 44k, INRBEEEXSA, 1FEE * QA M * TR * -
ANAR ((XRZ3H4E)
1. &, AEEFE—I RSP MARF,

NREAREIEAMAR, WAILUREFLIAE, MEFFNBF, SRR TERERNEIBR, 5S
WEZERF THRFAER.

2. 4%~ QUERAE R SER o
EEMRIBEIEA
EAUEENBANFARES, BIHENERH,

* BEEEFAENESER, BEEANE LHXR,
* EEEREANFIE AR EREA, HER * BF * RREIFAEE0THE.

5 1R S S UE
BEEAFAER a. PR BYEEAE, ERPIERARIR,

b. WEHF * 121F * > * EEAWFMER "

BERETEN (N a dhaRm e, o PRSI E RS,
PRAsHEA) b. 1% * E * > * IRIEABAR * b. YEIESEENT /.
o HNFET, o HNFEH,
o YR - BB A Y% - RIEER
IEF BRI & AR EE, o PEASHIE TG,
" b. PR BME * > BEMEMEL . b AT BEANSEER,
¢. HEIEHAIHAER, o WE, HEIIERUEE (41
o o, WALCEEREICEEE Gy
e d. YHiE - RIEER ¢
o YEIE * RIEEH "
LI

1. AP X W HY S AR,
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2. R RE > EHIA
3. ERERIERS.
MIRRLE

INREBMARGHHIBRRENESEH, WAILIERIZA, HBIBRSIZAXKEIFIENIR BIFREERAS MAPRIFR
AR, BREMFEXERF,.

1. FATES, ERERFNENENNEEE,
2. IR 1RE > MIRRA * o
3. EE * MR * o

AR

SIREERAPAN, GRS MMURRIEH W SRS E TR, RS, ERILEESTA
FoEReE— 1SS EEA, UHERP A URITRES.

EXAREMAELHE—MUR; BN, BT ZANAPEE LSS MR SRR EIE AP .
EAERT, BFELRE—MURNANEFRFHTHTUTES:
- BRI EIES
- BEEBIR
EENANE
W
- BEUMSRNCRALR
- EELMAFHLER (BFR%)
- EHECHES (UREHER)
- EREANAPNE LEERTEEE
WIRS AR R E

MNFFAENIR, A8~ ipRRN  RERHERR 20 MERREHRITIREE, HERSREEEMAXIKEM
hee. MRAFPBETZ 1A, HAEEMAREN * Rk, WAPRBNAEEEIRENIIEER RIFHRRIR.

UTERNATECIEIRESIEAR ] LIS RN IE, RERBIENIERIIEEARZTERSR * IBIARNE *
root I AT R

B AR, AT LAIA IR FR A MM EIEINRE,

HIAER ((B5)

AR B FHRIAMmNZER (IBRSK) . FFEEERARYEEHTMAEER,
WNREHLER PN EIE WA INFRIAER, MRS ECLEAPRE,
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EXFEF root 5
BT AR, &R LAAIRIFEF TiE _EAY * 82X root 258 * R0, M B] LUE S R] LAE BXFE F B9 73 root FAF

RS, B S3 ZIASAEEE, ARBATIH S3 . FEBINRMNAFTEEE * ek root &
* L

() =BFuas - X oot B * ERMAS REGHIIAUR, TREHE * AP * 8.

MR TEECE
W UEANER, ERILAGAIE * 3245 * > * TR * > * Wigiafh * TTE LA E XD+,

ILM
I UEANER, ERILUAELAT * ILM * 3285
* rules
* RE
P
* regions

- ffEt
() mrymEs - HtFEERE * F* ASEHNRERE * IR A SRR,

i3
FA P BB 4P PR 7 BEfE AR LA T .
* Y ECE * >t hn)EEl o

R ES
©
R
| RIS
e
SRS R
- fREE
" REEH
> TAC

=
JIaXN

RRYEIFRRI AR R IE BB fewiE L T OUmE:
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/a1~ Sl
° DNS AR5523
D
° NTP fR5528

C P> RE
° FRIIE

B>t
° JIEH
° &

crEE >R

© BHZMALASERSE

=
=}
BSUEANR, ERILIGEATEEERNED. AR AEEIRA e EERHE, TIRBMAMERAN,

IEIRES

B UEANPR, EETLAARE * 235> * TR * > * 1565 * Tl BT IANRE, B UERAMEEE AP B * 1815 *
ZR BB B E X M Prometheus $I515E 18,

WRITEIEE

BT HEARPE, ERILLAIR * ILM * > * [WRITEIEEH * TUHE.

HMiRECE
B A PR AT LAY 8] A A& e e o

() =eEsemmen, AEESARE © MHEHRERE * U8,

°*ILM :
° FEFR
*ECE >R
° HERRBYAS
*CEE > RgE
° BRI
° PIAEIEIT
° TFEIEIRN
CXFF > EIR (R5) v
° BEXEMH
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° 2RER

© (FRBFEHRE
FiEgEEER
B UEAR, SRR Wi BRI EIRE Y E &5 SANtricity REIEER.
PR

I UARER, ERILAUARIFEA TIE, EUCEILICIR, HAEMMBEREFIKF . IAREATFRFAEENERED K
ERB&,

£/ API {=FIHEE

SR LUE MR EIE APl 52212 StorageGRID R ELETHEE, ERENIIEES,
REENFER AR ECHITS ZINEEE KX ESHINR,

KXFIAES

EENINERFARFEELETSR StorageGRID ZAHRIRLEINEE, EREEANIIEERM LE root BFEEAE * root
HIEAR * ERAFI AP e ERIZINRERE—T5 7%,

BT RRILHEENEREE, 1BEEUTIER:

_Company A B—XIRSBRHEE, BIeIZEPtkFIEAE StorageGRID AFMNEFEREE. AT FRIPHFPIR
HNEE, ARBHFEHRERECHALEBBEKR, GEXKIZFEEHMERAFKS,,

_Company A AJLUB I EFRMEEIE API FRVEAIIEERSKSLIM Bin. B2 FRMEERSETR * 8
ERFEFIRZEZES * IhEE (UIFDAPI) , A8 ATUMREREESAF (84 root ARHETFAS * root IR
PR * HRYF) #BAaeEERFAF KA EY root AP RYES

SHIE
1. HE MR EIE API B9 Swagger X1, 1EE N FERAMREIE AP,
2. R E=RIEER =

3. BEHENTEF root ZIBEINGE, BRI FEARMAE APl ZIXIEX:
* {"grid": {"changefl F RootPassword" : true} } °

BERTERE, EREFREENEREER. ARPRETRABET * EXAFREN « EENR, SEN
P IRZRIRIES AP IBRRGKRY, FHER 403 ForR . °

ENUEE RN

AIMBERT, ErRILUERMRERE API EXTEUEEFAITNE. B2, WRENIEEFZIEFEANIIEE, N
FILUMZA * BUELNRE * ThREds o

@ TEEHTAUE * JEEITNRE * ThEE, MREREFALLIIEE, FER, ERXTEXZEMAEER
HWEFRANIIEE, EXFEEMERIINE, ERIERRRARZR.

p
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1. RIS IR APl B9 Swagger X%,
2. ¥REEHEIhEER =
3. BEIHUEFMIEINEE, 1R TRREIEX &IXE API :
) {"gﬂd"l null} °
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1. EAPTTER, EHERFREENE P NS EE,
2. %R < iE > BIBRERF * .

3. % BIEREBF

FERESER (SS0)

ERRER
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P EEERE StorageGRID ,

BRERNITIERE

StorageGRID AT IFFERAREM=IRCIES 2.0 (SAML2.0) fENBESES (SS0) .

[5F SSO &R

[BF SSO #&ERE| StorageGRID [, ZASRKEEERZIHRD SSO IE LN EHE.

p

1. & Web 3% 28046 N\ f£{] StorageGRID BIET AWM LREE &S IP Hitit,

BTS2 StorageGRID ERT1HE,

° NRXZEE/RIELEN 5588 EiplElt URL , RGUSRTERANKS, ID :

NetApp'

StorageGRID® Sign in

Account ID |00000000000000000000

For Grd Manager, leave this fisld blank.

Sign in

ETRAESER (SSO) ZHl, IBEEBM SSO /5 StorageGRID BRI HET LS BIH AR M,

° IREZRNHRE MR EERWEF EELE, AGRKRRTEERKITBIKA SAMANKS D !

NetApp

SturageGRID® Sign in
Recent S3tenant ;I

Account ID  27469746059057031822

For Grid Manager, leave this field blank.

Sign in
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MNP HAEE URL (B, SELREFB IP #ULFERE “/? AccountlD=20-Digit-
@ account-id" ) BY, A=/ StorageGRID BRMH, MeSIEEREEFREHLHSH
SSO BRMH, EAUEZAE L#HITER FRERN SSO EiEER,
2. IEREREIRNME SRR TS B2

© BIRMNAREIEEE, 515 ik ID* FERET, A0 fEANKS ID, EEERE - MREES (I
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I

3. I ER

StorageGRID £ EEEREISIALRR SSO ERMm. FI0:

Sign in with your organizational account
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|:'ass-:-|:~r|:]

4. [&8 sso]] FERER SSO EEER.

NREH SSO FEHELEH:

a. SR MERE (IdP) 79 StorageGRID R HHISIENIL
b. StorageGRID 3G¥AF B A IIENRL,

C. MMRMNER, HELETEAE StorageGRID AN RIVEXSE, NERKERZIMKEERNHE, EE
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p
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StorageGRID Z#FLL T SSO B3iRitigRF (1dP)

* Active Directory BX& S5 303iEARSS (AD FS)
* Azure Active Directory ( Azure AD )
* PingFederate

k) StorageGRID RAECE NS, ARZHEECE SSO BinRiftizF. ATHMNEXSHI LDAP fRSS

KRBT H IS BT LASSHERY SSO KB,

BEEE LDAP RS KR! SSO R HIZFHYIEI
Active Directory * Active Directory
* Azure JBE

* PingFederate

Azure BJE Azure BIE

49



AD FS EX
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* Windows Server 2022 AD FS
* Windows Server 2019 AD FS
* Windows Server 2016 AD FS

@ Windows Server 2016 Rf$/A "KB3201845 E#1"3 E = AR N0
* AD FS 3.0, [ Windows Server 2012 R2 Bl E 512,
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s E4EZ S (Transport Layer Security , TLS) 1.28( 1.3
* Microsoft .NET Framework 3.5.1 S{ & 5 hkZ~
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NRIEHARNITICIRE ENEEREOREEESOES, BIAENPITIRE REEEXIRSSFZIERH, ZIE
Ei%ﬁﬁzﬁﬁﬁ%ﬁ*ﬁ,.ﬁ“, 1EA] LATEFRAE StorageGRID &#i S SEXFR, I WAERFEL SP EEPERIZIE

RWABERBEE, SUNRRFS SP SR EREED ANBARS SR, NRTA
()  stummeEmsTEss, NAER— T HNRARSSES. TERISHENT A2,
EARERINEB BB EE, CWNARRFR SP &R,

EAI LB B REIEET =88 Shell #3#%! ° /var/local/mgmt-api’ BRFiFREET RS RIEH. BE
NARSZZFEP RN custom-server.crt o TRABMIANRSEFUERBRAN sserver.crto

WP
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@ J5F SO f5, fEfEF '“’éfE%%EF'EE%E’\q%{ﬁﬂ?ﬂ?l%?)gM%%EE%§¢FE§EGE1Q5EE%O EFHEA
BRENAR BT EBER, BRI RAEMEERE SR,

a. ERISMEFKF A EIESR,
b. 3EH%E * IHREE < > * BINEEE *,
C. MIAKRIEF * BRSMHEKE * EiFE,
d. MR, BERIAFBEEUEATHHEF KA EMBRSAE, BUHEPIEIRE, REEE*REFE ",

2. A S AP A LUAIR A SRS
a. EMIEEIRIRA, KT - IEE > * iplaiEhl <> - B1EA -,
b. #a{RE M Active Directory B ESANED—NEESH, HFERNESE root HIEIE,
c. FH,
d. BIAEAE U SATRN AR SHERSRIIME SRR,

3. IREFEMEMFH,, EHIARE root IHIANIRMEXS AP A UER:
a. EMIEEERH, KT P 7,
b. EIFIHFMKS, FARIEE * BIE* > HiE ",
C. FERMNIFME IR b, %8 A4t -,
d. MNREFT * FRBECHEMR * EFE, FBUHEPZEIEEHIEE * REFE

Edit the tenant

@ Enterdetails ———— e Select permissions

Select permissions

Select the permissions for this tenant account.
Allow platform services @

Use own identity source @

Allow $3 Select @
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(ADFS) , I ERF (Azure) ZARSBIEME ( PingFederate ) » &/, E#UR[EIE] StorageGRID

LUEH SSO .

ERAVEEN, JUBRMRITIEERRE, HERBA SSO ZallidfrEaiRE. A

SSO &%
WD ERT
1R < BE * > * ipnlighl * >  BRER

IEEHE 87 Single Sign-On Ti@E, FHikiF * B2/ * &M

WERIE, BRTAER

Single Sign-on

the connections, select Enabled and click Save to start using SSO.

You can enable single sign-on (S50) if you want an external identity provider (IdP) to authorize all user access to StorageGRID. To start,
enable identity federation and confirm that at least one federated user has Root Access permission to the Grid Manager and to the Tenant

Manager for any existing tenant accounts. Next, select Sandbox Mode to configure, save, and then test your SSO settings. After verifying

SS0 status @ (® Disabled Sandbox Mode

@ yu%*mﬂ' SSO &Il_;\ J Hﬁﬁlkdiegr%ﬁﬁ%{ *ErEEEtH*AE{ﬁ/ Mo

RERIEK,

2w - hEEN .

AT 2R "Identity Provider" 2893

WA MHRMERFARGES

1. NI RAERE * SSO KA
2. RIBEEEERER SSO KRS SNREREFHBIPHFR.
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1. MASHRMEIER * BXERS S * , 5 Active Directory XEF A I0IEARS (ADFS) HFERHE
e AR,

EERBKAIRSEFR, 1552 Windows Server Manager , % * TR *>*ADFS &
B, MIBEXEA, BT RERSESNIIIRSEY * . RERSBMERESEZ
MFEEH,

2. IEE H B HRMIZF ML StorageGRID &R A% SSO BLEE R, SEAM TLS IEHRMFIFERE
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StorageGRIDo
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4 JERE
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Save

Azure JB[E

1. 18 4 S 1R IE2FIAR StorageGRID &R &% SSO ELEE R, AW TLS IEHRMAIFIERE
T2

° *ERIRMERS CAILE * | EARMERALLENIRIA CAIEBHRERT 2,
* *EABEX CAIES * : RABEEX CAIEBHERERR S,
NRERIIRE, BER BEMXERBHINAHIFEMIEE] * CAIES * XAHEFR,
“1B70ER TLS* | 1570fER TLS IEBREIFER.

2. E N FBIEF SRR, /9 StorageGRID 387 * I FIZEFEFF * o LLEEH] Azure AD HEN B
AR A2 BRI R R,



o fign, MRENMERE—NEETR, HEEITERFRFMELEERET S, BHA s 5
StorageGRIDo

c IRMBEEEZNEENR, BEMRTREEFAE  HOSTNAME] o fIdl, sc-

[HOSTNAME] o WBPREM—TER, HPRETRNENSETRETSMEETROELNATE

F&o

@ @7 StorageGRID RAFNENEETREIEZ— MRV ENARER. N5 NEET
REE— MU RNAEFAIHRERRAFAATUREMERTEFEEMNEET R

3. IERPBIBBHHITIRME 7 Azure AD FREIZ RN ARERF ARPIIHNENEETRSIREW RN
2R,

4. M Azure AD AR, EFIENEINEEFEXSTEIE URL, A5, it URL #M5ZI StorageGRID
AN AT * BES TTEUE URL: FERH,

o. ERIFMMFEEET RIS THIE URL G, &EE* RE
IRBEIRANCRE * R F * BHE BRI

Save

PingFederate

1. {8 S B 1RIEZFML StorageGRID iFR &% SSO FEEERE, KEAWA TLS IEBRRIPIERE
T2

° * ERRIERS CAMES * | ERRERFLLENIIA CAIEBHEREEL S,
* *EABEX CAIES * | RABEX CAIERHERERRT S,
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*IB/DfER TLS* & I570fER TLS IEBRRIPER,

2. EIRSIRMEE (SP) #%9H, 75 StorageGRID $EE * SP iE# ID* , I{EITHI PingFederate &1
SP EEEAZFF,

o fign, MREMHMBIE—ITEETR, AEEMIHERAZAMNELZEET R, BHWAN sc 5
StorageGRIDo

c MRNBREESTNEETR, BEMRGHEEFE HOSTNAME] - B4, sc-
[HOSTNAME] o MWBPRER—IER, HPRETRNENSEETRADSMEET R SP &EE
ID o

@ f&AZR StorageGRID 2ZHMENEIET REIE— SP &%, A8 EETREIL
SP EEAHFERAF I UR e E R EEAMEET =,
3. 71 * BXATTHUE URL* FERPIEEESNEET SNBSS THUIE URL .

BEAUTHEI:
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https://<Federation Service
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4 EE R

IRBEETICRKE * R7F * R L2 R #,

Save

ECEMMSE1E, B NAERFE SP i
REFEER, RETVERAFAEN, ILENBATFHANEENNERA, HiRMHM T HRIRA,

HEFEE, StorageGRID FLrl UFRIFNVERE, BE, WRTE Single Sign-On TUHE LiEFET * WEER *, N
Fr& StorageGRID B #BEE2MAH SSO, REAMAR A EER,

RBUTSREEXHSEE (Active Directory ) , EENEIWNARERF (Azure) SKEZE SP &E#E (
PingFederate ) o
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2. {§8 StorageGRID £ 2 ERUE LN RFFAIRHEMKRE A TRIART A StorageGRID glE—{M g%
K5 151
B MARPFIAHNENEET REIE—ME1E.

BXYLA, EEE 72 AD FS ol S 5T,

Azure B[S
1. NEFIBRINEETANRESERIEF, EEFERE U THHARE SAML THIE.
2. R, HTFRMERPNERAEMEED SR, EEUTHE:
a. BRIT R,
b. %% * BLE * > * IAANEHI * > * ERER ¥,
C. FHIREFIZT =R SAML TR,
3. %% Azure [P

4. RIBARSBIHITIRIE £ Azure AD FRIE RN ARER BENEET 2 SAML THEXH E1%
B E MR Azure I FEIZE S,

PingFederate
1. NERERINEENTANESERNESD, EFRRHAUTHIFRET SAML TTHUE,
2. Rk, WHFREPEFEMEENTR, EEUTIE:
a. BRIV,
b. J4F * BoE * > * =Sl * > * BRBER "
C. THHRFIZT =B SAML JT#E.
3. %%l PingFederate -
4. 73 StorageGRID gEZ— 1 Z M IRSIRME (SP) &, FRASMEETRM SPERE ID (0
StorageGRID B R ERIE LRIRFIR) URAZEET R THR SAML 7T,

BRI AERFAITHNENEET REIZE— SP iE,
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Active Directory
1. £ StorageGRID B ERIEF, IV EENEEPIVFEE,

Itk URL BMETE * XGRS M * FERAPBANEIRERN,

Sandbox mode

Sandbox mode is currently enabled. Use this mode to configure relying party trusts and to confirm that single sign-on (SS0O) and
single logout (SLO) are correctly configured for the StorageGRID system.

1. Use Active Directory Federation Services (AD FS) to create relying party trusts for StorageGRID. Create one trust for each
Admin Node, using the relying party identifier(s) shown below.

G. Go to your identity provider's sign-on page: https:ﬁad201En.saml.sgwsfadfsflsfidpinitiatedsignun.htnD

3. From this page, sign in to each StorageGRID relying party trust. If the 5SSO operation is successful, StorageGRID displays
a page with a success message. Otherwise, an error message is displayed.

When you have confirmed SS0O for each of the relying party trusts and you are ready to enforce the use of S50 for StorageGRID,
change the S50 Status to Enabled, and click Save.

PRI, BERLL URL ERIFHAEMLEINEER, LUARSHRHEEFNERTE,

3. EMRIAERILIER SSO BRE| StorageGRID , BEE BREUTHRZ—*, ZERFEETRHN
K GIRIR, AEER*ER*

You are not signed in.

T Sign in to this site.

I S5G-DC1-ADML j

4. NEHEX S AP 2,
° YR SSO ERMEHRIENT, NWEEBTR—FAINHEE.

+" Single sign-on authentication and logout test completed successfully.

° YN5R SSO 21FKN, MEET—FRHERHES. BERMER , BFFXIEEEH Cookie HEiH,
o BEE FRPE, WIENRPENMNEET R SSO &K,

Azure SBIE
1. 23 Azure [P ESERTHA,

2. iR - MR AR * o



3. WAEAAPNERE.
° YR SSO BERFEHIRIEMT), WERET—FAINER.

+" 5ingle sign-on authentication and logout test completed successfully.

° YN5R SSO ##1FKN, NMZET—FHERHES. BEREER , BFRXEEEH Cookie HEi,
4. EEFRSRE, BIEMEPENEET R SSO EHi%,

PingFederate
1. M StorageGRID BEERITES, EFDVEEIEEPIE — N EEE,

—REFEFH A — D HER

Sandbox mode is currently enabled. Use this mode to configure service provider (SP) connections and to confirm that single sign-on (S50) and
single logout (SLO) are correctly configured for the StorageGRID system

1. Use Ping Federate to create SP connactions for StorageGRID. Create one SP connection for each Admin Node, using the relying party
identifier(s) shown below.

2. Test SS0 and SLO by selecting the link for 2ach Admin Node:
e https./f fidp/startSS0 ping?PartnerSpld=5G-0C1-ADM1-106-69

e https/f fidp/startS50 ping?PartnerSpld=5G-0C2-ADM1-106-73

3. StorageGRID displays a success or error message for each test

When you have confirmed S50 for each SP connection and you are ready to enforce the use of S50 for StorageGRID, change the 550 Status to
Enabled, and select Save.

2. MBS BPHERE.
° YR SSO BERFEHIRIEMT), WEET—FAMINER.

+ Single sign-on authentication and logout test completed successfully.

° YN3R SSO #ERM, MR R—FERES. BEREER , BERNEERY Cookie HEIH,
3. T — MR IGIENAR RSN EET RAY SSO &

MREEITEEIHHE, BENRSEPER ©RE * FH, AREMERERNERE.

BRESER
HIARILUER SSO EREIBNEET =G, ErILIHEA StorageGRID &4BH SSO .

@ IBH SSO fa, FiEBF#BfER SSO IHRMIEEIESS, AR EIESS, MIKEIEAPI MAFE
B APl , AP JFAB AR StorageGRID o

13K * BCE * > * IplaiEs) - > PR ER
2. )l_.f SSO ’{klu\EE&?‘j * EIEIFH
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3. IR R
BELLHEE, AEEEBE .

i, ERARERER.

WMREERME Azure 7, FEMBTFIHIE] Azure BIE—it+EH1iA18] StorageGRID , &R
(D) Azure (TP AP RIEIE StorageGRID AP (ES A\ StorageGRID MBXAARNAF) o
&, E=1AERE) StorageGRID ZHi, iBAM Azure [P HEH,

£ AD FS FRelE R EE

& ZifE A Active Directory BXE B 0IEARS (AD FS) ARFZFHESNEET REIE
KA EE. EILUER PowerShell 5<%, M StorageGRID § N\ SAML st#3ESFohia
NEWRER B AF 5 51
BEENRA

* 8270 StorageGRID FLERSER, FikiET *AD FS* /9 SSO #E,

* ENREESNERERIE LEET * WaE v, 550 FRVEET,

s BAERFFENEETANTLREEZ (3 1P #ukt) KSR, ERILITE StorageGRID B =%

ROE ENEET RFHE ERPIXEFIXLE,

@ 1BA TN StorageGRID RFFHNENEET REIZKH G EE. NETEET/WMERNS
5, THRERAFTURESMERMEHEEMEETR.

* 8HB7E AD FS &M EERZLE, WRILLAIR Microsoft AD FS 312,

* WIETEEA AD FS B85, HEABTEERYA,

* NREEFheBEFSEE, WAILFRIS A StorageGRID BIEFRE LENBEXIES, HEFEWMEM

< Shell ERIEET =,

KXFUIES

M TFiBEIER F Windows Server 2016 AD FS , dNREFERAMEEMARZASAI AD FS , MIESFEFIRIED T BE
BERE, MNREEEMEER), SN Microsoft AD FS X1,

{#8 Windows PowerShell g2 {&#i A 1=1T
&8 LUE A Windows PowerShell R 6IZE— a2 MK#EIA 51E,

p
1. M Windows FFia3E A, HHEIEF PowerShell Elfn, AGEIERE * LEEBREMNEBET

2. 7£ PowerShell S8 LR AAL, WAL THL:
<code>Add-AdfsRelyingPartyTrust -Name "<em>Admin_Node_Identifer</em>" -MetadataURL "<a
href="https://<em>Admin_Node_FQDN</em>/api/saml-metadata"</code>"
class="bare">https://<em>Admin_Node_FQDN</em>/api/saml-metadata"</code></a>

° 3F * Admin_Node_Identifier , IFMNEIET REKESIRRRFT, BEEERTE Single Sign-On TIHE
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E—#, 30, sG-DC1-ADM1 o

° 3F *Admin_Node_FQDN_" , MAR—EETRNTLREEZ. NEXE, EALAT R IP
ik, B2, WREELREAN IP i, EER, MRIAMSEER IP LR EB, ERER

HEMENELEE. )
. 7£ Windows Server Manager |, &% * TH *>*ADFS I *,

EHE 2R AD FS B2 T H,
%R < AD FS* > * {RFi A 1E1E *
LEEE BRE#i 5 E1E5 R,

- B BURILS (S EARINA R RS -

a. HEERINIBIZRIERITS E1E.

b. ARBHEME, ARER * RIEIITHIRE * .

C. WEFRIHIRlTHERRR

d. EiF WA+, AEEE - HE

<RI ERIE A TERBS AN E 2 AR X (5 1E:

a. HENERINIeIZRIRH 7 5 1E.

b. ARBEHILEME, ARER * RIERIHIFRBEREE * o
C. MR * AAAM * o

d. AR DIE £, MPIRFPERE * 3§ LDAP BEIENBRALE *, AEEE*T—F *,
e FECEMNTIE L, WAL ZRETTR.

BIan, ¥ * ¥R GUID BeIAEFR ID*

f. JFEIEFME, R * Active Directory* o

0. TEBRGTREY LDAP EBMSIH, TN * HKR GUID*,

h. 7EBRETRAVE HFIMERIERETIR, MTHIPIRAIEE * BF ID* .
L3R SERL Y, REER CHRE <.

- FIATTEIRERIIS N,

a. ARBEHEAM S EELITHEREY,

b. HIABESE * = *, *ARRFT * M - BE < EM K LT,

SNRER D TTERE, BN S THUEIL RS IEH, HE RFEFaANERIR,
- BEE FARPE, 7 StorageGRID REHHFAEEET RECERM S EE,

- 5eRkfE, 1R[EIZ) StorageGRID HMRAFAEMEXAGEE, UHIAREEILER, BEW AV 2RI BXIRA

, FE .

61



BESANK ST HIEIR A S EE
TR LUE S GRS N EET R A SAML TTEIERS NS MRS S ERE,

p

1.

10.

62

7£ Windows Server Manager 1, % * TR *, AEEFE *ADFS BI8 *,

2. ERET, & RMRESERE

3. 7£ Welcome TIE L, #4F * FEARK] ¥, REEE* FH* .
4.
5

PR * SNE XK BITE AL _ R TRRVERIE * o

T ERATTEEE (EMBH URL) *F, BALEET RSB SAML THIERNIE:

https://Admin Node FQDN/api/saml-metadata

XF * Admin_Node_FQDN_° , AB—EETRNTLRERR. GIELE, ERJLUKBT R IP i
it, B2, MRETTULLRN IP s, EEE, RIABGEEDN 1P UL EER, ERNEMNENR
B EE, )

TR EERS, REEHGEEHXAZDR.

@ WMANBTRBIRES, BERATETRMEXARAR, SMNEEESER Single Sign-On TiE L
ErMEeMEE, 3, sG-DC1-ADMI o

ANANAS BRI :

a. HRBELILEME, ARIERE * FWIERIR IS A RS * o

b. EHE * AN *
- EEEANERDIE £, MPIRAIEE 5 LDAP BMEFARRRE *, AREE* T—F *,
- AECEMNTIE L, HANLRNEYERZ,

o

o

BIan, ¥ * MR GUID BeIAEFR ID*

0]

- WFEMEME, %R * Active Directory* o

f. 7EBRIVERAY LDAP BHEFIH, AN * HKR GUID* .

- TEBRGYRAVE HARINARIEEET R, MTHIFIRAPIERE * KR ID*
h. &% * 5TR * , SAIRIRE * HAE * o

HIATTEIRERIIE N,
a. GRBETRM A EEUITAEREN,
b. HIABIRT * ks *, *HRIRRF ¥ # * £E * &R ENFEL,

(o]

SNRER DI, BN S THUEIL RS IEH, & RFEFaANERIR,

EE FARPRE, 7 StorageGRID REHHFAEEET RECEKRM S EE,
FeRtfa, R[EIZ] StorageGRID HMHFIBERXAEE, UHIAREEILER, BEW AV SR BXIHA

, FE .



FEpRIBIRH S EE
INREEFASNKHEBLHEERVERIE, NI UAFaNE.

Fg
7£ Windows Server Manager 1, % * TR *, AEEFE *ADFS BI8 *,

1.

2
3
4.
5

a.

- TERIET, &E  AIRBSEE -

- £ Welcome TIE L, #E#F * RN * , ARk * Fia * o
PR FERANE XIKRGRVEE * , AREE T—F .

- SERIRIS E1ERSF:

WAL EET R ERE M.

ATHERBE, BEREED SR SINART, SMSEESNEREFE LEERN—
, SG-DC1l-ADMI o

BT It 25 BB R FR B ALk S RN ZE o

B8 URL Ti@E L, % * A SAML 2.0 WebSSO MY a1 * Ei%iE,

BANEET S SAML fRZ %S URL :

https://Admin Node FQDN/api/saml-response

XF *Admin_Node_FQDN_" , ANEETNRNTLRELZ. GIELE, EOLATRE P
it, B2, MREELLEAN IP s, FEE, WWRIEMISEER IP UL EERR, EUNEFK
Bt EE. )

- EEREMAM AL, EER—EETREKRBGIRIANT:

CEETRARAR

3+F * Admin_Node_Identifier , iERNEIET REVKHIATIRTT, MEERRTE Single Sign-On T1E
+—#, B30, sc-bpci-aAbMi .

BEIRE, REAMSEEIHXARF.
B R R 4R TR I R 1R A IR SR B X IEAE

() NRRBFUIHE, WERBEUEE, REEE * BIERTRBLES

6. EE5h Claim Rule MS, i&EIEFR * AR * :

a.

b.

C.

d.

TEEFEANERDIE £, MFIRAIEE * 5 LDAP BMEFARBRRE *, ARiEEFE* T—F *,
FEREMMNNEL, BWALRANEZTEM,

BIan, ¥ * MR GUID BeAAEFR ID* .

S FEMETENE, #EHF * Active Directory* o
TERRETRAY LDAP EMFIA, BN * XR GUID*,
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e EMETRIEHRIERIRRETFR, WThIFIRAPESE * BFF ID*
f%fE* Jem * , AEEE*H#E

7. ERBERMAEELITAEREL.

8. 7£ *ihm * WKL, RNEEH (SLO) EEiHS:

a. &R * N0 SAML *
b. %R * iH KA * > * SAML JE5H * o
C.IEFE*4fE *>*EEM *,

d. 7 * 715 URL* FE&H, IABTMEEETSE2mFE (SLO) B URL :
https://Admin Node FQDN/api/saml-logout

3FF * Admin_Node_FQDN_' , MINEERTNSNZLREHZ. NELE, EeILIEAT = 1P #itlk,
EE%}O&D%@E%M@)\IP%%, EAR, NRIERBAEEN P HIEAEER, EXAEHREFHCE
a. & HE o
9. £ &L *EMF L, IBELKHAEENSEIES:
a. MINBEEXEF:
* NREER B EXEEIES %35 StorageGRID , EIEFRLIES,

 NREKEEENXES, BERIEET S, RIEET SR /varllocal/mgmt-api' B, RGN
custom-server.crt IEHXH,

= *FENVERABETEMNEINER (server.crt) » NEEBEBTSHIMHKIE, MEMRE
TAENBEERERIAER, BEEEHRKHSEE

b. GE4F * WA *, AREEHE .
R B I RRTFH KA

10. E8 RSP, A StorageGRID R4HMFIE EET RECE K H ST,
. 5ERfE, R[EIZ StorageGRID HMIAFAEHEXAEE, UMIAEEEER. BN FR)VEE BXiRHA
, BB,
£ Azure AD eIV RTZRF
Ea] LUE B Azure AD AREZHFHESNEED RSB LN BIERF.
BEENAR
* BB StorageGRID ELER R ER, HikiET * Azure * fEJ9 SSO FEE,
* ENREESNERERE LERET * Wagl v, 580l ERVEET,

* RS IMNEETREE * BWRNABIEFRBR o @AM StorageGRID 2R B RITH ENEET RIF
AEBREFIXE(E,
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@ &7 StorageGRID RAFHNENEETREIE— M BUENAERF. IS8T EETRE
H—MEWEN BEFATRERF I UREMERNEEEMEET =

* 8B 7E Azure Active Directory gl kN BIEFFHIELE,

* BB — Azure tkF BITIRBEY.

© I87E Azure tkPHREBUTRBZ—: 2REERA, cNAEFEER, VABFEERNRS EENME

o

/18] Azure AD
1. ZRE "Azure [P

2. =2
3. &R . "RV RRE"

fnZ "Azure Active Directory"s

Bl R A2 FHR1F StorageGRID SSO &

E7E StorageGRID F{R7F Azure Y SSO B &, EHAER Azure AN EET REIE— IR BEF.
&M Azure EFIEX S TTHEE URL , FEERENLEE StorageGRID Single Sign-On T _EXNAY * BX & oz
URL* ZE&HR,
1. WENEBETSEEUTTE,
a. £ Azure Enterprise R/ FIRZF @&, &R * TENAER * .
b. %1% * QIR EH SR AER * o

C. JFILBFR, BEHWANEM StorageGRID Single Sign-On FUE M EET miFME ERPEHIA * DA
RREF&R .

d. (R¥EREH * EATERE (JEFE) PRARINERMEMNAER * 21E%H,
e EE R,
fEFEx, 28BRRER Y E, REBRFLAMLEHRN * 2ER * ##HE%,
g. 3% * SAML * #E,
4 * WARFBESTHIE URL* , i% URL BI7E * H % 3 SAML BRZiEP * TH#El,

. ¥ %] StorageGRID BB RNE, AEK URL MR SE/ERN * BIVNAREFZM * WA * XS
TCEIE URL* FE&HR,

2. AN EET MBS TTHURE URL #3F SSO BELEH#TARE HMFTEEE /G, 187E StorageGRID Single
Sign-On TUAE L% * R1F * -

THESMEETRE SAML TTHHE
fR17 SSO BcEfG, ERILLA StorageGRID AR MEET = TH SAML JTEIEX Mo
HENEETREEUTIR:

1. NBIET 2&FE StorageGRID .
2. AR BB > IAREH > BRER .
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3. EIFIEH L THILEET S/ SAML TR,
4. R1FE _L1E3) Azure AD BIX 1,

¥ SAML TR L E RIS VRN REF
78 StorageGRID BIET A T SAML Fe#EX /G, £ Azure AD FHITUTHE:

1. 3&R[E1F) Azure I,
2. WMV AREFEEUTTE:

()  cowmERs - CUNBRS " REAEEE NSRRI BEE.

BRIV RIERF Y EIEDTE.

B FENER*KEN T (RIFEERIRECENE) -

BB RERIE,

ek SAML F2&.

. JEFE * LT HIEN M * 1%, ARERAENEET R TH SAML THIEX o

fomExHE, & ®EF*, AREE X UXAER, ERREZIER SAMLIRERSERT
Ho

3. BRI P BHITIRGE FAVEEN WS M NAEER.

T 9

e o

7 PingFederate EIRARSSIRME (SP) &

BB LUE A PingFederate NRALHFHENEET =R IRSZRMEE (SP) &Eix. EMMHR
332, EFEEM StorageGRID § N\ SAML TR,
ERENINE

* 8B StorageGRID ELERE RE R, FHiEIFET * Ping BXFB * /E8 SSO HE,

s ENREESNESERNE EEEFET * WaEER * . BEEN FRVEET,

* BRERASRPENEET SR * SPERE ID* . SR LITE StorageGRID B R ERITE LHNEETRIFAER
RPHEIXE(E,

* BENRSGFHENEET R TE * SAML TR * -
* {87 PingFederate AR5585 82 SP EENEK.

* &8 B https://docs.pingidentity.com/bundle/pingfederate-103/page/kfj1564002962494 .html[" (EIERZBE
$5/) "M PingFederate AR5388, PingFederate SCASHR 1 T ¥ 4ARY 50 535t BAAN 5 BR,

* 8B\ PingFederate RS 25MEIE RAR,

KXFIAES

LU BAESE T W{alE PingFederate ARS328 10.3 hRECE /9 StorageGRID BY SSO #1127, WMREFRNE
HhRZAEY PingFederate , NIAJEEEEFEE XL, BXEARAHIFHITER, 1520 PingFederate fRSS
2330,
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5Eh PingFederate FAYATIR S5

LI E AT StorageGRID B SP &2/, #51E PingFederate PTEplAiRFHESS. ECE SP E#EAY,

TR ERAXERERMHRIER,

BB EIETZ EZF[Data -store]]

NREARBNREIEFMERE, 5R PingFederate ZE#2% AD FS LDAP fR5528, EREGEFERNERNE BES

7E% & 7£ StorageGRID A,

«* A~ B (LDAP)
* * LDAP 22! * ;. Active Directory
« * ”HBIBMR * ¢ 7E "LDAP Z#HFHIEM " MK LA * IR GUID* , BEAWERfR.

BRI IR 28 [password-validator]]
MR AR BEZILERIIER, BEEIE—.
« *RH . LDAP AR REREEIRRIIEES
* C BURTERE ¢ . ERIERIEEURTEE,
« * JRER * : HN LDAP Fp9=E (a0, DC=SAML, DC=sgws) o
s * JEEGFEIESS * . sAMAccountName=$ { username }
* *SEE Y T
B ZIdPi&Hc23 3L 7 [adapter-instance]]
AR ARG IdP EECESLG, BB ILESEA,
1. 5%ZE * BRI * > * &A% * > * IdP i&Hg8s *

2. 35%4%F * BIERFREAI < o

3. ERENAF £, %R * HTML R IdP &Ec28 *

4. 7£ |dP EEREEI K £, %R * [ " EIEIIIERR " RINFT,
5. & BIEERIIER BB,

6. TEALRE MRk L, 7 * A& *EEF * AP E * B
7R RE

BIERSNERIED

NRFEREE, BEIENRAEZRIEF,

1. ®BE g2l > SRNBBEHIES * .
2. BIEHSNE RIS,
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£ PingFederate HAl%E SP &%

£ PingFederate H161/732 SP iE#ERY, RIS AM StorageGRID NEIET 2 FHAY SAML TR, THIEX
HESEREENTFZEEE,

&7 StorageGRID 2N ENEIET REIE— SP &%, UERAFPITURSMERE
()  sEmsm, mELTHBNRE— SPIEE, AR, 15 slREM SP & SRR
HAE,

WEHE SP ERERE

—_

- RECVARER > ER > SPER

pris Il cllFE E -

PR * RIS EEE AR

PEFE * N5iEE SSO BB * Ml * SAML 2.0* 1EAMIN.

> w0 D

S\ SP TR
1. ESATHIEET R b, 58T X,

2. EERMNEET HAM StorageGRID A& RTIE FEAY SAML ToHdE 4,
3. BEETHIBHELUNENE X £ EMEE,

BYEINEERISE(K ID FIEZE R FIGE N StorageGRID SP iE# ID . (1§30 10.96.105.200-DC1-ADM1-105-
200) . #7s URL 2 StorageGRID BEET =M IP

4 T T

FCE IdP 3 ¥328 SSO

1. MNEE2E SSO IR, 4% * BECE N Y28 SSO*

2. £ SAML EEBXHEI£ £, %% * SP B5hey SSO* , * SP #J%4 SLO*, * IdP-Initiated SSO* #1 * IdP-
Initiated SLO* 1%,

3. &EEFE*T—H
4. 1E Assertion Lifetime &+ £, F#HITEMAEXN.
5. EHISOIEEM R L, K - iLBMS0IE * .
a. TESPIREHET R b, %&8F * RE
b. EEMEREIET R L, A * SAML £& * fFARMERIUNRENNKRIEE Z &
6. XTI BAE, BERF * BbR * LUBBRAKRERE urn ¢ 0ID,

BRETIEAC2E L1

1. ESMRIERMRENET~ L, %5 * BREFIER2FSEA * o
2. EEACRSRBIATR b, W SAceE Ll BE IR,
3. FERRGYFRETIR b, WF - MBIEEMREPRREMEN * .
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10.
1.
12.
13.

FERWRN AR SRR R £, @& * RMEER *

EERFMEEDIR L, REPEER FHikiF SEFE EERM.

7 LDAP BR#EZTED+ L
° BN\ * E7Zx DN* , % DN M 51&7E StorageGRID # 5 LDAP AR5 28 I NI BT 2 ITED,
° WFHEERTEE, FEEFE - Fi .
° WFRMRE, R * WK GUID* BEHAME,

7E LDAP Z#HIBMRIGEEIATR £, 7 * WK GUID* Bk * Base64* o

7f LDAP ffi&es it~ £, BN *o sAMAccountName=$ {username} *,

FEEMERETIET R L, WERETHYIRAIEE * LDAP (attribute ) *, FAEMETHIYIRAIERE * IR
GUID*

BEEHRERIER,

FHRFERERIERED £ L, &% * 1k SSO F5 *,
EEMEHEE " T " -

priic

EREMNRE

1.
2.

o N o o b

7£ * SP Connection* > * | %128 SSO* > * MUK E * EW £ L, %TF * EWMNIEE * o

7£ Assertion Conset Service URL i&II& £, X% M StorageGRID SAML JT#IES NHEINME I TFHE
, A*E*; XFiHs URL, 9 /APISAML IAR )

- 7£ SLO ARS5 URL &I+ £, #52 M StorageGRID SAML Tt#ES ANBIEIAME (* BEEMR * RAGE,

IAPI/SAML 733" RRimm URL o

- FERVFH SAML PE IR+ £, BUHERE * B *# *SOAP*, XEE*ARH *M*EEM * .
EZREBETE LRIk * FEX Authn IBRER * fl * AR IS TR * Ei%iE,

- TEMZERBGE £ L, X,

. BEERMEHER * TR UREDEE.

. BEREHIER * 5T LURTENHSS SSO ’E,

FCERRE

A w0 DN

- M SP EZEIFH, % FiE o

MEIRET R, & EERE
T EEERIED BERIEHF N
TR T 1RE - EEERWIERE ¥
a. EEERIET~ L, %&F - EEUEBIE *
b. EFZWIEIEFHEDN £ L, ETEM StorageGRID SAML Tt#IES ANNEZIEBER.
EERERSH LR © RF * LURTF SP &
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BIZEHEMh SP &

%EJLXE%'J% —1 SP &R, UEANMBIHNENEETREIRFERN SP &, ErRIUNE A LEfHT

@ ﬂﬁ"’éﬁﬁ“ﬂ;,ﬁﬂ’\] SP EEEAMEEMNILE, BEFAHMNEAEID, EARURL, & ID, &EEE
R, ERIIEFRIP, 0 SLO MR URL o
1. %88 * 180 * >~ B * AN WINEET S eIEYE SP EEMEIA.,
2. MNBIARER ID FEREM, AEEERE*
3. EERSEET R M AT IR M4
a. J&F * 1B1E > ERATEIEER *
b. 74%E * EEXH * H EETEURE,
C. ;‘®EFEXT—F*,
d. %8 * R17 *
4. fRERBTEMKRERAMSHAVEIR:
a. IEFIER.
b. %% * ELENIYi2E SSO > FLEM S CIE > BMER * o
C. MiE% *urn : oid* 9% H,
d. &FE*REF S

PRERER

MREFBREEAER “’*i (SSO) Ihek, WAILAZALtINEE, BAKRARERE
» ARTRERRARMEKE

ERENNE
IR REIRREIRIE S50 Web 145

* BRBRFERIARINR,

TR
1. %8 * BB * > * ipniEs] * > BRER

AT 2R Single Sign-On T,
2. 8% B R,
3. EEREF
LR REETR—RESHHES, BRAMARIERTUER,
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A Warning

Disable single sign-on

After you disable S30 or switch to sandbox mode, local users will be able to sign in. Are you sure

wou want to proceed?
o

4. B HWE

TREFE StorageGRID BY, &7 StorageGRID ERMHE, EiaNA#oELE StorageGRID FF
AR &FEE,

IR EAHEMEA—TEETRNERER

NRERER (Single Sign-On, SSO) RAFKREMIE, ErIgELEZERIINEER
25, EXMBERT, BAUA—IEEDRIGRNZAHENHRFHE SSO . EZ2AHENR
F3 SSO , w7iARTI mBYaR< Shell o
BEENRA

s EBRENIARNE,

* I8BE passwords. txt X{.

 IZENE A root B RIS,

KTFULES

AN—1MEETREMA SSO &, ERILUAAH root BF S HERFIMSEES. BRI StorageGRID AHRR
, BRI AR EMERT RBar< Shell T EET R EEHEA SSO.

J— MR AR SSO FAPMMEPEFARMERT M0 SSO WE, MK ERENE A
(D) RmELH* BA SSO* BHERRIBPETRS, H#EAFEIEN SSO REMBRITE, B
S EHTER.

g
1. BRIEET S
a. MALTF#%: ssh admin@Admin Node IP
b. %I\ passwords . txt XHHFIHAIER,
C. BINLU e E] root © su -
d. 3\ passwords. txt XHHFIHAZER,

Pl root AR BHEREY, 1R FTBM$ B2 # .

—

2. izf7LLF8<: disable-SAML
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L ER—%EL, IBHm<EA%R this Admin Node only .
3. HIAEZH SSO,

ET—%HR, BrTRLEBAERER.
4. M Web 55 881A 1R E—EIE T = LRI EIEER,

WE, BFEXRA SSO, BERMIEEERETRIHE,

S. fEA AP & root M Zsi root AP HIZIZE R,
6. NREHEFEEFEIF SSO ELEMIRATEEA SSO :
a. R~ BLE * >t ihEEE > BRER
b. BN ARIEMTITEIAY SSO K&,
C. &R RE

M Single Sign-On TIEERE * 77F * K BohNENMIEEFHBH SSO .
7. NRERFELEHMEREZHRMEEERMIGNZEA SSO :

a. JITEBERITHIERIES
b. &4 * 5 * , AEXANBERESR.
C. EEETRLEHBA SSO ., EaHITUTE—DTE:

* IBITUATES . enable-SAML
AR ETR—FER, F5Ham<iEMAER this Admin Node only o
HINERHA SSO .
ET—FHR, BRTRLEEARRER.
° EFTBSIMETI R reboot

8. M Web R%E28H, ME—BETRIFRMIEEES,

9. HIALLETRE 2R StorageGRID ERITE, HEEKBAN SSO FiEA GBI A M EIESS,
BEReKE
BIRIEH
XFRLIUEH

ZRIEPR—NNEEEE Y, AT1E StorageGRID A2 (8] LA StorageGRID A%5
SMNERR G 2 BIBIER 2 FEREE.

StorageGRID FAMMEE N L LIEH:
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* (£ HTTPS EENHRE * IRSB|[IES * - MSB[BIEBBATEZFFAIHNRSB[BZERIREERE, AE K
WIEARS 2RI S D H NBIER IR EEERIZ. RSFNEF IRHE —MEBEIE,

* BRIRIER * MRS ENE P RSB S B HTEHIIE, MMRELSIRERAENER NS NI
IE FFAIRIERB A BIREITINE,

HEFIRfER HTTPS EZEIIRSE, IRSBEEABRESAE BRHIRSS[IEBHTMN, TP @SRk
SRERSHIIPFRIA ENEZH#ITLEERRIIELIER. IRERNER, WEFHREREENAE BB
5iRSBHRTE.

StorageGRID FfERLLEZIIRSS 2 (Flalf BT HEinm) SHEMEENEFE (620 CloudMirror EHIBRSS

o

* BRIAAE CAES *
StorageGRID & — 1ABIEBMANM ( Certificate Authority , CA) , RITERGZTEEHA E] 4 AR
CAIEF. BINBERT, FEAMME CAIEBRIFNEL StorageGRID FiE. IMHEPRMENE (CA) BTLUXSE
SRGAREETEENBEESGERHITRIEER . BAKAIUEIRESIFEHRERME CAIED, BEE
RS, REMEZSERBINPERMANMEZNBEIGES, I, EZFHEEPNARLERE, BFRE
WX

* BEX CAIEBA=MFRARASIES; B2, BEXIEBNENIEARS B EZMIEEIEF.

* FIE BENIEBEBRIVHE AFREN IRSIZIER.

* StorageGRID Z##f CA FHNEBRGE— M XHFF (FFH CAIERE) -

@ StorageGRID EEIETEFTHE WM& _EAERIAVR(ERSE CAIER. TEIFIREP, BHFRIEE—TH
SMERIEBIMANEERZBEEXES, UWEERERS CAILER.

RSN EZ A IRERBRENTREISMHA L. ETRERAZA, BRESEFE StorageGRID ELEFIH
HIFRBIEF.

R EIUEH
ERILIE—MUIELIRB XA StorageGRID IEBRIER, URIEAESMERRIEE TIERNTERE,

1. £ Grid Manager &1, %% * & *>* {2 *>*iEH >,
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Certificates

View and manage the certificates that secure HTTPS connections between StorageGRID and external clients, such as 53 or Swift, and external servers, such as a key management server (KMS).

Global

Grid CA Client Load balancer endpoints Tenants Other

The StorageGRID certificate authority (“grid CA") generates and signs two global certificates during installation. The management interface certificate on Admin Nodes secures the management
interface. The S3 and Swift AP| certificate on Storage and Gateway Nodes secures client access. You should replace each default certificate with your own custom certificate signed by an

external certificate authority.

Name Description Type @ Expiration date @ =
Secures the connection between client web browsers and the Grid
Management interface certificate Manager, Tenant Manager, Grid Management API, and Tenant Custom Jun 4th, 2022
Management APL
Secures the connections between 53 and Swift clients and Storage
G Nodes or between clients and the deprecated CLB service on Gateway
S3 and Swift API certificate Custom Jun4th, 2022

Nodes. You can optionally use this certificate for a load balancer

endpoint as well.

2. IEIEBNE EEE—NETR, DIRENE XS MEBE
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bijﬂEJ %Iﬁ—ﬁo

ARESHBERIRE. RAEEREHENRIE

o * ¢ HEM Web X 528N API Z Fimifia) StorageGRID &2,
o * A& CA* . {RIFPINER StorageGRID FREMNZ 2,

o

o *FP
*ET&*-
THETS

)__LI.LuJ* .

RIPIMIBE P IRS StorageGRID Prometheus $3EE 2 (8] 89EZ,

* T ERRIR S ¢ . FRfR S3 # Swift %S StorageGRID faH F#ias 2 BRIEEL 2,

ZNg=y

RIPEEHFEIEPY StorageGRID E#%,

D RIPSEMEERSSFEIM T ERZiHRE S3 FHERRIER,

IR, FRME T HEREMIERIFAE BV,




£
XL FIF BRI HIFRM Web 35528 AR MR S3 #1 Swift AP B P i8] StorageGRID HI&Z L, 1E&iEHA
i8], StorageGRID IEBMANMRIEERFNEBIER. RN RELREFERHIMNBEBMAN]
MR BESEH,

s [BIREEPR]: HBEREFE Web )% 285 StorageGRID BIEREMNIEEZERZ S,

* S3 Al Swift APIIIEH: RIPESEH#ET R, BEDAMNXTRNEF G APl EiENEE, S3 M Swift

B P URN RIEFEA XL ERE FEMNTEHNR R,

BXELENE/IIPNEERE:

* FRER L IERRR, AR SATEEIEREE,

* [e) R
**EE . BEXTERI. + ATREMNBRZ 2N, BNEAERBENIES.
* *ZHAREE . MRERRANES, WASEREIHAEER.

&L

* RENERE A BIMHERMANEEZNEEXESR, UIREMELSME:
° BifH StorageGRID £ HEIAEEZOIEY BT MIESESNEF EERERE,
o Eifr S3 7 Swift APIIEH BFEET S, CLBIRS (BFER) MaHTERES (Ah%) &,
* FRIVAESEEZOIED,
* ERBRIA S3 #1 Swift API IEF,
* ERMAE RN BEEZBEEOIER.
* EHIETE EIEEONET 3¢ S3 1 Swift AP IEF,
PIt& CA

o M1%& CAEFH StorageGRID IEBIAHAITE StorageGRID L HAEIAE R, RIRIFFTERER
StorageGRID £,

IERE R EEIEBRERBMIERRS.
EeI Ll EFE T EHMME CAIET, BETEENRE,

&P

&P HEBEINREBMENGER, AFRIPSMISETAS StorageGRID Prometheus $IERE 2 &
.

IERERFHETEREFPIREBHE—1T, BTHETIIEBEE AT Prometheus HUEE171R LAKIE
BEIHAE HA.

FAEI DN

* EEEERGTIYE FimIER.
* EFE—MEBRMUBRTIERFAGEE, ERUEREPRITUTRE:
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° BREFIFERBRT,
° I&E Prometheus AP,
° HEHEBIRE P HRIER,
° BRI THEF WIEH,
° fHIBRE P IRIE,
©RAF RME  DURRIAT RiE, FOIIEE MIPR BPIRIER. ERZAILLERE 10 MEFPHIES, HES
*AR20E >+ HRR * —RIIBRX LT,
AT HraRinm
TR S P EREEMM, BTRP S3 M Swift EF IR ZBIAEZEUNMXT SMEET = LM
StorageGRID $1 & F #1238k

AHFESRERANS I EEENAHTERERBE—1T, ATREREREEER2RE S3 1 Swift
APIIEREBEX S ETFESmRIEH, i, E2ERSMEBREHRE.

() ABSESFRMNERTTERERL 15 HHA EuBTREHA,

R
CERE—MESEMUTH—MISBATE, BPOAEXARTERRSNES, QELEPHAE

* 4 FabricPool $§7E 1 & F 7 28 ik s o
s FERE=2E S3 # Swift API IEF MARERFTEY 1 8 Ffigsim =i,
Tenants

PRI LUER SMEEIRS SIS X FEARSHAIED UHRRES StorageGRID BIEER £,
HRXRFNEMAPEE—1T, ATHERENMIPEEENERECHNE N RETERS,
&I

* EER— AR RIS REIEF EEEE
* EREPZMUEEEFP BMEKSIFEER
* EFAFBRMUBERAFERSFARES
* ERIRRRHAEEE T 8RS iR RIS
Hth
StorageGRID SR EMZ 2 BATHEEN, XEIEBIZENGERNTIH, ERESIEREE:

* BHEXEIED
* SFEBIES
* ZREERSE (KMS) IEF
* BRERIED
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KMS setup

Create a StorageGRID
client in the KMS

Obtain KMS details:

¢ Host names and port

s Alias for encryption key
e Server CA certificate

* Public client certificate
e (Client private key

Add KMS to Grid Manager
for a site or group of sites

Poweron

or reboot?

Appliance setup

Enable node encryption in
Appliance Installer

install appliance:

e Disks are encrypted
with data encryption
keys (DEKs)

* DEKs are encrypted
with temporary key
encryption key (KEK)

Deploy appliance asa
node in StorageGRID

Has a KMS

been configured for
the site?

Appliance receives KMS
configuration

Appliance connects to
KMS to request key

KMS key replaces
temporary KEK

Appliance is secured by
KMS

MEERTRT KMS IgBMIREFREHITHIT, B, EAMREREENMNMRETABATRMEZAIHZE
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v
Data Center 1 Data Center 2 Data Center 3

il ||HH| HS
] |

- Appliance node with node encryption enabled

X Appliance node without node encryption enabled

- Non-appliance node (not encrypted)
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Key Management Server

If your StorageGRID system includes appliance nodes with node encryption enabled, you can use an external key managemeant server (KMS) to manage the encryption keys that protect vour StorageGRID at
rest,

Configuration Details Encrypted Nodes

You can configure more than ons KMS (or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manags the keys for the appliance nodes at a particular site.

Before adding a KMS:

» Ensure that the KMS is KMIP-compliant

= Configure StorageGRID as a client in the KMS.

» Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For complete instructions, see administering StorageGRID

‘+ Creata || # Edi || @& Ramove
KMS Display Name © Key Name © Manages keys for © Hosthame © Certificate Status ©

No key management servers have been configurad. Select Create

2. R QI
R ERARINZAEERSERESHE 1 (AN KMS FAER) .

Add a Key Management Server

0 :

Enter KMS Upload Upload Client
Details Server Certificates
Certificate

Enter information about the external key management server (KM3) and the StorageGRID client you configured in that
KMS. If you are configuring a KMS cluster, select + to add a hostname for each server in the cluster.

KMS Display Name @
Key Name @&
Manages keys for & - Chonoss One - v
Port © 5606

Hostname @& o

3. 7§ KMS F{&7E1% KMS FEZER] StorageGRID B RGN TER.

FEE Description
Kms EREHR —NERMER, PIEBERRL KMS o 4N F

12 64 MFRFZIE
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FE Description
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5, EEE— .
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cOERL r NREEFERIE R TH EREIA
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[RIEINEER, MNREF KMS BEEERERE

IIEEIR.

Port KMS fRSS2E A TEABEEERENDIY (Key
Management Interoperability Protocol , KMIP ) &
=00, BRIAJ 5696 , BN KMIP tRimM,

ENH KMS BY5E2REERZE IP ik,
*ED *IRSEIEBRY SAN FEMIME S EELL
2b%i NRY FQDN B IP $itik, &0,

StorageGRID RF;£1E#E] KMS 3§ KMS &58%
FEFR B RS 280

4. MNRIEEARZE KMS &8, FEEMS 4 AERPHNEMRSFBARMENR,
SHvirs =l S A
B2H: LERSI[UIED
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Add a Key Management Server

o—0

Enter KMS Uplead
Dietails Server
Certificate

o
Upload Client
Certificates

Upload a server certificate signed by the certificate authority (CA) on the external key management server (KMS) or a
certificate bundle. The server certificate allows the KMS to authenticate itself to StorageGRID.

Server Certificate &

ERIEFEXF
LB B RARSS BIE BT iz

EBrowse

=1 3



Add a Key Manag

@._

ement Server

(2] 3

Enter KMS Upload Upload Client
Details Server Certificates
Certificate

Upload a server certificate signed by the certificate authority (CA) on the external key management server (KMS) ora

certificate bundle. The s

arver certificate allows the KMS to auvthenticate itself to StorageGRID.

Server Ceriificate @ Browse k170vCA pem

Server Certficate Metadata

Server DN:

Serial Number:
Issue DN:

Issued On:
Expires On:

SHA-1 Fingerprint:

3. i F—b .

£3F: LEEFPIKIED

EARMEZREERSHEASHNE S D (J:T?%F"”“ ) B, BN EEFFIRIERNEFIRIERE BAEH.

B P EIEHRIF StorageG

g
T M*FE3 (EEER

(C=USIST=MD/L=Belcamp/O=Gemalto/CN=KeySecure Root CA
71:CD:6D: 7253 B5:6D:0A:8C:69:13:0D:4D:D7:81:0E
(C=USIST=MD/L=Belcamp/O=Gemalto/CN=KeySacurs Root CA
2020-10-15T21:12:45.0002

2030-10-13721:12:45.000Z
EE:E4:6E:17:86.DF :56:B4. F5:AF:A2:3C:BD:56:6B:10:DE:B2:5A79

= 1

() wRELEORBIBEGE, NEMEBNTRES SRR ESIETN+ L,

RID @ KMS #1759 5030,

WIER) ¢ H, NREIEAREBRIUE,
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Add a Key Management Server

—0 0

Enter KMS Upload Upload
Details Server Client
Certificate Certificates

Upload the client certificate and the client certificate private key The client certificate is issued to StorageGRID by the
external key management server (KMS), and it allows StorageGRID to authenticate itself to the KMS.

Client Certificate € Browse

Client Cerificate Private Key @ Browse

 omce | oo S
2. HERPIHIERXH,
HEBPR BRE P imiE BT iz,

3. B EFIRIEBNERAERRMUE,
4. EEFAEAN Mo

LB 2T P IRIERBME P ImES T AR AN TSR
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Add a Key Management Server

S

Enter KMS Upload Upload

Details Server Client
Certificate Certificates

Upload the client certificate and the client certificate private key. The client certificate is issued to StorageGRID by the
external key management server (KMS), and it allows StorageGRID to authenticate itself to the KMS.

Client Certificate @ Browse k170vClientCert pem

Server ON:  /CN=admin/UID=
Serial Number: 7D:5ABA2T:02:40:C8:F5:19:A1:28:22:E7:D6:E2:EB
Issue DN: /C=US/ST=MD/L=Belcamp/O=Gemalto/CN=KeySecure Hoot CA
Issued On: 2020-10-15T23:31:48.0002
Expires On: 2022-10-15T723:31:48.000Z
SHA-1 Fingerprint: A7:10:AC:39:85:42:80:8F FF:62:AD-A1:BD:CF:4C:50:F 3:E9:36:65

Client Certificate Private Key @ Browse k170vClientKey. pem

=13 B

o WERTF

MAZAERRS B IRET RZERIER, MRFIAEENYAN, HEE KMS LINEIERBESR, Wi
MR EIERS 2GRN D BAEIERS [/ IE LR,

(D A0 KMS 5, ZAEERSS S IIE EANEFIRNSKIIENER AR, StorageGRID AJRERR
FKIX 30 DA BEIRIE MEBRIKIPRT. EIRIET Web X528 74 BB E HATIAS.

6. INRIERF * RF * WETEIRHEE, BEEHERMAGEE, AREER"HE*
Fan, WMEREFMIAKLK, EAIEESUE 422 ¢ Unprocessable Entity 51z

7 MRFEARFYAEEMAMRINDERE, 185EE * BHERE
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Add a Key Management Server

O—0 0

Enter KMS Upload Upload
Details Senver Client
Certificate Certificates

Upload the client certificate and the client certificate private key. The client certificate is issued to StorageGRID by the
external key management server (KMS), and it allows StorageGRID to authenticate itself to the KMS.

Client Certificate @ Browse k170vClientCert pem

Server DN:  /CN=admin/UID=
Serial Number: 7D5ABA27:02:40.C8:F5:19.A1.28.22.E7.D6.E2.EB
Issue DN: /C=US/ST=MD/L=Belcamp/0=Gemalto/CN=KeySacure Root CA
Issued On: 2020-10-15T23:31:45.000Z
Expires On: 2022-10-15T23:31:49.000Z
SHA-1 Fingerprint:  A7:10:AC:39.85:42:80:8F FF 62:AD:A1:BD:CF-4C:90:F3:E9:36:69

Client Certificate Private Key @ Browse k170vClisntKey. pem

Select Force Save to save this KMS without testing the external connections. If there is an issue with the configuration,

you might not be able to reboat any FDE-enablad appliance nodes at the affected site, and you might lose access to
your data.

] e [ o

4% * BHIRAE * TRAE KMS BB, BRSNS 5% KUS I s, MEAS
()  mECEmE , Ntk EREnSEMES L CERSANBIEETS, E0a
RAZE, (EATBTAB MR,

8. BEMINES, MRHLERFRELE, HEE *HE .

A Warning

Confirm force-saving the KMS configuration
Are you sure you want to save this KMS without testing the external connections?

If there is an issue with the configuration. you might not be able to reboot any appliance nodes
with node encryption enablad at the affected site, and you might lose access to your data.

BR7F KMS B2E, BEXRMNiXS5 KMS 89%E#Z,
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Key Management Server

I your StorageGRID system includes appliance nodes with node encryplion enahled, you can use an external key management server (KMS} to manage the encryption keys that protect your StorageGRID at
rest.

Configuration Details Encrypted Modes

*fou can configure more than one KMS {or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS

= Ensure that the KMS is KMIP-compliant.

= Configure StorageGRID as a client in the KMS.

» Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For compiete instructions, see administering StorageGRID,

| o+ Create | ‘ # Edit | | & Remove|

KMS Display Name & Key Name & Manages keys for @ Hostname © Certificate Status ©
® | Default KMS test Sites not managed by another KMS (default KMS) 10.96.99.164 +" All certificates are valid

2. EFEE KMS IRANER.

FE Description

Kms BRBFR KMS A9 IR M 2 FRo
BEHRR KMS /1 StorageGRID ZF iHHIZRAZE .

BIEMEA 5 KMS xE%AY StorageGRID 555,

It FEE BR4FE StorageGRID b= FIRZFREY * R
Hih KMS (BRIAKMS ) BIBERILES, *

121



FE Description

FHE KMS H5E2PREZ B K IP ik,
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HEPIRES HEQEEﬁE:B, A% CA IE BB IFIEBHHFPRES
B, BEHE, BMEERIEASRA,

* JE. * StorageGRID mJREFEEKIX 30 5 A

BEEFTIEPIRES. ERATRIFT Web 257 8E
EFELAIE,

3. MNRIEFRENRH, FERHE 30 D8, ABRIHT Web H5E

@ N KMS f5, ’fﬁE.“EEEER%%D‘IE_tE’JﬁE%JkMJI-J_LEDJLTﬁEE%DO StorageGRID FJ#EE
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() SREWEHD, EURRRBREEBE,
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Key Management Server

I your StorageGRID system includes appliance nodes with node encryplion enabled, you can use an external key management server (KMS) to manage the encryption keys that protect your StorageGRID at
rest.

Configuration Details Encrypted Modes

‘You can configure more than one KMS (or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS

= Ensure that the KMS is KMIP-compliant.

= Configure StorageGRID as a client in the KMS.

» Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For compiete instructions, see administering StorageGRID

= Create | ‘ & Edt | | & Remnve|

KMS Display Name & Key Name & Manages keys for @ Hostname © Certificate Status ©
® | Default KMS test Sites not managed by another KMS (default KMS) 10.96.99.164 +" All certificates are valid

-

2. MTIETRER, HEHF * BT = * kTR,

Key Management Server
If vour StorageGRID system includes appliance nodes with Full Disk Encryption (FDE) enabled, yvou can use an external key management server (KM3) to manage the
encryption keys that protect your StorageGRID data at rest

-
Configuration Details Encrypted Nodes

i,

You can configure more than one KMS {or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one
default KMS to manage the keys for all appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a
particular site.

MET REB-RYIH T StorageGRID Z4HFEREA * TRMNE * IRERILET o

Configuration Details Encrypted Nodes

Review the KMS status for all appliance nodes that have node ancryption enabled. Address any issues immediately to ensure your data is fully protected. If no KMS exists for a site
select Configuration Details and add a KMS.

Nodes with Encryption Enabled

Node Name Node Type Site KMS Display Name © Key UID © Status ©
SGA-010-096-104-67 (§ Storage Node Data Center 1 Default KMS 41bi...5c57 «" Connected to KMS (2021-03-12 10:5%:32 MST)

3 BERPEMRETRNESR.

5l Description

TIRANE RETRIBT.

REl=E St TEREE: F6E, ERIMX,
Uh e LZETI A StorageGRID 5= BI& R,
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5l Description

Kms EREZ AT =R KMS YRR R,
NRKIILER KMS , IEEFEEFAIE BIETR LRI KMS o

ANEAEEMRSEE (KMS)

%A UID AFMig&ET R ENSIEHTNENRZNINEZANE— D, BE
BEITEAUD, BREUTREESETE LT,

xExlZ (-) RTEFUID KA, FIEERENIRET R KMS ZEfF
EERIPERER -

Status KMS 5ig&T R ZERERRS. IRTREERE, NYEzsE 30
2%41@%&—}% B KMS ECEfR, PJRERE/LO 7 sEEMMERIK

I8N0

COERD  ERARIFET Web ISR REE B A,

4. NIRRT KMS [EER , iFIZBMARR IR o

EIERH KMS 12/EHfiE], K& * BEEZE KMS* . IRTREMSEFERE, WERTRERRES
( administratively down 3§ Unknown ) o

HMRSEE XN F R R StorageGRID £k

° TIANE Kms BLE
° Kms EiZHIR
° RIKE Kms NNZZ AR R
° Kms MNZZ ALK K
° Kms BEATEMN G & EHITIRE
° REEERE
ES AR XX L BERBINAVIRIE 51T StorageGRID Hxd E# T fEHERR,

(D) CHRUBEREMNG, UHREOREGHRS R

IRIBRAEIEMRSE (KMS)
Fan, NRIEPBEMSEIER, EAReRBERmERAEIERSSENRE.

ERENRE
* BEEE HATASERSHNIRZEIANER,
* NREITRIEHFA KMS EmFERiER, WEEEF Bclib=8) KMS BEESET,
* ERERERIIME SRR 211 Web 528,

124


https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/monitor/index.html

p

1.

2.
3.

@B A root 58 R,

Z3

R BCE > w2t > BIREERSE .
R BB EERSHENE, HPER T ERENFIERAEERSS.

Key Management Server

I your StorageGRID system includes appliance nodes with node encryplion enabled, you can use an external key management server (KMS) to manage the encryption keys that protect your Storage GRID at
rest.

Caonfiguration Details Encrypted MNodes

‘You can configure more than one KMS {or KMS cluster) io manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS

« Ensure that the KMS is KMIP-compliant.

» Configure StorageGRID as a client in the KMS.

= Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For complete instructions, see administering StorageGRID,

| & Create | ‘ # Edit | | & Remove|

KMS Display Name @ Key Name © Manages keys for & Hostname @ Certificate Status ©
® | Default KMS test Sites not managed by another KMS (default KIMS) 10.96.99 164 «" All certificates are valid

EERERIEN KMS , ARER * I8 * o

HE, EMREFACERSEASHN *PE 1 (WA KMS #4EE) * PrEdEs.
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A Warning

Confirm force-saving the KMS configuration
Are you sure you want to save this KMS without testing the external connections?

Ifthere is an issue with the configuration, you might not be able to reboot any appliance nodes
with node encryption enablad at the affected site, and you might lose access to your data.

=

BfR7F KMS E2&, BRNIRXS KMS BIERE,

FRZ R EIEARSS2E (KMS)

EREERT, CAERRNMEAEERSS. 0, NRCEEMLESE, UIERS
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Key Management Server
I your StorageGRID system includes appliance nodes with node encryplion enabled, you can use an external key management server (KMS) to manage the encryption keys that protect your StorageGRID at
rest.

Configuration Details Encrypted Modes

‘You can configure more than one KMS (or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS

= Ensure that the KMS is KMIP-compliant.

= Configure StorageGRID as a client in the KMS.
» Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for

appliances that do not have node encryption enabled.

For compiete instructions, see administering StorageGRID

= Create | ‘ & Edt | | & Remnve|

KMS Display Name & Key Name & Manages keys for @ Hostname © Certificate Status ©
® | Default KMS test Sites not managed by another KMS (default KMS) 10.96.99.164 +" All certificates are valid

2. EAFEMFRE KMS RUBRIEIZH, ARERE * kR * o
3. BEEEEWIEERHNEREIL

A Warning

Delete KMS Configuration
You can anly remove a KMS in these cases:

= You are removing a site-specific KMS for a site that has no appliance nodes with node

encryption enabled.
= You are removing the default KMS, but a site-specific KMS already exists for each site

with node encryption.

Are you sure you want to delete the Default KMS KMS configuration?

=

PR BT ¢ o
LEEPRE MRS KMS BCE.
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Proxy Settings
Storage
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Storage Proxy Settings

If you are using platform services or Cloud Storage Pools, you can configure a non-transparent proxy server between Storage Nodes and the external S3 endpoints.

Enable Storage Proxy rd
Protocol HTTP SOCKS5

Hostname

Port (optional)

3. NAEBEAFHEAIREZE N
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o (ANi) WNATEEFIAERSRENEO.
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Proxy Settings
Storage

Admin
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Admin Proxy Settings

Ifyou send AutoSupport messages using HTTPS or HTTE you can configure a nan-transparent proxy server between Admin Modes and technical support.

Enable Admin Proxy o

Hostname Myproxy. example.com
Port 8080
Username {optional} root
Password (optional) T
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Untrusted Client Networks

ITyou are using a Client Network, you can specify whether a node trusts inbound traffic from the Client Metwork. if the Client Network is untrusted, the
node only accepts inbound traffic on ports configured as load balancer endpoints.
Set New Node Default
This zetting applies to new nodes expanded info the grid.
New Node Client Network & Trusted
Default 0 Untrusted
Select Untrusted Client Network Nodes

Select nodes that should have untrusted Client Network enforcement.

Node Name Unavailable Reason
] | DC1-ADMA
1 | DC1-G1
= | DC1-51
I | DEi-52
DC1-53
DC1-54

Clisnt Metwork untrusted on 0 nodes
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Create a tenant

° Enterdetails ——————— C:l Select permissions —————

Enter tenant details
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Description (optional} @
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* " fgdn_or_Admin_Node IP ' @R 2REHZHEET =AY IP it
im0 B wO
* * 20-Digid-account-id" 2 BIME—IKF ID

° IIREEEBIS IO 443 IHRIMNREIERE, BRAZM root HRIKRERN, FEMREERNEA RSP
R ER Y, AR root IFRIEKEAPRNAFNER,

o YNREEITIH O 443 iH0) IR EIR2EFH 2 root A IS E R :
I &% * L root AR B8 F * BB EMRF,

ERM, RETRTEEIRIESE, FNHEKS, AMAFPHEE,

Create a tenant

(:) Enterdetails ——— C) Select permissions ——— C) Define root access

v

The tenant Tenant02 was created.

If you're ready to configure the tenant, select Sign in as root.

Sign in as root I & Spnedin

You can now access the Tenant Manager to configure these settings:

» Buckets Z : Create and manage buckets.
« Identity federation B :configure an external identity source to use federated groups.
« Groups [ :Manage groups and assign permissions.

o Users [ :Manage local users and assign users to groups.

I PR FECEM P MK AV
SRS SEEP EESEPTAENATIE,. Btiim, B30 A XEREF KA B

i, I:I)JJ: 1ﬁ 1:2 E‘Z L}\*ﬁ U‘ill:—'_l*ﬂ)jo
2. BEHHFIHIEER, BEHRITUUTRE:

138


https://docs.netapp.com/zh-cn/storagegrid-116/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/tenant/index.html
https://docs.netapp.com/zh-cn/storagegrid-116/tenant/index.html

MREERANZE ...

im0 443

2 Rim O

BXER

* BRI A
* B S3 P IKFTaRS

ENFEF BYASHE root A3 RYZERS
gN02R root AP WBIEENK, 29, &7

ERBEHNE

WITLUT 8 EZ— ...
* EWRERESED, EF - EP , AEREFEPEMENR  BR

[e]

* £ Web ¥ 5528 imAFEFHY URL :

https://FODN or Admin Node IP/?accountId=20-
digit-account-1id/

° * fqdn_or_Admin_Node_IP_' B@=£EEHBZHEET B IP
it

* 20-Digid-account-id" 2FHF BIMHE—IKF 1D

* EMMREIRESH, EEFE P, AREECZR
* £ Web 8325 ANFEFBY URL ©

https://FODN or Admin Node IP:port/?accountId=20
-digit-account-id

° " fqdn_or_Admin_Node IP ' B@=£RERZXEET =0 IP
Hhtk

°CiRA B HNFRRO
° * 20-Digid-account-id" ZFEFHIME—IKF 1D

&R aeFE Z B BYZSHE root A BT,

* BRERERIINREIEE 21509 Web 3%

* BEARERIHRINR,

KXTFULES

gN5R 7y StorageGRID ZLIEATHERER (SSO) , MM root AR BT EEREIEFIKF . EHIT root A
P55, BRYARTXNEFRSE root R RBVEX S 4H,

p
T%EFE P~

139



Tenants

View information for each tenant account. Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date.
To view more recent values, select the tenant name.

Export to CSV Search tanants by name or IC O\ Displaying 5 results

Name @ 2 Llogicalspaceused € 2=  Quotautilization @ = Quota @ 2 Objectcount € %  Signin/Copy URL @
Tenant 01 2.00GB 10%  20.00GB 100 41 D
Tenant 02 85.00 GB 8506 100.00GB 500 41 0
Tenant 03 500.00 TB 50%  1.00PB 10,000 < [0
Tenant 04 475.00TB 95% 500.00 TB 50,000 —):I |_D
Tenant 05 5.00 GB 500 4 0

2. EERBERENFAF K,
LB, "Actions" IRHE T B AIRS

3. M * M - TGRS, ¥ * B root BH5 *,
4. 5 NFEF K P USRS,
5. 4% * R1F " o

JRAETE K

TR REME P IKF LUERERZM, BERSMRILE, ATHELETaRSSHENEFE
Eoio

ERBHNE

- EREREREITGEIRE S Web K.
© ERBHENBIER,

S

1 ¥R AP
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Tenants

View information for each tenant account. Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date.

To view more recent values, select the tenant name.

earch tenants by name or 10 Q Displaying 5 results
Name @ 2 Llogicalspaceused € 2=  Quotautilization @ = Quota @ 2 Objectcount € %  Signin/Copy URL @
Tenant 01 2.00GB 10%  20.00GB 100 41 D
Tenant 02 85.00 GB 8506 100.00GB 500 41 0
Tenant 03 500.00 TB 50%  1.00PB 10,000 < [0
Tenant 04 475.00TB 95% 500.00 TB 50,000 —):I |_D
Tenant 05 5.00GB 500 4 0

- ERBEREREF KA

ERRRERARIRHIEF ID BREF K.

- MIBTETHIPIRF, %8~ I8~ o

RFIERTFAMERERER (SS0) BINE. HEAKAKREEREBSHEHR,
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Edit the tenant

o Enterdetails ———— @ Select permissions

Enter tenant details
Name @

Tenant 01

Description (optional) @

Description

Client type @
CE
Storage quota (optional) @

GB w

4 RIEREENXETFRNE:

RN
- [ ¢
| RPN
 * {EEEE

S vici =l .7 S
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A IF S FER
WNR1E StorageGRID X iFRM AR A A EHIZ, WAL ESERMNEEREEERT—FER.

g One or more endpoints have experienced an error and might not be functioning properly. Go to the Endpoints page to view
the error details. The |ast error occurred 2 hours ago.

HPAFAUEE " iHR " THEESNMRRNEMHEIRES, HBEHRAESKMNE, ™ &R HEIR "
SIRTEMESMBIEISHES, HERERRENNE, otz € EiFEE 7 RNHEL

Platform services endpoints

A platform services endpoint stores the information StorageGRID needs to use an external resource as a target for a platform service (CloudMirror
replication, notifications, or search integration). You must configure an endpoint for each platform service you plan to use.

a One or more endpoints have experienced an error, Select the endpoint for more details about the error. Meanwhile, the platform service request will be retried automatically.

5 endpoints Create endpoint

Display name @ * Lasterror @ = Type @ = URI® = URN @ =
my-endpoint-2 0 2 hours ago Search http://10.96.104.30:9200 urn:sgws:es::mydomain/sveloso/_doc
my-endpoint-3 0 3 days ago Notifications http://10.96.104.202:8080/ arn:aws:sns:us-west-2:examplel
my-endpoint-5 12 days ago Notifications http://10.96.104.202:8080/ arn:aws:sns:us-west-2::example3
my-endpoint-4 Motifications http://10.96.104.202:8080/ arn:aws:sns.us-west-2:example2
my-endpoint-1 S3 Bucket http://10.96.104.167:10443 urn:sgws:s3::bucketl

() RE—THEIR * JPHNELEERERARSEERESPEEHE ID . MEEERERSRAZRA

LM%FHJH: ID 7£ bycast.log FEA XL EIRNEZFHER.
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148



&P IRIRIERIK

REF RS AT ESSH S3 FHEIR ENLRERRE FRIHRIERK, FWM, MRABEFRSIHEN (
RSM) FRS31ELE, HEHAEFEENTERSZHEEXRS, S3 FFIHEFER/RRK,

BOBERSINS, BHRITUTEE:
T3 - XFF > TR > * W~
2. R IR > FHETR > SSMY > YRS ¢
AIREM AR E B s R FHIR
tlginRfE, FARSBERERVEZEASHREMAE, REBRTBEIAR FR#HTHE. Fl, fTesk
EARERHEIR, REWT:
* AR EIEERRHETH,
* BIREESBRAETT,
* TAFIEE,
9N StorageGRID BEIF]MEHEIR, KERFEIRSZIER, BEIKI.
HMERTAIME, g0, MRMEFRR, WEREFAMENHER.

R StorageGRID BRI AAIMENIGRIEIR, WSEMKEERTMEDEGH (SMTT) REER. EEER
EHIHER, BRITUTRE:
10 3%48F * 55+ > TH * > * [Mgah *,
2 EF RS > HE > SSMF > EH
3. ERMIEE LREMH,
EHHEMETE " Ivar/localllog/byncast-err.log” #%!)H,
ZBR SMT EiRNABPIRENIESEERFRER o
HE BB IR UAEE ST
RKEREEFEERS EENMNRBREF,
eE P BT B R TTEIRSTIC R E AR A K MBS S 5B,

N o o &

HPAUEFRRZMEE, NERHITAUERNEN.

TEEETERSHE

IREMERR R HIEEESTAIRZERS, WEFMES R ERITHEAIRIRIERRL, EFARFIEF
SIRSHB. Blt0, NREF T EIFLNEIE, F StorageGRID TEB R BIRRSHITHNILIE, MrlgEak
IR,

MRATFAAIMENERMEEEETERSHER, WSEMNKERESTHRLSEMS (SMTT) REER.

149



R T aRSSIERAIERE

MR AIFEIERAVREEB S B TR S WOERIVIERZE, StorageGRID B4 AIRERPRFIENHZFE D EL S3 IEKR,
REEFHFLAXEBRERINERIAER, F2&%ERS,

W—PRERIRIERE, X \RY S3 IERHITIEIRK, WMREFRWNEIEEERZINE, NN RENERER
RERSHNER. MRMEMIBEREFLIEM, B S3#BF (FId0 PUT BEXR) &ERKKK.

CloudMirror IEX KRB R FIRER B BARim R MERERIRIMN, FEAXEEKAS RNESIEEMEE S TRRENNEN
BRIEK,

TERSIBEREM
EEETEIRSHNERKBEER, BHRITUTIRE:
1T ®F*Ta
2. %R site > * FEIRS * o
&

3. BEEKREIREER.

150



BRERILELR, FRAELR EHNPLEFET R 88 RSM RS,
Rl ) AR, BMERXEEMET RRNASHEEETATA.

DC1 (Site) &

MNetwork Storage Objects iLM Platform services Load balancer

1 hour 1 day 1 week 1 month Custom

Pending Requests

== Pending reguests
Request Completion Rate @
1.00 ops
.75 ops
Oolops
0.250ps 4
Dops

E 13:55 14200 1405 1410 14:15 14220 14:25

== Replication completions == Requests committed

Request Failure Rate @

QLi0ops
205ops
Q-ops -

13:50 1355 1400 14405 1410 1415 14:20 1425

Replication failures

T SRS T AT ER
"FARSFAM " BRETEAELSR LTTARSRE,
RSM ARS5 ATR RIS T & BRI R RIXBIR A 601 5,

14:30 1435 1440 1445

t..

1440 14:45

14:30 14:35 14:40 1445

ENz TR AR RSM BRSBFET R KL

(RSM BRSS Tt EE I ADC ARSZBIFHETS

MRENER EEZNEE RSM IRSHFET RUIIEE, NZbRBEAREF SRS ENR

R ER.
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NRIEER ID EWER, WSEBR—FES. EALU4EE— VLAN ID 85— VLAN 0, Ha/ld
e BUE *, ARYWEIE D,

2. FF, W VLAN ZO/M%E 0 TR .

VLAN details

VLANID @

203

Description (optional) @

VLAN for 53 tenants. Uses Admin and Gateway Modes at site 1.

Cancel Continue

3. MERE 4kg

RIHTMEPENER EFEEETRMMXTRNABEO. EENE (eth1) EORBEAMEEQ,
BARZER.

1. EFE—IEH S ERIE VLAN EEEINRED,

5190, ERTAERER VLAN EEFMX T RMEETNRNEF mME (eth2) #Oo
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Parent interfaces
Select one or more parent interfaces for this VLAN interface. You can only select one parent interface on each node for each VLAN interface.
Site @ = Nodename @ 2 Interface @ = Description @ % Nodetype @ = Attached VLANs @
Data Center 2 DC2-ADM1 etho Grid Network Non-primary Admin
Data Center 2 DC2-ADM1 eth2 Client Network Non-primary Admin
Data Center 1 DC1-G1 ethD Grid Network Gateway
Data Center 1 DC1-G1 eth2 Client Network Gateway
Data Center 1 DC1-ADM1 etho Grid Netwaork Primary Admin
2 interfaces are selected. Previous

2. JEAE UG

HiNgE

1. BRREHHTEREN.
° YNRFBEELN VLAN ID sgialdtfmid , I5EETNEINERRY * A VLAN I¥4(ER o
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2. JERE

3. &5 5 Nth, EEOETN " SRAMA " TTE EM—MED, HET=MN* WEED -

M AMEOTE *>* ML) o
448 VLAN 30
4mEE VLAN 2O, mlLUOHITIATREMEN:

* X VLAN ID SRirl@ER
* AINEMIBRRIEC,

fan, MRETLIEAXREKT R, WATEEFEM VLAN ZOPRIFRRIZED.
EERUTEI

* WNRTE HA LA ER VLAN 0, MFEEEZ VLANID .
* WRIEOE HA BfER, NARBERIPRZED.
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3
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o BEEREHHITEMER,
6. EERRE*,
fRIFg VLAN 0
&0 LURIBR— 321 VLAN #20,

gN3R VLAN 2O SHAIIEE HA AFER, NEEFEBER. BI5EM HA BHRIER VLAN 20, ARTERH
il]=

B REFIREREEATE, BEERITUTEREZ—!

* [EMIERLL VLAN 2O Z 80, 156 HA A7RIM— N8 VLAN #0,
* BIERAR(EALE VLAN ZOMET HA 48,

* INREMIFREY VLAN 2O S50 07ERNED, 154818 HA B, KEMFREY VLAN ZOBEMIRTIRIEER,
FREMEEORIDEE, ABRMK HAAFRERIBEO. &E, MFRZT = ER VLAN £0.

TIE
1. % *BiE * > * WL * > * VLAN 0 *,
2. FERERBRIEA VLAN EOMNMEIRE, ARG, &7 80E > Mk,

3. EHF * B * HIANERIEE,
i

EBFE VLAN #O#ERZ#EMIER, VLAN #O0HE L2 ER— MR ENMIIER,

EESATALA
EESTAYE (HA) 4:

FEIRZ N EETRMMXTRNERO2 A — s AL (HA) A, R HA
HRRESHZ R ESIE, NEHEROFTUERTIERH,

AR HA4AH?

SR LUIERSA AN (High Availability , HA) B9 S3 #1 Swift Z P imiR = n BMHIEERE, &N Grid
Manager MA P B2 ES 0 B &R,
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B HA A EEEE 9 R ERIHERS.

c BEMXTE, BETASAETERMN HA 28] S3 A Swift ZF iRie s a] I EUEER.

* XEESEET AN HA ArigH 5 Mg EIESMER SRS a T AEE,

* N8R HA A{XE& SG100 8¢ SG1000 i&&F UKRETF VMware T &=, el LURIRE S AERE £
S3 Select HY S3 HF ., BINIE{ER S3 Select B4 HA 4B, {BREREA HA 4,

ST HA 412
I EEINA— SRS RAMET AR REED. EALEAMEME (eth0) B0, EFH
W& (eth2) 0, VLAN EOSEARNEITSABEED.
() % HAE%S DHCP ST 1P bk, MREEGEORMEIZEAS.

2. el E—MEOMFEREREO,. FEOSEMEAD, RIELERE,

3. &P MAE A& RO RERITE,

4. fER] ARSI ES 1 B 10 DB P (VIP) Htohit, ZFimLN FRIZR T LAEREARER VIP #ihiEEs)
StorageGRID o

BXRHA, 52N &7 A%,

radiEnpEn?
EIERIR(ERAE], HABBFRE VIP it 0, XRMARIRFFHNE— M EO. REFEOR
eI R, FRIEMSERTAREM VIP ik, BmEii, FEFRERE, FEORAR "active’ " 0,

B, FEIERRERE, HAARNERRMATLIZEOETY “backup' " . FRIEE (HRIEDD) EOARAA
, BUAZERAXESENED.

EETRHHET HA ARTES
EEETREEENES HAAHREHLFIRS, BHEZE PR > TR _TR
E%&iﬂiﬁ ETEEE HAA * NEE, WFREDELTIHN HA B, ABFEENER HA AF TR
BUAAR -
*CUERN YD HAASRIEREERT R ERE,
* &M HARSFIRFERLT S, XR—1&EMED.
rBERFELEY BEEETSERE HAAE, AANEFoELESaTAY (keepalived ) ARSS.
CCHRE T BTFUT SRR, TEAELT S EEE HAA:
o kTR EREITHEHTFESE (nginx-gw ) ARS.
° FiEM eth0 % VIP OB X,
° TRBXH,

FElRfIR, TEBETIERIFRD HAAR, TR AFEEEEFiRENERNED, W2 FabricPool &
Finry&EHEC,
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DC1-ADM1 (Primary Admin Node) &

Overview Hardware Network Storage Load balancer Tasks

Node information @

Name: DC1-ADM1

Type: Primary Admin Node

|D: ce00d9cB-8a79-4742-bdef-c9c658db5315
Connection state: & Connected

Software version: 11.6.0 (build 20211207.1804.614bc1T7)

HA groups: Admin clients (Active)

FabricPool clients {Backup)

.

|P addresses: 172.16.1.225 - eth0 (Grid Network)
10.224.1.225 - ethl (Admin Network)

47.47.0.2,47.47.1.225 - eth2 (Client Network)

Show additional IP addresses v

EEOAEREN L EFARR?

HAFEE VIP #tRvR O 2EsE . R HA AR ES MEOBEMEORERE, N VIP iR 5Rk
IRFBEE— A ARN&EHEO, NMRZFOLKEHRE, VIPIRBET—MIREMED, KILEH,

AR BREN T

* EEEEONT SR XA,

* BB TV ZEON T RSFEEMT RBNERE DA 2 2.
* SEREOXH,

* AETFESRRSHEEL,

* BRI AMRSEFLE.

@ REEMZONT RINTHINBHRFRI E T ML RIERS. BEfF, CLBRS (BEFA) sMg
EEFRNEF EERRS KB AL ELZ.

WERBIEEERART/LUH, HERERUERFENARFAREEERNE, FEAJMUKEEENEIRTT
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FIREEIBTTo
RARIERR, WRESMARNZOBXRAA, N VIP itz BaiEE] BRI RED.
SNfAIfERS HA 4R?

TR LIERSRI A (High Availability , HA) #B1Rfft5 StorageGRID BIE=n] M ERE
, MATFHREENEEBN,

* HALARI LA MR B i A B R IR U S E R A ERER,
* HAZHRTLAJY S3 A0 Swift B P ikt its ] A HiEEsR,
* R HAAREE—MEO, WA LEEHZ VIP it HERIZE IPve ik,

REY HAAREENMME T SEREERRARSE, HAAAERMHSAIAY. 8 HA AN, ENREMAE
AR5 RIS R B AN O,

P EETR Y SEAETESERS, ARhRMEEERIER EER.
CRXRTIR Y BELETESERSM CLB kS (BEFA) -

HA 2889 & BT SRI0E HA 48
117 Grid Manager c EEEEE (fE*)
e EETS

oE  FEETRATNERO, FEEPIEIENEEETRR
7o

iRt EI2eE * FEETREEEXEETR

S3 o Swift TR AHTE - EES
Az
2RHRSS . R

By S3 B imifaie) S3 Select * SG100 5 SG1000 1&&

* HF VMware BT =

* 7 * . {8 S3 Select BYEEINER HA 4H, (BAREXER HA 4,
S3 T Swift EFiFIAR— CLB RS * MXT =

* E: *CLBRRSBEFH.

¥ HA A5 Grid Manager 5(fAF B4 5 2 AR

905 Grid Manager SEF BIESEARS KN, MAFSh& HA BHIEHETS,
NREREHEEBINERIINSEIRR N GRS, WS IHAMNENRERT RMEES.
SEEETRAATAN, TERITRESEIPDE, ERERSHE, ErUERMEEIESEEIE StorageGRID
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AR,

¥ HA A5 CLB BRSBE S EABIIRS!
CLB RS R EHFEAZTE HA HPASIERTS,

@ CLB RSB ZHH,

HA {ARYED & 1EI0

TEZEGNRATER HA BARNAEG . S METERE R,
EER, BEeRT HAGHRNEED, HERT HA AFNEHED,

Active-Backup HA
GW 1 (Backup)

HA Group 1 VIPs
_L) GW 2 (Primary)
_I—} GW 3 (Primary)

GW 4 (Backup)

HA Group 2 VIPs

DNS Round Robin

I » GW1IP
DNS
Entry

‘ » GW2IP

GW = Gateway Node
VIP = Virtual IP address

Active-Active HA

. » HA Group 1 VIP

DNS
Entry

P HA Group 2 VIP

» GW 1 (Primary in HA 1)
(Backup in HA 2)

GW 2 (Primary in HA 2)
— (Backup in HA 1)

TREETEFFIREN HARERNML S,
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Configuration m& iz 9=

FohFEH HA * B StorageGRID B2, THMERKHi*

* RS ERE

DNS #1& * REREEHE.
* TRE XM,

F5h- EEHA * REDHEZ N HALAR,
- Al HA LA ET BHEREFHLE,
SRR RIS

* =M HABFRE-NTRAFERDR

So BT HAAELE—ITRATFE
AR,

* MIERBREERIE, XAIEBRTER

T Ao

* ZEE7E StorageGRID ZIMCEEH,
s EERPLHENETIRRINE,

* BEEEEE

E1F StorageGRID Z ML EFEH,

ﬁﬁﬂﬁ
* FERPERREITIVRINE,

EEES R AMtA

ERIECER B AM (High Availability , HA) 8, LURMEMEETRSMXT = LRSS
Al R 1A,

ERBEONE

s ERBERE RIS RS 21500 Web | 525,
* I BA root 1581 PR,

* NREIHRITE HA LAhFEA VLAN 0O, NESIE VLAN £, 780 BEE VLAN #[00,

* MREITRIX HA AT =ERTREEO, NEeIZLtiEO:
° * Red Hat Enterprise Linux 3% CentOS (RETHZA]) *:
° *Ubuntu 8¢ Debian (R{ETRZAN * . SIBTREEXH

BIET REEXM

o *Linux (ZEPFEF) *: Linux : MPSFINPLEisREO
o *VMware (LZETHF) *: VMware : @SR 45RO

SIZS A AMA

SIS AMAN, R — IS MEOAHRRARIRFNEHAITAR, A, EF—1EZD VIP it

Uty Bcta %4,

BEOMMEERMXTARNEERTREETE HAEAPRED, — M HAARENERLET /RER—MEQ; 8

B, F—TREEMZEORRILUEEM HA AR ER,

E)ES
1 3&F & > W% > B AL
2. JEFE R
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W\ HA HEVIFAER
1. 79 HA LRIt — P HE— B R,

Create a high availability group

o Enter details C} Add inte

Enter details for the HA group

HA group name

Description (optional)

2. &, WA HAEARR—-ER .
3. B ket v
[ HA A7 N
1 &R S MEOLURINEILE HA 48,

ERVINFEMNITHITHIF, WEMANERFUE PR,

Add interfaces to the HA group
Select one or more interfaces for this HA group. You can select only one interface for each node.

SEAET Q Total interface coun
Mode = Interface @ = Site @@ = IPv4 subnet =2 Mode type @ =
DC1-ADM1-104-96 ethD @ pC1 10.96.104.0/22 Primary Admin Node
DC1-ADM1-104-86 eth2 @ DC1 Primary Admin Node
DC2-ADM1-104-103 ethD @ bc2 10.96.104.0/22 Admin Node
DC2-ADM1-104-103 eth @ DC2 Admin Node

0 interfaces selected
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(D) e VIANEORE, BSE8S 5 9%, EREORTERD,

WERREE C1RYEN
© WIMEMEE— MR,
° BMREN T RER—TEO,

* R HABRTEETNRRS (BEMNREESNEFEES) 0 HARE, BOEREET R LaE

Ho

° WNR HA AT S3 5 Swift FFIRAEHTT HA RIF, FEREET S, MXTRIAE LAED,
° R HA BT EFFARY CLB ARS#H1T HA RIP, 1IB{UEEMX T = LAVEEO,
* IFEERARRETN R LAED, WEET—FERMIR. RARIREL, WRRKEHRERE, Wi

BT R _ERTRET A E R SRl EED T IR MBIBRSS. B, BHOMXTRIEZENEET RIRSREME HA
RiF. A, %ﬁ%ﬂ%ﬁ’dﬁﬁ‘}ﬁ%?ﬁi'ﬁﬁ*ﬁﬁﬂLX?ETJ%E’JFEE@E?FHEO

© MRFTFEFZED, WHERERHKER, TRRTRHETESEER.

Site @ = Node name @ %

Dimda i~ nundeoe (. T I‘\tﬂl

You have already selected
an interface on this node.
Select a different node or
remove the other selection.

A1

Crata CErmieT I LT Rl e W

° IRFEMEONFREIMXSFZ—MEEROPR, NI EERZED,

c MREREBENZOEEEFHS P ik, NI EEFEZZEO,

2. AR Y

HTE LRI
1. HELL HA ARV EROMERED (FEES) #EO.
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Determine the priority order
Determine the primary interface and the backup (failover) interfaces for this HA group. Drag and drop rows or select the
arrows.

Priority order @ Node Interface @ Node type @

1 (Primary interface) : DC1-ADM1-104-96 eth2 Primary Admin Node

2 3 DC2-ADM1-104-103 eth2 Admin Node

@ SN HA ARSI EERSEIRNR, WATEFEEET R EN—MEOFAER
Mo FEgirIiZREMEEET RHIT

FIRFHNE-MEAREEO, FEOZEDEO, FRIFELERE,

R HABEEZMEO, MEROLHIKE, N VIP HIBRZEETRANESMARED, WRZEOLE

HEE, VIPMIEERERTAN T —M&SMARED, KILSSH,

2. IR ARG

i\ IP ik
1. £ * M CIDR * FE&d, LA CIDR RREIEE VIP FW— IPv4 #ilit FIRSITAIFREE (0-32) o
MBI R BEIR B E R ENAL, FI80, 192.16.0.0/226

() tnmEm 32 (HIE, W VIP Rk FEREHEER VIP bk,
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Enter details for the HA group

Subnet CIDR @

Specify the subnet in CIDR notation. The optional gateway IP and all VIPs must be in this subnet.

- . PP TRRILE YO THSNNE Cr( Uy SO -
& e red by a slash and the subnat length (D

A a0aress rolow

Gateway IP address (optional) @

Optionally specify the IP address of the gateway, which must be in the subnet. If the subnet address length is 32, the gateway IP
address is automatically set to the subnet IP.

Virtual IP address @

Specify at least 1 and no more than 10 virtual IPs for the HA group. All virtual IPs must be in the same subnet. If the subnet length is
32, only one VIP is allowed, which is automatically set to the subnet/gateway IP.

Add another IF address

2. 5#E, MREMS3, Swift, BEEHFEFEFHEMEMFRIAEIXL VIP i, ERAN * X 1P ik -
o PIRMALTIE VIP FRIH,

EFFIRNEERER AP FEALMXIGRIEDL 1P ik,

3. Q HA B3I N—1EZ 4 * B3 IP Btk * o &RZ0ILURAN 10 4 IP Hutit, FRE VIP #ATF VIP FM

B ERME— IPv4 tilit, EHEILSEERM IPv4 1 IPv6 Hthlit,
4. EHE * BIEE HALH * HIkdE * 5ER * o

HPHSRIRE HA 41, EIE AT LUSRERBRE P bk,
() =K% 15 9%, WUEX HA AFHIER AT AES S,

[E55 5

YNREMEAILL HA BFTRETE, BEIBR— AR T s < LU E iR DM REE O+ M INE R BIER.
BEEN BB N H T SRR

RIS R A

TR LRSI A (High Availability , HA) fALISECREBAFMRAIREEA , ANSMIERED, ERMERIR
RN E R AR 1P ik,

e, MREBMFFSERHT RIEBIRETE PIEERAXKNTR, WAIBEFEERIE HA 4,
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TR
1TEFRE > WL > S AEAR

"SR ALA " TEZRFAEIER HA A,

High availability groups B i morncb kg

You can group the network interfaces of multiple Admin and Gateway Nodes into a high availability (HA) group. If the active
interface in the group fails, a backup interface can manage the workload.

Each HA group provides access to the shared services on the selected nodes. Select Gateway Nodes, Admin Nodes, ar both for
load balancing. Select Admin Modes for management services. All interfaces in a group must be in the same subnet. You assign
one or more virtual |P addresses (VIPs) to each group. Clients use these VIPs to connect to StorageGRID.

ﬂ ® You cannot select an Interface if it has a DHCP-assigned |P address.
» Wait up to 15 minutes for changes to an HA group to be applied to all nodes.

Create 283 O\ Total HA groups count: 2

Name @ %  Description @ 2 Virtual IP address @ = Interfaces (in priority order) @ %
i ) i 10.96.104.5 DC1-ADM1-104-96:eth2 (active)
FabricPool Use for FabricPool client access
10.96.104.6 DC2-ADM1-104-103:eth2
. : DC1-ADM1-104-96:eth0
S3 Clients use for S3 client access 10.96.104.10

DC2-ADM1-104-103:eth0

2. ERERIER HA AN S EHE,
3. IRIEEEMNRNBRITUTIRIEZ—!
° WERR * 4R4F * > * YRIEEPA P ok * DURINSCMIER VIP st

° SR % 1RF * > * YiE HA A * PIERTARY R RSN , AINSMERED, EeR LA SARINEL
fipR VIP ik,

4. WNRFEEFT * RIBEEIL 1P stk
a. S HA ZARYEEH 1P 3titik,
b. % * RFF * o
C. EE * FERX * o
S. WNREET * RIEHALE * :
a. (\AJik) EFTARRIREKIEEHHEIA -
b. 5, MEARSEUHEHIX LS EAE LURINSMIPRED,
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@ SNR HA AR PR EERSRHRNR, WATEFEEET R EN—MEOFNER
Mo REAPIREIEMEEETRIT

c. E, WALMERATRENMUL HA AN EEOMEAEHEONRERINF,
d. A LASEHTEEN IP ik,
e & RTF T, FAEER TR o

() =K% 15 9%, WUEX HA AR ER AT AES S,

MipR= eI AEA

TR —RBBF— P HZ ISR (HA) H. BR, IR HABHEE — IS M TSRS, WEE
illEREZE

ABLEZE P imeET, BERRR HA A2 AT EFEARRMAY S3 8¢ Swit RPN AERF. EMETEFIRUE
FREMh P ik Ti&ERE, BN, REHENEOEENRRE HA HRIED IP Hntsy 1P s,

p
1 &R EE > Mg >*SelAta .
2. R ERRNED HA AWNNNERIE, AfE, EF - 12F > HRHALA
3. BRILEBHIERE * MIbR HA 4 * LUIFRIAZRIER,

EERFIE HA BERGHBIER. SRIALARE L2 ER—MRERIRIIERE.

EENHTE
Manage load balancing : #fif

BT UE A StorageGRID faE F & IHEENEM S3 F Swift B IR NFIRZRTIERE,
ZlEﬁilzﬁii%ﬁrf%’:4\7?11%%%2[51%511’%%%1ﬁ?%%%kﬁﬁﬁimiﬁ%ﬁrﬁuﬁ}%ﬁ

==0
EEI LB LU R AU B P s TR S T o & T

* ERAAHTERKRS, ZRSLEFEETAMIMNXTR L. AHTHSRRSRMSE 7 BOETE, A%
FimiERHIT TLS K1k, KEBRHARIUSHFRET RBFR2ER. XE2BWNNGHHTENH.

BEN AHTFEHNTFRE—NHTFERRS.

* EAEFANERNHTER (CLB) RSB, ZRSNLZEEMKXTI R L, CLB IRSZREMSE 4 BHHTE
F SRR S

BFERN AHTENIEEE— CLB RS (BEH) .

* ERFE=HAHTEE. BXFAES, BERER NetApp R ARK.
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AHTEN TRRE—N T &8RS

AHTERRSFENNNZERZNE FIENAREF DR EFET R, BREARETE,
WAIE RIS E IR AR AC & S 3 T s im R

BRENEETRENXTREENHTESRRR, HAXETNREBAENHTERKRS. EFRENEFETR
AT RECE R R

SMHTEREREEE— RO, — MRS (HTTP B HTTPS ) , — M EFHEE (S3 5 Swift)
M—MPERIL HTTPS In R HmERSZ BRI, BIHER, LR RIRONAGEERS A
*RBESTAM (HA) HREN P it (VIP)
* BEEETRAMXT R EMLEN
I E RSB
F P LUAREEETARTERRSNEAT R LEENERRR, BERMIS. w0 80 1 443 £EIE
TR R, EfExLss O EEDEris RS R % 15 = LR T 3 TSR,

NREEFRIFMEMBO, WAREERERNREOEE A TESRRR. ErIUERERMRSNGOEIRRR,
BX iR RFEMRRTEIRIE CLB inOFMARSS, MARRAHTEERS. RBPTERHATTIRE BfRim 0 =5
BRETo

@ CLB IRESEZEH,

CPU AT

ERTFET ¥ & S3 Bl Swift MERY, SMEETRMMXT R ENAHTERRSRINILET. BIMLIT
12, MHFTHBRSZHEZIERBHE CPU AIAMESHFHET R, Tm CPU AR ESR/LoEHR—
R, BNERRRSEMEMERN, BMETRIREFIAERN 100% SKREREFAER, LINFREEFEETRDE
&/ NEARNEE,

FERERRT, BX CPU AIRMME SR T AT AR IRSFAITERIIA R,

EEAHTESRER

TGS mRURTE 7 S3 M Swift B P IRTEIEEEIN XM EET = L/ StorageGRID fa
T fr2s By v] LUE A BV O AR i

* BREREREIMNSEEES 25589 Web %85
* & BH root HRAINR.
* NREEFEEFRRNERA T AHTERIERNIRO, WRFESERRS EMIFRECOEHIRGT.

© BELIEITRIERNEASTAY (HA) H, BNER HALA, BFREXRER HAH, FEN EEEAA
M4,

* EFH TR ST FHEER S3 Select #Y S3 /7, FREFEREMEN TS89 IP #iliksy FQDN , AF S3
Select B9H1 & F#E 2Rl 2 (X A IFEA SG100 T SG1000 i& & UKRET VMware BIE 4T 5,

s EEBITRIEAMEM VLAN 20, BE20 BfE VLAN #0,
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* MBEQI HTTPS o8 (2 , WERERSHEBNES.
() ABSESFRMNERFTERERL 15 HHAEUBTRAEHA,

c BEFRIES, BRERSS[IES, EBLTHARAUR CAHRHFE (Fik) .

o BERIES, EFE S35 Swit FFIHATIHRILERBVFFEERZM IP ik, EEATREER (7]
DB o

° YNREER StorageGRID S3 1 Swift API IEP (WA FEEEZIEET =) , WEERKINERER
ABRINEBEPMANEERZNBEEXGER, BESIEE S3 7 Swift APl IEH,

LERA R BRTRNETAR T ERRSHAEEED SAHNMXT N2 RERZ. flw, =~
.storagegrid.example.com’ {8 * IBECRTRT adml . storagegrid. example.com Fl
gnl.storagegrid.example.com. SR ALE S3 AP lmmif &,

ellFE k= e

SMHTERBEREEE— RO, —MEFIHRER (83 5 Swift) M—PREMN (HTTP 3 HTTPS

o

hiE)mES
1 358% * BBE * > * W * > * AHTHBRER * o
2. EF B

MANRRIFAES

1. NI R BFRE R
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Create a load balancer endpoint

o Enter endpoint details ———— O binding

Endpoint details

Name @

Port @

Enter an unused port or accept the suggested port.

10443

Client type @

Select the type of client application that will use this endpoint.

@ s3 Swift

Network protocol @

Select the network protocol clients will use with this endpoint. If you select HTTPS, attach the security certificate before saving the
endpaint.

HTTPS (recommended) @ HrTe

Cancel
FEL Description
Name IR BVER MR, R ERTER T &8 R UERRF,
Port A& FiRSEAEREEET RMMXTI R LB A H T &R,

ERENNIRD SHRMARMMBRS K ERNEFAIMIED BMA—TTT 1
%l 65535 Z [EIRY{E.

NRIN "o 80" L *o 443", MNENXTRLEERR, XEiKOTEE
TR LEFE.

BB MaEEEN BXRINIRONER.

iR BEEALRERNEFIRNAEREE, FJLUE * S3 8 * Swift* o
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FE

PILE Y

2. R R

R ERET

Description
B P IR I 2 1 i mm B 35 BB RO B 1Dl
* & *HTTPS * Al TR LM TLS MFRBE (BN . BIMinE it
B, REFEFRFLIRS,

* R HTTP * AISRHARRENRMEZBS, WNTFIEEFMNIE, BNER
HTTP o

1. Joif ROERSBE MR T LUE S S B9 3711 75 2o

WET
£/ (A

TRIEO

HA ZBRIREHA IP

Description

ERIRAUERT2RES® (FQDN) , EAMNXTREEET R/ IP it
SAEATPNES _EAE] HA 4BRYEEHN IP stk sRifsia] bl =

PRAFREMRFILIERBVEFEIE, SNERER 2k 1RE FRA) .

FiRAE FRETE T3 s Y P A PZE 2 O SR 1R] b i 2o

i

A

B P IRAMER HA HRYEEHA 1P LSRR s o
RENIEAEEREN HAARES, BAIBERIARRERA LUERERE RO

Do

A[ABENHRAFIEORESR, RERIN <& L AERNRH

Do

@ MR SRR ERE—RO, WER * HABREM IP - REXNE A BBEER * TRiEO
*EANER, MIERNEERER * 2/ * RIBRR.

2 MSRERT * HRED Y, BARSKERXBENS M EETNRENXNREE—THS M RED.
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Binding mode @

Select a binding mode if you plan to monitor or limit the use of this endpoint with a traffic classification policy.

The binding mode controls how the endpoint is accessed—using any IP address or using specific IP addresses and network
interfaces.

Global @ Mode interfaces Virtual IPs of HA groups

If you use the same port for more than one endpoint, an endpeint bound to HA groups overrides an endpoint bound to Node
interfaces, which overrides a Global endpoint. If this behavior does not meet your requirements, consider using a different port
number for each endpoint.

DERECD Q Total interface count: 3
Node = Nodeinterface @ = Site @ =2 IP address @ = Nodetype @ =
DC1-ADM1 eth0 @ Data Center 1 172.16.3.246 and 2 more Primary Admin Node
DC1-ADM1 ethl @ Data Center 1 10.224.3.246 and 5 more Primary Admin Node
DC1-ADM1 ethz @ Data Center 1 47.47.3.246 and 3 more Primary Admin Node

3. WNEEERT *HAAMEIL IP * , IFHEFE—PFHZ N HA A,

Binding mode @

Select a binding mode if you plan to monitor or limit the use of this endpoint with a traffic classification policy.

The binding mode controls how the endpoint is accessed —using any IP address or using specific IP addresses and network
interfaces.

Global Node interfaces @ Virtual IPs of HA groups

If you use the same port for more than one endpoint, an endpoint bound to HA groups overrides an endpoint bound to Node
interfaces, which overrides a Global endpoint. If this behavior does not meet your requirements, consider using a different port
number for each endpoint.

Name @ = Description @ = Virtual IP address @ Interfaces (in priority order) @ 2

4h

Searct Q Total interface count: 2

) . ) 10.96.104.5 DC1-ADM1-104-96:eth2 (active)
FabricPool Use for FabricPool client access
10.96.104.6 DC2-ADM1-104-103:eth2
. E DC1-ADM1-104-96:eth0
53 Clients use for 53 client access 10.96.104.10

DCZ2-ADM1-104-103:eth0

4. (NIREGIE *HTTP * Inm, WAFEMINESR. &EF * IR * LUMIMHNARFERER. AR, %3 %

FifEe BN, IBIEEEE * 4k4: * LIMANIES.
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P ANIES
1. MNRBEIE * HTTPS * In =, BEREMINEIZHRNESIEHEE,
LEIERRIERIF S3 # Swift & i Z [EAVERE U EIET M X 15 = L S B 4783 AR S5

o * ERIUEH o MIREE LEBESGESR, BERIET,
o *ERIER * . MREEFERBEXIEBAAENE, BHERIED,

° * 5 StorageGRID S3 # Swift i+ * , WMNREBFHALF S3 F Swift API IEH, NEF LI, IhiiE
PR AFEIEEEIEET =

FRIEE IS MM CA ZRZMZRIA S3 F Swift API iIFREMR N RIMNHERMANEEZNEEXIES, &
M T 7REFI RN, FSWECE S3 # Swift APl iEH,

2. YNRIEKFERA StorageGRID S3 F Swift I, 1B EEHERILIER,
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SIS
a. iR SR,
b. L ERRTRHIBRS SEH
CIRSIIES . PEM BRNEE RSB,
COEBERTE BEXBSSEBERTAEM (. key') .
() ECtRmPBMATRET 224 fil. RSATBUFAFHETF 2048 {iL,
* *CAbundle* : —MEIEX M, HPEERESMPEMLEBMENE (CA) HIEH. it
NS PEM REDEIED CAIEBXHE, FHRIEBEINRFREL,
c. BIF EBHAES * LEEL NS MEBNTRE, MRELET T4 CAR, NEME
BHRBTELE DB F L
© YR FEIES  SURMAIEB XM, SEEIE © FH CABSE * BURTEEBIRLME,
ERIEBX S THME, ERYES  pem REX.

BlEN: storagegRid certificate.pem

R EHED PEM* 5 * &) CA 4G PEM* , RIEBRBE GBI EMUEHT TR,
d wF g2+, + BRIRNHTERIER. BEXIEBAT S3 M Swift TR HESHR ZERFAEG
LERTIERL
ERGE
a. R ERES o
b. fEEIERER:
L ER D BESTEERFH I RE I TERERZ. €A * FABERTRTS MR,
P BEESTEIEBFHN—IHEZSD IP i,
*rEE BB ER X509 THAFFIHPER (DN) o
*EMKRE L QIEBIEBENREKREIER.
C. W *E o
d. 3%E&4F *EBIFAER * IEFERIERR TR,
* R TFEOES * LURTPIERX M.
EEIEBXHRNTHUE, ERT RS pem REFEXMH

fla0: storagegRid certificate.pem

%R EFNED PEM* RIEBARAREHZ A B H#THML.
e EE IR

itlgﬂﬂ%ﬁ']@f‘iﬁslz@i%%ﬁﬁ”ﬁﬁo BEMIEBAT S3 M Swift 2 Fin5 Ihin = Z [BIRIPRA R4HE
Zo
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TERRHYIR(E

1. MREEAHZFRS (DNS) , BHIR DNS B8 —FI2R, LUER StorageGRID T2REHE 5&FFih
BTFRILERE P HIUHAEXE,

£ DNS iZRHHARY P i BUR FE R AN H A TET R 4ERY HA 48:

c NREEEHAA. NEFIREEEEIZHALA R EIIPHILE,

° NREAEAHAA. NEFPIRFERETAMNXT RENEET RBYIPHINLZEREEStorageGRID 15 F 25
e

Ite5h, TR DNS 1IER5|IBAIB L FEN IR RS, SEERERFTETR.

2. 79 83 0 Swift B P iR (HiEE R R PARAESR
© wOS
° STEfREERZEN IP ik
* ERBFIERFAES

EENREHHTERER

TR UEENE N AT EHRERNFAER, BEREERNERTHE, R UEGRANRIEBEER
» FEFEMKEKENER,

EREEENARSEE! (S35 Swift) , IwOZMY (HTTP 3¢ HTTPS)

* BEEEMEMHTERERNESEE, FEEAHTESERIE LR,
a
Name @ = Port @ = Metwork protocol @ 2 Bindingmode @ = Certificate expiration @ =
FabricPool endpoint 10443 HTTPS Global Oct 19th, 2022

* BEEEAXBERRNFIERAES, SFBIEBTHRE, BERTIERRRBEM.
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FabricPool endpoint #

Port: 10443
Client type: 53

Network protocol: HTTPS

Binding mode: Global
Endpoint ID: c2b6feb3-c567-449d-b717-4fed98c4a411
Remove
Binding Mode Certificate

You can select a different binding mode or change IP addresses for the current binding mode.

Edit binding mode

Binding mode: Global

o This endpoint uses the Global binding mode. Unless there are one or more overriding endpoints for the same port, clients can access this endpoint
using the IP address of any Gateway Node, any Admin Node, or the virtual IP of any HA group on any network.

* BiRERR, BERAHTESRRRIIE LR ¥ 12F * RBEIF TR/ AFRE S T,

()  wiEsss, CUERESHKE 15 9%, TEGFHRNERR BTG,

15 (] S B E
YRR S AR a. ErR S X RIS AR a. MRS EUS TIEMIE S,
b. BEIR * $R1E * > * R EEI * o b. MEARRIBER Ao
C. BINFTZ o C. BINFTZ R,
d. 4% * 137F * d. ¥%&§% * R7F *
FIERASERR  a WSS EIE, a. WS EIUS TIEMES,
b. ¥EIR * 1R(E * > * REIEAERT * b IR FELEER
a%ﬁ —— C RIEEEEHHEER,
d. 3% * REEX .

d. gEF * REFEH -
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. MHE W o
AHTFHENITERE— CLB RS (EFA)
X R ERNERAHTER (CLB) IRBSEFA. MWE, BIERMHTERERS.
CLB IREMRAE 4 BARTEME, WETHYE, RARBAERRARBOMBAE, 1§55\ TCP MALES
MNEP BT AR S R HB AR R, SEREFEETAS, CLBRSERINAMEEE, HERERE
BT SANAE T SR A TB, FEERE NSRS, CLB AERMMENARE,
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s ELEE P IR{EAR DNS RSS28. AE P IR TEILEEN P iRt DNS i2R, HHERXLEIZRS I AR
BEXENmAEE, SEEAERTE.

B ELEAMET R, SR AN AN P A SEE S A B I AR P
(i)  4bEE5) StorageGRID . £ T HBEF MM ARFMITEZEIMG, LUEAE DNS BRFE
HIEHRRY 1P sk,
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fEM HTTPS & (BN EEZIMEAIE A ine] LUER U ME—IES:
* ERIAHTERRRNEFIRA U ZERERBESNER. AJUNES M AHTESRERHTRE, IR
A AR RIE R
* IRFFIREZRFNHTERER, BERERIFETRIERERINXT R LEFAR CLB RS, M
BILIEEX 2/E S3 Al Swift APIIEH, UEEMAXNHERRRES,
p
1T®FRE > ML > HE ",

IItB$3% £ 7R Endpoint Domain Names T1E,

Endpoint Domain Names

Virtual Hosted-Style Requests

Enable support of 53 virtual hosted-style requests by specifying APl endpoint domain names. Support is disabled if this list is empty. Examples: s3.example.com,
s3.example.co.uk, s3-east example.com

Endpoint 1 53 .example com X

Endpaoint 2 + %

2. 75 * i * FERPEN S3 APl IR RN TIR. A 4 EIRRIIEMF R,
NRIEFIFRANT, WERAN S3 EIMFEEREIVERRIZH .

3. IR R
4. BRI R RS ST 5 PR A S OLE,
- IR PR A IR R S TR, TS i BT .

° MNREFFIMEEIERSE S3 # Swift AP IE BT B F@esimem, EiEEEIEETagNxTa L
B9 CLB BR%3, BEF=F S3 # Swift AP iEH,

5. ZRINFRERI DNS iER, MHRA RIS sIEZIE R,
¢
WME, YEPIHRFERNS bucket.s3. company.com Bf, DNS IREBRLMBFEEHRNIRES, HEIEBAIRM
HARE i R AT SHA BIE
EESEYS
* f£F S3
* EF IP it
* BES T AMA
* BgE S3 M Swift API IEH
* RREAMHTHRRS
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NEFIRBERE HTTP

BINERT, BERmNAREFSMER HTTPS MAMIGEZIIEET RSlMX TR ELEFRF
FABY CLB fRS5. ERILUEEANXEERZEA HTTP , Fla0fENifaEE == RS,

ERBEHONS
- CRERERTIMSEIR T Web 11k
© EEEREHS IR,

KXFIAES

2B S3 M Swift TP IR BEEESHFETREMNX TR LEFAN CLB IRSZEIL HTTP EiEi, 7tk
tEfESS.

IFFER HTTPS EENE P IRgEED A H T ERRESNEL IR, BEETRILES (AAETUEE R
HEERiEamiENER HTTP L HTTPS ) . BXFHARER, 1%%)"'%‘9&@6%13@24:1&1%% RHEER,

BEEN HE. TREEEN P AR THER HTTP 3 HTTPS EEAIZM# T S BEF A/ CLB RS
S3 1 Swift B isfERRIKO

() HEFRRER HTTP FESKIM, ERERSLRNESRLE,

p
1% Y BB * > * &Y * > * RIKIED
2. EMBEIE S, W B HTTP & * EIR1E,

Network Opticns
Prevent Client Modification @&
Enable HTTFP Connection & 7

Metwork Transfer Encryplion @ AES128-5HA = AES2HG-SHA

3 EEFEREFES
HXER
s ECE A EH TR
* 5 S3
* M Swift
1 VL = iR IR E
1&0] DUZERFR LE R P Um B AR TURIE L4 E R HTTP B imi(E,
BEENAR

i

3
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* BREAERIIMREIERS S2158Y Web il 525,
* BEARERIHRINR,
KFUIES
"FHIER P IRIEDR " RRGUCEIRE, ERAIERPIRESETS, MR HRIELE:
» * S3 REST APi*
° MIFRTFfED ERIENK
c ERIENREIE, BFEXBITTHIEN S3 WRITIEHERIER
@ IRERNERTERTRAERINFED R, iRAEHERENNREE, BPEXNT
PR RITIEHITIED
» * Swift REST APi*
° MFRAERIEK
c EEERIMANRIER, flg0, UUTRIERIEL: PUT BE, WS, <HIEEHRS.
p
1% 8F * BCE * > * B8 > * FARIEIT - .
2. EMBEIE S, P * HIERPIRE - EEE,

Network Options

Frevent Client Modification

@
Enable HTTF Connection ]
(2
Metwark Transfer Encryption () AES128-BHA @ AES256-SHA
@

3. SHE *RIE

EIRMEFEE
StorageGRID RI4& AN
S LIER WIS EIE2S AL E M EIE StorageGRID M4EF11%E %,

BB ECE S3 #l swift FFimiER: T ARINfENERE S3 5L Swift i

184



2RiA StorageGRID W48

BIABERT, StorageGRID XFE MW TREA=TMRNEED, KNMEMREENZ2MLEERAENH
BT RECEML,

BRMEZHIIFMER, BFEN WEEZEN,

PO o £

RequiredM#&M4& A FFREMAER StorageGRID &, E R LIFEMERRIFRE T R 2B A G R F M2 8
BILEE,

EIRRLE

ik, EEMNLEERTAGEENER. cUrIRTEREDAR. EENESEER— T TANS, TFE
TRl R Z B TR,

& FIRZE

Ak, B IRMEE—FARNLE, B8R TFIRMEX S3 # Swift 2 A imcN AEFEAIR], EL MRS AT LU
1TIRBHARIF, TP iR E] S ah@Ed At X7 B R E R F RE I TE S,

N

’ ’i’l\ StorageGRID Mg T REBEBENHDEEINE T NERE— N T AMSEED, Pk, FRHEEHMN

* =PI THRE—THE EREEZMED,

* RS TMETNRESITHNE LER—TNX, HEEZMXOASTRUTR—FMF. RFE, &AL
TER KR SCHEE 2 2RI ER E o

* ESIMNRL, SSERGE —MIERMNEED,

L& EORR
A& ethO
admin (A]3%) Eth1
ERUm (A1) Eth2

* YIRTIRIERLE] StorageGRID &%, NETNEHEAKERL. BXFAEE, BFERNERTERIRSE
AYZR B PR,

s TR BEMRINARE. MRBAT eth2, M 0.0.0.0/0 B eth2 LEARFIHEMSE, WNRKE
H eth2 , M 0.0.0.0/0 &£ eth0 LfEFEMAEMLE,

* AEENRTRIIANEE, ERENETREEET
* AILERRRT R Bl EREEEEENS, UWEEMRTEREZRIREBIHRRERF R H,
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Qipriedm!
AT LA T 2RSSR O B30, SRR ERPARORMNEIEET REMXT R, UERLUER

VLAN [0 [RBETARN BEFREFIRE. 3E, R MNNEERERNIAEED SR (
HA) £H,

EANRAEnRED, HERUTRR:

* *VMware (REFERF) *: VMware © [@T SR Ic4karisia)izEC

* *RHEL 8 CentOS (R&ET=ZAN *: fIETSREEXH

* *Ubuntu 8¢ Debian (RETRZAN *: CIETREEXH

* *RHEL, CentOS, Ubuntu3f Debian (Z&ETRE) *: Linux @ BT RN C

EE IP ik

& o] LIER StorageGRID ZAFENWIET REY IP #ilit, 7AfE, ErILIERAILL IP k@
e LITERIIMET S HRITE AP EIE

ERBHNE
B RSB 1509 Web 43S,

KFIAES
BXRE IP #URIER, BS N MEMLER,

1
1R e > - RS > R v,
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DC2-SGA-010-096-106-021 (Storage Node) & X

Overview Hardware Network Storage Objects ILM Tasks

Node information @

Mame: DC2-5GA-010-096-106-021

Type: Storage Node

ID: f0890e03-4c72-401f-ae92-245511a38e51

Connection state: o Connected

Storage used: Object data ™% @
Object metadata 5% @

Software version: 11.6.0 (build 20210915.1941 afce2d3)

|P addresses: 10.96.106.21 - eth0 {Grid Network)

Hide additional IP addresses A

Interface 3 IP address &
eth0 (Grid Network) 10.96.106.21
eth0 (Grid Network) fe80::2a0:98ff:fe64:6582
hic2 10.96.106.21
hic4 10.96.106.21
mtc2 169.254.0.1

Alerts

Alert name 2 Severity @ = Time triggered 5 Current values

ILM placement unachievable (£

© major 2 hoursago @
A placement instruction in an ILM rule cannot be achieved for certain objects.

SHEWH TLS EEMNED

StorageGRID 24X IF—AHERNEZREREY, BTFiEEmESTE ( Transport Layer
Security , TLS) HFEZIATFE DS FMEMBIINBRS,

ZHFH9 TLS kA
StorageGRID A TLS 1.2 F1 TLS 1.3 IHZFIR FE MK SN EFEMAINER S,

NTHRE—RIIIMNBRGRS, HNERTAISINIRRESERD TLS Bhdo MFIRATFHFE S3 5L
Swift & F iR A2 PERRNERETIR.
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@ T)J\iMH&Z!S, 9, BIAMBEIEN MAC BEF TLS ECEIXTITE StorageGRID AAAECE, U
ENXERERHEENK, BEKRER NetApp EF K.

LI TLS 1.2 BREH
FTHELUT TLS 1.2 ZiBEH:

» tls_ECDHE_RSA WIT_AES_ 128 GCM_SHA256

» tls_ECDHE_RSA WIT_AES 256 _GCM_SHA384
 tls_ECDHE_ECDSA_WIT_AES_128 GCM_SHA256
 tls_ ECDHE_ECDSA WIT_AES 256 _GCM_SHA384
 tls_ ECDHE_RSA_ WIT_CHACHA20_POLY1305

 tls_ ECDHE_ECDSA_ING_CHACHA20_ POLY1305

* tls_rsa_and_aes 128 gcm_SHA256

* tls_rsa_and_aes 256 _gcm_SHA384

HFE0 TLS 1.3 BEEMS
LT TLS 1.3 BEEH:

 tls_aes_256_gcm_SHA384
* tls_chacHA20_POLY1305_SHA256
 tIs_aes_128 gcm_SHA256

BRI

StorageGRID A%fFERZRE &@ ( Transport Layer Security , TLS ) RIFMETRZ
BINRNEHTHEIRE, MEERNZATATIZE TLS AT MEMET 2 Z BT HEIREM
Bit. ISEFASEMEIENE,

* MRERERIIMEEIRER 211 Web %
* BRBFENIARINR,

XFIAES
QJUM SE, MEEAmMNEGER AES256-SHA Bk, b5, ErILIER AES128-SHA BUAFHZ R E TN

I_LIO

g
1R~ BE * > * R4 " > * PRI * o
2. EMIETNEED P, BMEERMBZBENR N * AES128-SHA* T, * AES256-SHA*  (ERIN) ©
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Network Options

Prevent Client Modification @
Enable HTTP Connection &

Metwork Transfer Encryption & 0 AES128-SHA = AESZ2E6-SHA

3. M RTF

?77 Egiﬂﬁry = ( QoS ) HE;':: ’ @‘JMQ‘JEMEQ*%B%;ELm'ﬁﬂﬂﬁ §$ﬁ¥§25"]@2§
mE. XELIREBTIRHIAEITRE,

MED XN AT MX T R BEET SR StorageGRID f & F#28RSS LR, ECIEMED LKL, &
MBI EH TR in <o

TLECAR I
BIREDKERRBLEES —PHSPMEEMN, BAFRREUT— PRSP EAEXHINERE:
* FED R
* Tenants
* TR (BEEFIHH IPv4 FR)
* iR (AETERER)

StorageGRID *E?E%JJ'JE’JE*T"*?:%%E%qJEHﬂWJIEEEE’JMEO S5EARRERIN AR EFIREY
FRIZREREE, Bk, ERILUKENNKTERRREE SR ZIMIFIE R E.

MERS!
AT LURIE LA T 2N R E PRS-

ol

* PHREEHR
c REFTEAR
* FERIFEUER
* HEABEANIBEKR

* BMIERIIHE

i

BMERNTRAE
* FEUBKIRE
s G NIERERE
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iﬁﬁ%ﬂﬁﬁﬁﬁqzﬁﬁi%ﬁi%']iﬁﬁo MRARERNDHES M AHTESRL, WESRKERZEHEERERKREIBIH

32&0

@ TR AR RBE R IR BB S H B BRHI S MAEKRNHE, B2, StorageGRID FRERERIFREIXH
MEENHRE. REHERGIAIEESNIERIRRESEMIMNIERIERERZNE,

MNFREHEMERIHERSG], BRGUEIRERERRE NS B L, StorageGRID REEEHHIT—TEE,
Fitt, 1RILECRRRERFIHITRAMKRRIEILE, X FAREHEMRFIEE, FTRKERIER 250 21, WF
B A ALEC R RFIBVIER, FRIRBERZUWE 503 MERSEERIEHIMN,

EMRERSES, EUEERERRAWIERIEE S IETERH L TREAR R E MRS,

fEFAEA SLA RURE LR

ERAILKRE D KRS RERBINBIBERIPESERARLERSRINMN (SLA) , XEDMRERTEXS
2, SERIPMMENARER.

B AHTERTILAED ELRE. MRBERFNDHES IAHTERL, NEERERZEIEENER
PRAEIAIE L.

UTFRAIERT —1 SLAB=1RE. ErRILEIRRED KRB LUSEIME D SLA ERIIERERIT.

REE5E Capacity BIRIRIP MaE BN
Eh& 23F 1 PB 776% 3 &%) ILM 0 25 K i3k / # A $$

iRhE {%ﬁﬁ% 250 TB 72 2 &l ILM R 10 K NMEXR A 3%
Ik
1.25 GB/# (10
Gbps ) %

E3ald AVF 100 TB ZfiE - 2 &6 ILM FLN 5KiEK /7 SR $
1GB/# (8 Gbps
) WHE

BIEME 77 HRER

MRBRDE, P, P FRHAHRTERBRRITMERE, FoNAZEREILRE, N
A LIBIERED KRS, EHAILARIETSE, FRBRBEIERENRBEIRERS,
ERBHONE

- R EREREITA SR S5 Web K4S,

* (BE root KL,

© EENRBLREENR S THRHRS
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* BERIRELERERER,

p
1 EFR B> >* RENE

LB EoR " R E D SRR " TUH.

Traffic Classification Policies

Traffic classification policies can be used to identify netwark traffic for metrics reporting and optional traffic limiting.

Name Description 1D

Mo policies fourd.

2. FF IR

LRI 2R BRI E 73 RS IEHE

191



Create Traffic Classification Policy
Policy
Name &

Crescription
Matching Rules

Traffic that matches any rule is included in the policy,

i+ Create | | # Edit || X Remove
Type Inverse Match Match Value

Mo matching rules found,

Limits (Optional)

Type Value Units

Mo limits fournd.

3. £ * Bif * FERRH, BNERREIRN,
NIRRT, LUEIRRIHRE,

4. WEILATE * )RR * FERHP I ERB RO -
fFan, #ERIGRED XRBER TR MERE,

. NRBELIZ—NHZ M ITECHN,

TLECAR U =R LSS R LR B 3 RV, a0, WRBIFUIRBENATFIRERFHINERE, 15
R &, MREBFIRBEYATRENHTERRR ERNMERE, 5% Endpoint

a. £ * DLECHRN * SRy et * g * o
flid:N PSRl FE U7 YW popry e

192



Create Matching Rule

Matching Rules
Type & — Choose One - v
Match Value @ Choose type before providing mateh value

Inverse Match @ [

b. M * 28 * FhFIRD, ERBEESELEFN Py AEDR,
C. 7 * ILEZ(E * FE&H, RIBEIEZFHSLEIEE NI (E,
* FEEDE: WMAFEDERBIT.
* Bucket Rex : B NATFLE—HEE D ERZRAIENRIER
ENRAKXEEBUEBIE. A {caret} EUREFMEDEBMAKLLE, HER $§ EUREEE
D ERBIRRELLAD,
* CIDR : LA CIDR ®REMNSFRIEFRILAIRY IPv4 FMo

* Endpoint : MIBRRFIRFIER—NiER. XEBEE R BT 28E R DUE L E XA HTE 3
ifme ES N &N H T ESERRo

P NIEERFIRPER—NMEF, H/ LEBRTFARINEED BREFAEN. NEHEDER
WER G SAE FiE7 BRATEF [T,

d. INREMAESRINE X BLEBMLEE—HBPFIEMERE _except _RE, HEHR * kA * EFE,
BN, FEUHER I EEAE,

Fan, MREBRUCRENATIFR— M AHTFERERZIMFIEEMIER, SEERRIFRAI AR TS
iR, RAREE* kB *o

@ MNFEEZSIMRERAEVE—MERALESEVRE, EEIRTECIRSREIERTE
HYSREK,

e & MR

HEBPRE SUR LRI, FHFEFIFELEAN &,
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+ Create || # Edit|| X Remove

Type Inverse Match Match Value
=  Bucket Regex ' controkid+

Displaying 1 matching rule.

Limits (Optional)

+ Cr&at;e_| # Edit X Hemovs

Type Value Units

Mo limits found.

a. HEHHIEROSMNES LASTE,
()  sSEmINTENREEERLE,
6. AT LU HBE BRI,
() EDETOIEIES, StorageGRID tiRUIEIEHT, LB S HISILARNMERE,
a. 72 * TR * ERHIPIER * B2~
BB 18 7% SRR RR IR B AE,
Create Limit
Limits (Optional)

Type & - Choose Cne — |

Aggregate rate limits in use. Per-request rate
limits are not available. ©

value @

B
b. M * B * THIFIRF, EEERN AT RIEAIRGIZE,

ELULTFIRA, *HA* M S3 5 Swift ZFixE] StorageGRID AT HBRRE, * Rl * 25
MG EF#ZRE] S3 8L Swift P IRRTRE.
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* FNREHER

F RETRREARE

* FHRIZEUER

" HREANEKR

* BMEKRINER

" BMERNEREAE
* EEUERIERE

* ENERER

EPT LB ERBE SR IR HI R ST RS REIE MEKRNHE . B2, StorageGRID REE

O SRR AR B2 BRI A X IR i B SO
7,

N F BRG], StorageGRID 2N ASIRERIRFIZEERILERIREE, B0, NREHIRBLRE]
—MNERENRE, )”U*E&EF]E’J»’EEH%%BE%UE’J BMfEFE S BB T IREIR E i SRESICECRYR
EWE I, StorageGRID LA FIRFSEME "&£ " [LECAYHEPRE]

* HAUIRY 1P it (/32 #863)
* RYINTEED ERBFE
* SERIENIRIAT

- fF

- RS

* 3E¥EHABY CIDR ILEZH (JE /32)
* RALED

C. 7 * & * FERP, WAFMERBIZERAIIE,
ERRIRFIRY, RYRERFASE(L,

d. 8+ A
HEBPRESIRR UL IR, FHRETIFERKIZRH,
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+ Creats | |;' Edit :| ® Remove I

Type Inverse Match Match Value
*  Bucket Regex o controlid+

Displaying 1 matching rule.

Limits (Optional)

|+ Create || # Edit || % Remove |

Type Value Units
= Apggregate Bandwidth Cut 10000600000 Bytes/Second

Displaying 1 limi.

e. WERMNEIRBEFHNSNRFIESE ERTE,

f5an, WMREH SLA EEE 40 Gbps HERE], HEIR " BEHEMRE "M " REFEHER ", HRE
MREIIZE 7 40 Gbps o

@ ERSWIIFHEHER ST TIRAIEL, ERIL 8, Fll, 125 MB/ #4#EZF 1, 000
Mbps 3 1 Gbps

7. QIESEMNAIPRES, HEE * RTF * o
LERBIFREFHTILAE " REBDLREE " R

Traffic Classification Policies

Traffic classification policies can be used to identify nebwork fraffic for metrics reporting and opfional fraffic limiling.

I 4+ Create |! ra EstI | X Remove | |_,|_| fu'leﬁ'icsi

Name Description 18]
ERP Traffic Control hanage ERP trafiic into the grid cd9afbc7-DEhe-4208-b6f8-TedarT9e2ch74
*  Fabric Fools Menitor Fabric Pools 223h0chb-6968-4646-b32d-7665bddca g4

Displaying 2 traffic classification policies:

I7E, S3 0 Swift FFIRRERRIERED KREHATVHIE, ERAUEEREERHIEREESIETR
HISEHEFNERR R E RS, 1BS W EEMLSREET.

IR E ) KA.

EA URAERE D RS AB A E R R p e , SNERIE, RIBTMIFRILERREAIEM
AR 2 BR o
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BEENAR
* BRERERIIMNREIESE 21789 Web %625,
* B BH root KRR,
p
1T RE > ML > RENE .
LR ER "RED LR " TIE, HEXRFIILIERE,

Traffic Classification Policies

Traffic classification policies can be used to identify nedwork tfraffic for metrics reporting and opfional traffic limiting.

L:|- Create || # Edit| | % Remove | L,|_| Metrics |

Name Description 18]
ERP Traffic Conirol Manage ERF fraffic into the grid cd8afbcT-p8be-4208-06f3-TelaT9e2c574
*  Fabric Pools Monitor Fabric Pools 223p0chbb-6988-4646-b32d-7665bddea94b

Displaying 2 trafiic classification policies.

2. R ERERNRES MR 2SR,
3. Rt YRR o

LRSI B AR & 70 R BE XEHE
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"

Edit Traffic Classification Policy "Fabric Pools
Policy
Mame € Fabric Pools

Description (opfional) Monitor Fabric Poals

Matching Rules

Traffic that maiches any rule ig included in the policy

|+ Create || # Edit|| X Remove

Type Inverse Match Match Value
LEE o515 72 10:10:152.0/24

Displaying 1 matching rule.
Limits (Optional)

| 4 Create | | # Edit | % Remove
Type Value Units

No limits found.

4. IRIBREOIE, JmiIBMPRICESAIFNIFIPRE],
a. EOIEITERIFNISPRE], E%EEF * 61 * , AEIRRIHEACIEMN IR,

b. E4RiEILECAIMNISKIRE], FEEEEMNESREIRRSEIZH, £ * ILACHIN * BB53E * PR * #R ) HhistsE *
ZRAE %E?ﬁﬂﬁiﬁﬁﬁﬁULﬂmu:ﬁﬁULBEfﬁﬂo

C. EMIFRICECRIFMNELIRS, IEEFEMNISPREIRVREEIRH, AREE * MEx * . RS, &%~ #HE U
F A M PRAL I SRR

o. BIESREMMNKIRFG, HEE A
6. {RIESTRIR/E, R REFE .

"“‘i‘l%%ﬁﬁﬁﬂlﬁ’]%ﬁﬂl’l-ﬂ&ﬁﬁ, WEREBIMTRIRERE D XREHITRIE, EIUEEREERHIIESE
B IETERBISEAETNHARY R 2 R H,

TS o
NRIER MED SRS, A LORERIFR,

EREHNE

i

I
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* B EAERIIMREERS 2150 Web il
* I 2A root KRR,

TR
1T RE > ML > RENE .

PR EoR " RED RS " TUE, HERPYILIERE,

Traffic Classification Policies

Traffic classification policies can be used to identify nedbwoark fraffic for metrics reporting and opfional traffic limiting.

L:|- Create || rd Edltl | ® Remove | L,|_| Meﬁ'ica-!

Name Description 18]
ERP Traffic Control Manage ERP fraffic into the grid cd8afbcT-p8be-4208-b6f3-Te8a79e2c574
= Fabric Pools Monitor Fabric Pools 223b0chb-6568-4646-b32d-7665bddcRo4b

2. R E MR SRES  MIAY SR
3. HE * MER o

HEB R R E S I IEE,

A Warning

Delete Policy

Are you sure you want to delete the policy "Fabric Pools"?

Displaying 2 trafiic classification policies.

4. GERR * HRE ¢ HIAEMIPRIESRE,

IE ERBE R AR BRo
EE PRI
ERAILUBEEE " REN KRS " TUH LHER R B ENSRE,
BREENAR

* BREERAERIIMEEIESS ST Web %
* 8AH root KRR SR i P R,

KTFUAESS

MNFEAIMERED KR, EJUEEHHTERRSOIER, UAEZREE
AR EEER] IES BN E i E R D F B IR R,

BRINREINERRE, B
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BMERBAREDXRBISERS, haWkists, FEEFTRMERNEERTBRERE,

T
TR CEE > NE * > MEaNE*,

LB EoR " RE D RS " TUE, HERPYILIERE,

Traffic Classification Policies

Traffic classification policies can be used to identify nedbwoark fraffic for metrics reporting and opfional traffic limiting.

+ Creaie _1' Edit| | % Remove_: sh Metricé

Name Description 18]
ERP Traffic Coniro Manage ERF traffic into the grid cd8afbcT-p8be-4208-b6f3-Te8a79e2c574
* Fabric Pools Monitor Fabric Pools 223p0chb-6958-4646-b32d-7665bddcB94b

Displaying 2 trafiic classification policies.

C) NRIEEBHEPIKPNIR, B3%8 root iHRIAR, W * gIE*, *4wiE * A * MER * #Z50K
WER

2. R EEERRITRR MR EEE.
3. MEFE BT o

R TA— N SSREED, HERRENXRRBER., XEERXETRSEE R LERRENTET.
TR LAGER * SR8 * TV RERHMBETERIRER,

tion Policy -

Average Request Durstion

Wite Request Rate by Objoct Size Read Request Rate by Object Siza

TN T ERLEEREELECETREE TR RA R EA PR L AR 1 1
LR LT LT LR UL LT

M1 LB E U TER.
© MHTERBERNE: HERENHTERERSANIERNE P hZ BT apSiEELEr 3 2
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shEME, USRI,

o PAFTFERIBEKRTEME ItEKRIERER (GET, PUT, HEAD #1 DELETE) 4149, iIRHEHNER
BRI 3 Do TEIYE, WIEFERIRLE, EEEH,

° SHIRMNE: CERME T SFIREIL TP IRIEIRIMN I 3 Do TI9E, HIREIRMNAEHT
i

o EIIEKIFLEATIE (FEFRIR) - MEHRMETIRIBERIEE (GET, PUT, HEAD # DELETE ) #4989
3 DB FINIERIFEM B, FMERIFEBT M A H FE2RARSBIMBERINLBI R, FNGTEMN
Me 87 1E SR [B]44 & P iR BT 45 2R,

IR KNRISDHBENIERKIRE: ILAEIRERNRAK/NEHE 3 DB NIEKRTHRREE Y FINE, £
XMIERT, BANIERIE PUT 15K,

o IR AN ANEEUERKIRE . ILARERME T IRIERNRA/NTHRIEEGEKREN 3 DB TFIE, T
FIERT, EBUARMUSREUERK, REFTHEERTIS BRI RANIEIIAE, RLHEE (
FIINEKEMES) RJAENRERE, RANEE (fliiBeiae) RENRERS,

4. B REEINEE L EEZERER I NEHRHE D,

Load Balancer Request Completion Rate ~

]
o
(=]

2020-03-30 21:29:30
=Total: 275
=PUT: 275

Reguests per second
=
(=]

1]

== Total == PUT

S. WHAMEFEEAE LRI — M HHEEN, HPEREANBIAMNEE, REFTHRPRNRRNARIZE
B ER AR EFNIERE

Write Request Size -

6. EME LA * R/ * THIFIREZH MR,
B R B i E SRES R EIRZ

7.5, WATLIM * 328+ R EER.
a FEFEFE > TR > &R,
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b. Z£TUEMRY * Grafan* o, FEFE * MEDREKEK *,
C. M\BTE A LA TSR IER R,

MEBDRREGEITH ID #HITIRR. KBS ID RFITE " REIEHRE " TlAE Lo
8. SIHTEIRZIAHE REEREIR BRI AN B S R B2 IR,

BXER
TR

EIEERAA
HERMARS

HERG Y 2N BT A TR E 7M1 S S8R Db R BT IR SRR O IR A SREV AR SS B9
M Tcthko AT LAOREEHERS AR AS LA BRIS =2 [BIHYER o

* HEHEMARTHER T LI SRR REIABI TR,

© MREEIE AP M BIE API £ HER A ASSRIAE 2ERAINED StorageGRID ARSS.

* HERRAAHMX TS LEFANERATRTEZE (CLB) RSATFIESEFmEE, 15N AHTEHNT
{ERI2— CLB RS,

HESRT — iR Mg, HREihRZEECE T R
—DC1 —DC2

= i . -
GridNodes | | A GridNodes | |

—DC3

|
e Grid Nodes JJ 25

* MXT R LR CLB RSB ERKE P iniEE TN M EIE—HIREFR O R ERFEFET 2 U REIEF O
IhRR, TERRAXAN 0,

FEURAIR, BUEROMER 1 (DC1) BIMXT KRR iREETY7 7 E DC1 KFMET =30 DC2 1Y
FiET R, DC3 EAIMXTIm{X M DC3 EMTFMET mAIXE P iz,

* TRRIFAZSIEFRIRFENITRE, StorageGRID RTEFR M A RIENEUIEF MO ZRILEIZA,
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EURAIF, $1R DC2 EMERF RN AIZFIOREFMETE DC1 Al DC3 LR R, MEM DC1 RREZNR,
KZM DC1 2| D2 B95ERRRL A7 0, {RFM DC3 EI DC2 BYERRAAS (25) o

HERNASERRENST, KERENEER(L, Fla, LR 50 tbEMARERMAZE 25 Eff, TRE
T PR AL AN,

FEIE, RERRALAS R
YRBSIETROMSAZE 25 (BIA) BT WAN SERERAUEIET

(I FFE—RBNEE O SBIBSIER O TFIET LAN S0 — iR o
BB 2 8] R,

EHTHERR A

TR LIBFHEUER OIS R Z BRI RER A, DURBREE = 2 [B]RYREIR .

ERBEHNE

* ERERERIIMNREIESE 21789 Web %25,
* WEAMEREHNTEECENR.

p
1 3%4%F * BCE * > * L8 * > * SRR * o

Link Cost

Updated: 2021-03-20 12:28:41 EDT
Site Names (1-20f2) "4
Site ID Site Name Actions
10 Data Center 1 Y 4
20 Data Center 2 V4
Show 50 v Records Per Page | Refresh |
Link Costs

Link Destination
Link Source 10 20 Actions
v Q

Apply Changes *

2. 75 * SRRV * THEE— AR, ARTE * SEEEAT * FTHA—IAT 0 F 100 ZIEMMAE.
INBIES EFFAER, MR BAREER A,
BEGEEN, EEE O TE .
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3. PEIE * AIEA Y,

f&£F8 AutoSupport

f+42 AutoSupport ?
83T AutoSupport IHEE, StorageGRID AR AR AZ R AEEITIRAMRSEE,

A3 AutoSupport AJ AR ENNRPIERVAEMBEREE, RASZFIER] ST RFRFEER, HEMERE
EARFEMIFTREUER. EWRAILUR AutoSupport JHEEEE N AZEE S — 1B 15,

AutoSupport HEFREEHNER
AutoSupport JHEBEWTER:

* StorageGRID #{fhiZs
* IRERGihR A
* RARFIMUERFBEEHER
< EHAEIRMER (BRS)
* FTEMSESHYRTRES, BIEHEHUE
* BIETAMIBEEFRBER
* ERFMAH R E
* MISECEIRE
* NMS &
* SERD ILM KBS
* BECEMRISEX 4
* IZHRTEAR
B LATE B /R R % StorageGRID BV /S A AutoSupport THEEFIE ™ AutoSupport 1&1, tBaIUEEEAEN]. W

?*E}Eﬁ AutoSupport , MEEIEREERLEEET—FES. IWEEEE1E5ME AutoSupport BB TIEAYHE
o

The AutoSupport feature s disabled. You should enable AutoSupport to allow StorageGRID to send
health and status messages to technical support for proactive monitoring and troubleshooting

MRXHALER, WILHERAEBRETR, BEBERNGSREFNLE, BIfE AutoSupport I FERRS.

f+4 2Digital Advisor?

Digital Advisor&2F . FIF|ANetAppZ A BRIFUNIE D AAMERE S, HIFEXRTE, TSR, MEEk
ESM BRI FA BB EERNBELEZREBETRA, MIRERFRETRAHES RSB,

YNREEAINetAppsZHFIL = LR F IS SR THEE. W&ZE A AutoSupports
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"Digital Advisorsy"

FTF &% AutoSupport ;& B8I1HY
&R BUEFR LT = FihiN 2 —3R & 3% AutoSupport JHE.

« HTTPS
« HTTP
- SMTP

WNRER HTTPS T HTTP &% AutoSupport JEE, MR UEEET AT EEREIFERRIERS
25

YR fER SMTP {E79 AutoSupport SHERITMY, MHIRECE SMTP BiFIRS 28-

AutoSupport 3£
SR R U FIEER A S R ARZ R AX AutoSupport JHE

& * . 8EABhAIE—X AutoSupport JHE, ZAAIEE: enabled o
* *EHRk v B/)RHAEEARKEESHITELILIZE AutoSupport SEE. ZAAIEE: enabled o

IRE L AWFRARLZEHEKRER StorageGRID 2FEEI&IX AutoSupport JHE, XTEMIIEFEEA 0] S
R (FBE HTTPS AutoSupport fZ5atHiY) REEEEAH. BRIAEE: disabled o

**HEPfA Y FERFRIAIX AutoSupport JHE.

BXES
"NetApp 2"

ficE AutoSupport

SR LUITEE R R4 StorageGRID BY /2 FH AutoSupport ZHEEFI 1 AutoSupport 3EIR,

A EERRE.

ERBHNE
s BB ERERIINKEIERE ZH5H Web %28,
* AA root HAN PR E MR EE IR,

s PNREEEA HTTPS B HTTP Wi &% AutoSupport SHE, MAIUEZESERARIERSSE (FREBNLE
%) IREXNEEET SMEIE Internet 3718,

* WNREFEA HTTPS 5 HTTP i, HEZEFERANIERSEE, WelLifER BEicEEE A ERS 2.

* YNRERER SMTP {EA AutoSupport JHERINIY, MFRTEERE SMTP ARS8, LB FHR@ERE
FRHEENBARSSEE (BRR) -

i

3

$E§E AutoSupport ;& B RITHY
&AT AE R LA R E—1MY &I AutoSupport JES.

* *HTTPS | XEMRENBRIAMIZILZE. HTTPS thil{ERLRO 443 . WREF A AutoSupport On
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Demand Ihag, MIRATEER HTTPS 1%

* FHTTP * : bV AR S, MRIFEREERGER, EiZIfER, RIEBERS[IEET Internet LIXLUEIT R
B HTTPS o HTTP MXfER LD 80 o

* *SMTP : SNRE&EDEBFHB4&IX AutoSupport JEE, 1BEERILIED, WNRFER SMTP /E/ AutoSupport
SHERMY, MSATE " [HEFRRMEISE " UE EACE SMTP BRFARS2: (*iF*>+ZR (IH) *>* 1A
L FEBHFIRE *) o

@ £ StorageGRID 11.2 ikAsZ g1, SMTP @M—r] BT AutoSupport JH 2RI, INREEH
VLR 2R HARASHY StorageGRID , MITTAEEIE T SMTP thi¥

I BRIV T RIZFTE REH AutoSupport JH S,

TE
1. %4% * %45 *>* TH * > * AutoSupport * o

ILEB¥E 27~ AutoSupport T, Fik#E * I8 * &+,

AutoSupport

The AutoSupport feature enabies your StorageGRID system to gend periodic and eveni-driven heaith and status messages te technical suppori to ailow proactive monitoning
and troubleshooting. StorageGRID AutoSupport also enabies the use of Aclive IQ for prediciive recommendations.

Settings Results
Protocol Details
Protocal @ ® HTTPS HTTP O SMTP
MNetApp Support Certificate Validation @ Use NetApp support cerificate v
AutoSupport Details
Enable Weekly AutoSupport @ F

Enable Event-Triggered AutoSupport € %]

Enable AutoSupport on Demand @

Software Updates

Check for software updates @

3

Additional AutoSupport Destination

Enable Additional AutoSupport Destination €

‘ Send User-Triggerad AutoSupport ‘

2. ERERT A% AutoSupport JH BRI
3. MNREART *HTTPS * , IHERESEEA TLS IEPFRIRIFS NetApp ZiFARSE BRHNEE,

° * A NetApp ZHFIEF * (BN @ IEPRIERTHLR AutoSupport SHERERIEZ S, NetApp ZHFHEH
B[ StorageGRID B{F—iL L,
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o * AEIBE * ¢ RAEREHERDEHRTNMERIERIIEN, FIIDHESHINIGE R, 7 Ik,
4 ERRE

FrESRER, BPRAIESMEFMRAEHBYEREE X &E.

M4 E AutoSupport ;HE
FRINBERT, StorageGRID RAECE =AM NetApp ZHFAIE—R AutoSupport JHE.

EMESE AutoSupport JE BRI & IXEE], 1553 * AutoSupport * > * 458 * EINE, £ * S/& AutoSupport *
Eoh, EF * T—itXiIEdE * BB,

AutoSupport

The AutoSupport feature enables your StorageGRID system to send periodic and event-driven health and status messages to
technical support to allow proactive monitoring and troubleshooting. StorageGRID AutoSupport also enables the use of Active 1Q
for predictive recommendations.

Settings Results
Weekly AutoSupport
Mext Scheduled Time @& 2021-09-14 21:10:00 MDT

Most Recent Result @ Idle (MetApp Support)

Last Successful Time @ N/A (MetfApp Support)

13 E] LABERT 22 1 B 5h &% & AutoSupport 3H B

il
1. %% * 54 F *>* T A * > * AutoSupport * ,
2. BYGEES * B SR AutoSupport * Ei%1E,
3 ERRES

S A R AutoSupport JHE

ZANERT, StorageGRID RAEBNEAEEEERFEMEERKEHIIA NetApp ZIFLIE
AutoSupport JHE,

AT LARERY A AR S 4R & B AutoSupport JH 8.

@ FERSCEERRZ LB FHMEEAE, a1 B REGMAR AutoSupport JHR.  (%E# * icE
> RG> BIET . A, EEF BHRLESE . )

TE
1. 3% * H$F *>* TH * > * AutoSupport * ,
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2. BEES * BESE4A R AutoSupport * EiEHE,
3 R RIE S

/& AutoSupport On Demand

AutoSupport On Demand BJ#BIfR R I AR 2 IE E AR AL IRV A&

FIANBERT, AutoSupport On Demand & FERRE. BRAILINEER, HAZRAILIIEK StorageGRID £4;
B &% AutoSupport BB, FARZHEHEA LA AutoSupport On Demand ZEif)1& & #1187 8] 8] fR.

BAZIFLEREAHZR AutoSupport On Demand o
g

1. 3%&# * X#F *>* T A * > * AutoSupport * .

2. ASGEREE * HTTPS *,

3. 3%k * B ASAE AutoSupport * E3iEHE,

4. %rh * B RREE AutoSupport * Bi%HE,

5. EE*REF

BB AutoSupport On Demand , FARZHEFAI LU AutoSupport On Demand 153K &% E! StorageGRID o

BRRHEMLE

ZHANBER T, StorageGRID £EX& NetApp URELNRARTHE I ARG EH. NRIEMHT StorageGRID
EBAMEF T FARAS, NFhRZS3E ER1E StorageGRID FA4&k5iE Lo

RIERE, ERLUEFRANRAENNE, fIil, MRENRETALE WAN , NIRZRE RS LS THE

1xo

g
1. %% * Z$F *>* THA * > * AutoSupport * o
2. BUHEIRAR * TG * EifiE,
3. EERE S

AINEfth AutoSupport B 1R

B AutoSupport f[5, RHAEM NetApp ZHREF I AEBITIRATIRESER. &R LIAIFRE AutoSupport JHE
FBE— 1 HMBER

EIIESE AT %X AutoSupport JHE RN, ESR AR 15 AutoSupport JB 28I
() e SMTP 1t AutoSupport B &R BIE BT,

B
1. ¥R * 5#5 * > * TH * > * AutoSupport * .
2. %R~ BREM AutoSupport BFF * o
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I EHE B RE M AutoSupport BARFER

Additional AutoSupport Destination

Enable Additional AutoSupport Destination © v

Hostname @ testbed.netapp.com
Port © 443
Certificate Validation @ Do not verify certificate v

You are not using a TLS certificate to secure the connection to the additional AutoSupport destination

“ Send User-Triggered AutoSupport

3. i NEfth AutoSupport BARARSS2809ARSZ 25 MR TE IP ik,

(D) mREmA—HmER.
4. W NFTEEREH M AutoSupport BARARS 22RO (F HTTP , ZHANWEO 80, ¥ F HTTPS , ERiA
RERO 443) o

5. BRIXEEUEPIVIER AutoSupport JHE, 1B7E * IEBIIE * ThIFIRAHIEE * FERHBEX CA RS * o
AfE, BITUTRMEZ—!

° FRMELAR PEM RIEBMNE CAIEBXHNFERAEFIHALLE] * CAbundle* FEH, ZFE
R PSR B, B TMEFMERNBRE S  -—-begin certificate-- 1 --end certificate--" o

Additional AutoSupport Destination

Enable Additional AutoSupport Destination € v

Hostname @ testbed.netapp.com
Port @ ' 443 s
Certificate Validation @ Use custom CA bundle ¥
CABundle © BEGIN CERTIFICATE
abcdefghijk1123456780AB SHIJk
12 A jk1AB
Browse

o AR Y, SMEIESIERRIM, ARERE T * LEXMH. IEBREIERTHR AutoSupport 3H
BHIFHE SR,
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6. EEARLIBEPHIER T AIX AutoSupport SHE., 1B7E * IEPIIE * FHIFIRAER * REIEES * -
QELEE D NEHAERIERIELR, FIIMHEBEIIERRZET, &R IIED,
EEMEER—FES: " EKRER TLS IEBRMEIP S E M AutoSupport BARRIERE. "

7R RE

REFEERE, EHMATNAF AR AutoSupport B SEF RIXEIEth B 15,

Frpf %k AutoSupport JEE

T BRI ARZ1FARIR StorageGRID ZGHIRIE, 0] LAF ok B 41XH AutoSupport
HE

ERBHNE
- R ERERTITEIRE S Web K.
* {87 root FHEMRS R A ERIR.

-
1. 3%E3% ~ 54 F *>* T A * > * AutoSupport * .

BT 2 7R AutoSupport T, FIERET * 188 * Xk,
2. 3% KX P& Y AutoSupport * .

StorageGRID Zid A AT F A IX AutoSupport JHE., INRZEHAEIN, NESEH * &R * EME L8 * &
SR~ * RIEKTIBTYE * B, MNREHMAEA, * HHER*EREHN"KK", StorageGRID F&HE
i#& 3% AutoSupport JHE.

@ RIXFE P& B AutoSupport SHES, 1BTE 1 2#ERIFT 528489 AutoSupport TaE LLij
BRHER,

3F AutoSupport JH E#HTHIEHERR
AR 1R KX AutoSupport SHE KM, StorageGRID RZFIRHE AutoSupport JHERIZE

BIRENARIAYIR{E, EAILUBIE IR * 235 *>* TR * > * AutoSupport * > * £58 * KiG
Z AutoSupport JH B RIRS,

@ MRERGCEERNRIEREBFEERN, NWERIERTREAART AutoSupport JHE. (%
YECE > RS> BAI . A, % @NRLELEE . )

R AutoSupport JHETEA1E, N "failed” " & 2/R7E * AutoSupport * TIEHY * 45 * &Mk L,
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AutoSupport

The AutoSupport feature enables your StorageGRID system to send periodic and event-driven health and status messages to technical support to
allow proactive monitoring and troubleshooting. StorageGRID AutoSupport also enables the use of Active I1Q for predictive recommendations.

N\

Settings Results

{
\

Weekly AutoSupport

Next Scheduled Time @ 2020-12-11 23:30:00 EST
Most Recent Result @ Idle (NetApp Support)

Last Successful Time © N/A (NetApp Support)

Event-Triggered AutoSupport

Most Recent Result © N/A (NetApp Support)

Last Successful Time © N/A (NetApp Support)

User-Triggered AutoSupport

Most Recent Result © Failed (NetApp Support)

Last Successful Time © N/A (NetApp Support)

AutoSupport On Demand

AutoSupport On Demand messages are only sent to NetApp Support.

Most Recent Result @ N/A (NetApp Support)

Last Successful Time © N/A (NetApp Support)

58 AutoSupport & B 5K
AR S AutoSupport JHET/EKIX, StorageGRID RFIGHITUUATIRE:

1. BRI result BIEUEI,

SR EIUSFEF AIX 15 /X AutoSupport JHE, 14—/ \BY,

RERM—/BtfE, RKEERBIEER Failed o

S E TR RIRIE B E#T & 1% AutoSupport JHE.

MR HBE NMS RS ATAMAN, HEHEETETXRZAIARIE, WSEREBEF AutoSupport 11+%/,
L NMS [RESBEXRAT AN, MR EEEEXAEKMNERFRELE, NMRIENAZE AutoSupport i8S,

o o M w0 DN

APtk S E 40 AR AutoSupport JHE KK

NRAF it &S E 4t A28 AutoSupport JHELIE&RIX, StorageGRID RFIEHITIATIRIE:
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1. IREHNFEIR, WEREFES. 50, NRAFIKEFE SMTP hiNMKRIRHIERN B FHHEEEIZE, IS
JZLZI_TLX-F%@%Z AT EBEFHMFIRS I E ERNRERIEM, AR surp MY AE AutoSupport H

2. REERERZIFHES.

3. 7£ NMS . log FIERILHEIR.

MR AL EBFTIENIN D SMTP , JBIIE StorageGRID R4V FERFARSS 28 26 B IEHECE B B FHR AR

ESRELLERETT ("ZHF*>*ER (BH) *>*> |[HEBFHMHIRE *) o AutoSupport TTHEIFIEER BT
RIZHE . ATHEFHERSZENE LEAISEARER, TEFER surp MY AIX AutoSupport JHEG

T RNAITERECE BB F IR AR S 2R E Mt A S HRI PR,

B 1F AutoSupport ;5B #[E

MR A EHIEBFMENNT SMTP , iBI0IE StorageGRID R4V EE FHEHFIRSS 2825 B IEMRACE B G AV F-Hf
HIRZ 23 B S IETEIE T, AutoSupport MEIAJEESERUTHIFEE . ATFBEFHMFIRSZSE  EANEERIE
M, AR svuTp MMYKRIX AutoSupport HE.

@3 StorageGRID k1% E %] AutoSupport JHE

EAI LB StorageGRID EET RMAREFHISEERIROMRAZIFLZE E R
SANtricity System Manager AutoSupport JHE.
EBEENRE

c ERERERIIMREIESE 7158 Web %25,

* BEAFMHISEEIE SRR root RIXFR.

C) EFERAMEE 2510 SANtricity RAEIESR. B E G SANtricity E48.70 (11.7)E &R
Pi

XFIAES

E &% AutoSupport JHE B EZMEEHVIFMEE, tb StorageGRID R4 & IXBIE fth AutoSupport JEHEE R
1%,

£ SANtricity RAEIEA SRR 3P E — MIFRIRIERS 2SI, UWEERAERIRSEERONBRTE
iJ StorageGRID EIETI m &% AutoSupport JHE. XM 75 E Y AutoSupport JEE ST gEBEME EIES
FERENEEAFANEERABIZERX,

MRBENRERGTEREEEANERSS, B2 EEEERNERE,

@ IIRIES B XBTFTAHE %5'] AJL_JtOSU‘ppOI’t JHEECE StorageGRID ﬁlﬂfﬂﬁ%%\‘%o BXE &Y
AutoSupport BEENEZIFMESR, 1BEMW "NetApp E RFF] SANtricity 34"
3
1. EMREIREE, EE TR
2. NEMMTR5IRA, EEERENFHEILET o
3. %E4F * SANtricity R ETERS *
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AT 2R SANtricity System Manager F 5,

=  SANFicly® Sysiem Manager StorageGRID-NetApp-SGA-108

A rome ° Your storage array is optimal. \few Operations in Progress
= e
STORAGE ARRAY LEVEL PERFORMANCE
@B Hoceac
° Setins ¥hat coes e IOPS graph show? m m m Camgan 10FS win v
R supon :
H
p s po.| " p , "~ = -
. - .
- -t ’
ﬂ e o
CAPACITY STORAGE HIERARCHY —
o
O asccs @ el - on -
/ - -
1 z — o - L - =
| " [ = QT O 15l -
(\ Free . 12 Uvnes 18 Vikirran v 0 Work e v
[ Tem— amp— [m[n —
o 8 Woner Grouge
T CE ok s .

4. 8 * 285> % ZHEFAFID * > * AutoSupport * o

BTS2 AutoSupport #/ETIHE,

Preforances | Help ~ | admin | Log Out
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Technical Support
Chassis serial number: 031517000693
& NetApp My Support ('

. . US/Canada 888.463.8277
Support Resources Diagnostics AutoSupport Other Contacts

AutoSupport operations AutoSupport status: Enabled @

Enable/Disable AutoSupport Features
AutoSupport proactively monitors the health of your storage array and automatically sends support data ("dispatches”) to the

support team.

Configure AutoSupport Delivery Method
Connect to the support team via HTTPS, HTTP or Mail (SMTP) server delivery methods.

Schedule AutoSupport Dispatches
AutoSupport dispatches are sent daily at 03:06 PM UTC and weekly at 07:39 AM UTC on Thursday.

Send AutoSupport Dispatch
Automatically sends the support team a dispatch to troubleshoot system issues without waiting for periodic dispatches.

View AutoSupport Log
The AutoSupport log provides information about status, dispatch history, and errors encountered during delivery of
AutoSupport dispatches.

Enable AutoSupport Maintenance Window
Enable AutoSupport Maintenance window to allow maintenance activities to be performed on the storage array without
generating support cases.

Disable AutoSupport Maintenance Window

Disable AutoSupport Maintenance window to allow the storage array to generate support cases on component failures and
other destructive actions.

5. 1%&4% * BgE AutoSupport R4 HE * 6

IEEHE B RACE AutoSupport 3314 /534 T HE,
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10.

Configure AutoSupport Delivery Method 4

Select AutoSupport dispatch delivery method...

® HTTPS
HTTP
Email

HTTPS delivery settings Show destination address

Connect to support team...
Directly @

F via Proxy server @ |

Host address 0

‘ tunnel-host l

Port number 0
‘ 10225 \

My proxy server requires authentication

via Proxy auto-configuration script (PAC) Q

Save Test Configuration Cancel

PR * HTTPS * {EAfEX A%,
() B HTTPS hiXsEBE MR,
PR B IR ER
BN tunnate-host {E73 * AL~
tunnate-host BFEHABETAKIE E &% AutoSupport jH 2 BI4F5kE,
A *wmAS * AN 10225,
10225 f& StorageGRID {IEARZ 28 _EMIRF R E R5ITH 2812 UK AutoSupport JHERIKEOS,
W * MK ERE * LU AutoSupport IR SS 28R RFNACE
WMRIEH, NWEREEREFSER—FHE: "EH AutoSupport EEE B 0IE, "

IMRMAKRY, NEEABHBEPETR—FBRHES. HKE StorageGRID DNS i BEMMLLERE, MiREE
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1N BT S A TS NetApp SH5HES, ABE R,
M. YR~ R

B RELREE, HFER—FHIAEE: "AutoSupport delivery method has been configured o ™"

BEEEFEHET R
KTEEEFEHETR
FET R AR EFETENRS. EEFET REBRRITUTRE:

© EEFMEE

* TR ARTEESKED, LURNfEIEEA/KENE S RITHITAET m i N R
© mIEMNEERTXRITHIEN=E

* NEEHEMREESRIRE

* EENAEETREEIRE

* EEEBEMETR
AR FHETR?

FET R EBRNEEN RBIEMTEIE. 51 StorageGRID ZAMME/VEE=11F1E
Te, MREEZ M LE, N StorageGRID RZEFMENIL R HANE = MEHET S

T R BIETEME LM, 85, IMENRRNREEEMTEIEFRIRSMHERE, ERIME TR * TEL
EEAXEFETRIVFAER.

raR R L IRaRRSS?

EEEEH2E (ADC-A) RRSMMET R RERIERZHITEHIIE, — MR = MEETRFNENME
fET RERITE T I RARIRALHRARSS

It ADA BRSSFI4EIFHRIMER, BIERSHNUBENTAL. SRR TREERES — MR T RNERSES—
PR TRRITIRER, ERBRKRA—MEBEREBRSKELDERBRIRENER TR 1, %
StorageGRID RSZFERFRE—NEBEEBRRNEIZA, LUEERAMET RERTURRIFRERES. S UEN
MBI TTE (¢ 3F > IR ¢ )  EEEEET RNEBIERRER.

NTEFRHAMIMBIUEIE, 81 StorageGRID IRERHIED, REBUNEXRSNEHNERSSRSET
HYE M ADE BRSS#ITED

BE, FIEMETRB=ELDS—1 ADC IRSRIFER. XFALMBRMET RIBLLRRMER. SMET
RIEEN, ENfI2EZFEEMNET R IES, MMERSREBUREERENMETRIEIT, BMEEMREGER
RS AR AEEML. FHHIMET KRB EAESEIRSE RSB ILERE,

B F NI RBVERE, AJLUEL ADA IRSERIMER. IMRTRiEEEHE CPU A%, RIAMETE

(NREEHE) , IFHRSUNKMET RS ID . ERSNESHRINEAEIEERSFEREIMER. X
F M StorageGRID RGN EIRISRHER, It ADA RS EXE N EWMHBL,
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f+4 =2 DDS ARS5?

NHAEIEFME (DDS) RSHBFETAIEE, ©5 Cassandra HURERIZEO, UWEXNEGETE
StorageGRID 2AFHIMNRTHIEBRITREEES.

XRITEK

DDS ARS5 FIIREREL A StorageGRID RFHFRIN RS, URBES MR FHFAVED (S35 Swift) FHA
IR S,

SR UTEEfAIEfE T =AY "Nodes" TIE >"Object" &Ik L EF X R EH.

DC1-S1 (Storage Node) & X
Overview Hardware Network Storage Objects ILM Tasks
1 hour 1day 1week 1 month Custom
53 ingest and retrieve @ Swift ingest and retrieve @

18/s 1B/3
0.8008/s 0.800 Bfs
0.6008/a No data 0.600 B/s No data
0.400 B/s 0.400E/s
0.200B/s 0.200 Bfs

08/s 0Bfs

16:00 16:10 16:20 16:30 16:40 16:50 16:00 16:10 16:20 16:30 16:40 16:50

Object counts

Total objects: @ ]
Lost objects: @ o 1N
53 buckets and Swift containers: @ 1]

Metadata store queries

Averape latency: @ 10.21 milliseconds
Queries - successful: @ 18,427 1
Queries - faited (timed outh: @ (] [|,
Queries - failed (consistency level unmet): @ ] [l i
iy
&if

TR UHRE @I E DDS ARS M iR F MBIz TEMFERN T E, MIhEIERESHRURRA RS B
QE)HQE,J 1@5\&&0

Ee]Re R EEETHE R UGSt #iEFME Cassandra RBUIETTIUR, XERMARRIFANLRIERE. 5140,

ﬁﬂ%qzi’J WREIRIRIE, HERENMSHEBRWRIIRS, WiEEFEr R BEIRESAHIHIT
Hthig(Fo
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EEAIUERRE—EERMMAMHNE TS BIIFE DDS IRSFSHITEIAN, FAIRTHEFESRERE,
SE—HMERH KB,

ERI LU " 128 " TUERENNAE HariKSBEMER - 15Z2 0 Run diagnostics,

— I RIEANIZ !

StorageGRID fRIEHBIZIINKRNENER—EHME, AIhTTA PUT 1#(ERRIEM GET RIFER R ERIRENHS
NBVEE, MBENENES, THIEEMNRRRM ERERE—E

f+4Z LDR fRS3?

Ty REHEE (LDR) RBBENEFEHETRITE, HMRAIE StorageGRID 2FAHNANREH. ARERES
WIS, SOEHIBEEE, RAMIGRAIE, LDR RS @S IBEIRE H AR R ETEERTHK
StorageGRID ZAMA D EETE,

LDR RS ATAMELITES:

- &Eif

 EEEMARERE (ILM) J&Dh

© SRR

* WREIEFE

* MEfM LDR RS (FETR) FladREUE

* BUETFAEEIE

* iEO (S3 # Swift )
t4h, LDR BRSZIZAIEIE S3 F Swift 75 2| StorageGRID RFEAFT N EH NI R D EHIME— "content handles
" (UUID) HIBRST,
=i

LDR EFEHETIORM IR B EIIN KRB, ErUREIEITTEIRFRRENTISNIE, RIhEIFREELL
KB )R MR KAIE IR 5.

EAILEREWRER U REFENIETTRR, XSFMAKHIHANCRERE. F0, NRFHERNE
BERIE, AEFBNMSEERRMEVRIEKS, NWhEFfEIERBIRSHNA I TEMRF.

EEAIUERE—EERMMAMNE TS BIFE LDR IRSHITEIRN, ATATHEFEEERTESS
B4R KW

ERILUER " 120 " TUE KRB YarRSEMER - 1520 Run diagnostics,
ILM &Eh

WIESEMERERE (ILM) 1515, GRS REL ILM BT EERR, ERIUEERRE * e *>
*EETR > ILM ¢ EEE XA,
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X RTFE
LDR IRSBHREHIEFED NEERENNREFME (BMAEFEEE) . BTNREETE2— N RIREVEH R

ERILET RIUE > FEE £ LEEFHET RN REMHE.

Object stores

D& 3= size @ = Available @ = Replicated data @ = ECdata @ = Objectdata (%) @ = Health @ =
0000 107.32GB 36.44GB s 12460 KB ql, 0 bytes il 0.00% No Errors
0001 107.32GB 107.18GE 1ls 0 bytes 1l Obytes 1l 0.00% No Errors
0002 107.32 GB 107.18GB 1ls 0 bytes l, 0 bytes 1l, 0.00% Mo Errors

FREEFMET RPN RERM 0000 E 002F By+-7N#t R F#HITIRR, ZMFFANE ID. EE—THERE
it (£0) PMBTEAT Cassandra BIEEFHNRTHIE; ZE LNERARRTEATHREE. FEH
N REFERATHNREE, EPeESRIEIARNZIURmILH A o

NTHRREFNRENZEEREYS, SENKHINREIESRIETRFEZREFMEE — PN REFEFR. S—
PMREIHREFEEFDEN, HRWNKREFEEUEFENR, BIFET R ESEESTE AL,

TOEHERIF

MRITHIBRIE SN RIMN RMEEER BXES, FINMRIELAEZHEFMHEUE, StorageGRID FXRT
HIETFHETES LDR BRS5EHERY Cassandra #iEEH.

NTHRRITRHAMLESR, BNERMER=TNRTHIERDR. XERASHIDHES N ERIMEEETR
Lo EEHAAIEE, HESBEEHIT.

EENRITHRIEEFE

EERTFEEDT

FRATEENKRIRIZE, FHESKENIFEURTHEEMEZEIRE. EXAUE
EMXT R EBFAR CLB Ik URF#ET = £ LDR ARSS1EMAAY S3 A Swift irH.

BXBEOSKNER, B2 HE. TR EER IP LG,
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Storage Options
Overview

Configuration

Storage Options Overview
Updated: 2021-11-23 11:01:41 MET

Object Segmentation

Description

Setings
Segmentation Enabled
Maximum Segment Size 1GB
Storage Watermarks
Description Settings
Storage Volume Read-Write Watermark Override 0B
Storage Volume Soft Read-Only Watermark Override 0B
Sterage Velume Hard Read-Only Watermark Override 0B
Metadata Reserved Space 3,000 GB
Ports
Description Settings
CLE 53 Port 8082
CLB Swift Port 8083
LDR 53 Port 18082
LDR Swift Port 18083

FARMRIER?

WRIERZIEBHRIFDR—ABE X NIBNIRR, URUARENREVFEN R IRER
ERTE, S3 ZHH LEXZREEDERNR, ERSMEHIEHE—THR.

BEIKREN StorageGRID &%4:f5, LDR RSBE

BXREMTEE BT AARE,

Object Segmentation Disabled

BID

Object

REZXNRIFDNS TR, HOIBR—ITXKRERE, HFIKFR

LDR

Y

LDR

Y

@ (o](n]
< *|object
Client
—Container CBIDT—
Object Segmentation Enabled—s | CBID2 | CBID3
Y ¥
LDR LDR
ORDEBEN, LDR RSSMEDEBRICERENRHRZNRIREILEE F i

ARMDBA—EFMER— I FET R L. FHEMDERALUFMETE ILM BN RsE R F &R R ERFAET

Ilﬁ\\to
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StorageGRID AAZBMMEF MR, HIFAREXNRNEFMENRERBIENNE. Fla0, MREFHEE
StorageGRID AL RIFD AW MXIR, WEHATRE, TENKIEFIEM=1, WFAR:

DERASE+ TR 1+ DR 2= =1 EFMENR
ERILES R TR IR S AR N SRR MERE:

* BTMXMNEFED RBERBHNEHRE B EMFTNFLE, U0, 7 10 Gbps AN LA E FIRAY
RSB AN 2 2 IR EE
* BEEEBZHIMXMEMET = LUK ERENELE,

* BNEHETREERBBRIHE 10 R A EFRENELE,
rAaREFEEKEN?

StorageGRID £ =M FESKEIRBREFME T RETETER B Z AL 2T ER Q%
R, HATFETERRBRESHEET RBRENRE R,

Storage Volume

Hard Read-Only Watermark AT

Soft Read-Only Watermark

Read-Write Watermark =-=<---qsssssssscccsaccccaccccccnccccaans

C) FESKEMGER TR TERMIRRmIIN REIEN =B, BT HNE 0 LRIXNRITHIERERN
=i, FREEENRTHIEFE.

T ARRRIBIKEN?

FE—IIKENRE * FREEMRBUKE * , BTERFMET /B THRBEN BB IEEZH.

221


https://docs.netapp.com/zh-cn/storagegrid-116/managing-object-metadata-storage.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-object-metadata-storage.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-object-metadata-storage.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-object-metadata-storage.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-object-metadata-storage.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-object-metadata-storage.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-object-metadata-storage.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-object-metadata-storage.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-object-metadata-storage.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-object-metadata-storage.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-object-metadata-storage.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-object-metadata-storage.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-object-metadata-storage.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-object-metadata-storage.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-object-metadata-storage.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-object-metadata-storage.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-object-metadata-storage.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-object-metadata-storage.html

NREFET RPENS NS AT EVNTZERI R BUKED, WFET /5 dEE _read-only mode" , Rk
RARTIFMET @ StorageGRID ZLEMERB I AHRIFRS, BEREMERFLENTNIBER.

40, RIREFETRPNSNEEHE— 10 GB IR Bk, —BESIMEMAATEVNF 10GB , #ETR
MR R IR

4 2rERBIKEN?
T—KENZE * FHEBERBUKED * , BFETRT RN REIER AxE EEE#Ho

NRE LRIRTAZEVNTFZENERBUKE, WEANZEREY. B2, AJUSSREMES NHIE, HEIXE
& LRI AxE/ T HERBKENA Lk,

g0, RIRFETRPNESNEEHE— 5 GB HERBUKE, —BESMEMEIAZEVNTF 5GB , FHET =M
FEERERASANBEX.

FE Rk ENGR LR/ N AR R 35K El,

HaBIREKEN?

* FEEREKE * NERTETEIIRIMENMERD R FHTR. EAHETN /RANAIUEHREANRER
o MREET R PE—FMHEE LN RATEATZEREKE, WETRaETEERERE.

fan, RigFETRETERRIERN. Fi, RKENEHE—MREKED 30 GB . EfAIERAA=EIEM
2|30 GB fa, TTREBRENEERS.

BB KENI K TR R 3K ENFIRE R 52K El,

BEEFMEEIKED
TR EEYRIKEMREM R LM UAIE. WRAKERMARIKED, ERILUHERS A URNIZFRIRE,

TRENANR
* EB5e StorageGRID 11.6 BYF4R,
c RERERIIMREIESR 158 Web %25,
* & BA root KRR,

&& LAIKENRE
A R IR S B M KN E,

TR
1 %8F BB * > &Y > FIEET .
2. EERHEKEDE D, EE=FHEKNBZNLE.
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Storage Options Storage Options Overview
Updated: 2021-11-22 13:57:51 MST

Overview

Configuration
Object Segmentation
Description Settings
Segmentation Enabled
Maximum Segment Size 1 GB

Storage Watermarks

' Description Settings
Storage Volume Read-Write \Watermark Override 0B |
Storage Volume Soft Read-Only Watermark Overide 0B |

\_Storage Volume Hard Read-Only Watermark Override 0B [
Metadata Reserved Space 3,000 GB
Ports
Description’ Settings
CLB S3 Port 2082
CLB Swift Port 8083
LDR 53 Port 18082
LDR Swift Port 18083

° YNFUKENEBEN * 0, MAEZNKEESIREFHET RRNANIESNEN S EH NS MEET R LR
BMEFEEHITI.

XRANNENILE, EFANEFMXEE, RIBFRE, ERILUEE [EELILBIEIEKEN,

* NRKENBHREFRZ 0, WERABEX FEMRL) KED, FENERBENKENZE, &RIAAHIT
1R1F IR RKENE SE T REITHREHF URER S A UM IZARIRE,

BEEMACHIEFAEKED

StorageGRID £ Prometheus EIRRETREN * FHESIRIBUKED * TENMRAE, ] UAEFRIEH
SFED SRR/ RERTME,

1R > THR*>*{6F ",
2. 71 Prometheus Zf9H, EFEAT A8 Prometheus AP REAIFERE,
3. EEFENMNR/INRIFEKED, EHMNLLT Prometheus 1815, SAEER * Hi1T* :

storagegRid storage volume minimum optimized soft readonly slogm

&E—YERENMEET R LATEFEERNMN RN RN E. MRIMERT * FHEEERIRKED *
MBEEXIRE, NWEANEFHETRK * RRBUKEES * EiRo

4. ETFERNMRARIRKENE, EBWALT Prometheus 3517, SAEERE * 1T * !
storagegRid storage volume max optimized soft readonly slogm

RE—VERSNMEET R EFBFHEESHI R BUKEIRRA MR ILE.
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EENRITHIEEFE

StorageGRID AZNMRTHIBEBRER TFIEHI R FHEEZRAAE LKA R HTHE
StorageGRID &%4H BB BIRFENR, BT fE StorageGRID 7E {14k LAK 4N
AI7EEXT RITEIE.

AR RITEIRE?

HRITIHIER IR RIS 2, StorageGRID FAXMRITHIBREMETFAERNRNNUE, HEES)

HREEE .

3FF StorageGRID FHIMER, WRITIHIBEIEUATEENER:

* RAAETHIRE, SES I XRANE—ID (UUID) , WREFR, S3 FESEDK Swift RSB, HAKS
B ID , WRABEA/D, BERCIENRIBHAFETSE, UKk EXREXRITREBHAFIETEL

© SIRXEBBEABE X AP TR RE.

* WF SI MR, BIESZIMRIBENEAX RIFICSREXT,.

* WFEFNHREIER, A EISRELFIEFEEGE,

* WFETIBRRBINNREID, AENHENSFEEUE,

* WFEEHEOPOXNRED, IFROME, SIEINFEEDERIB IR —IRERT.

* WFDEMERMZER IR, DEARRRFMEBIER .

WA TEGEIT R TTEE?

StorageGRID 7£ Cassandra #3EEEIF I RITEIE, ZEIBEMI FUREIBHITEME. N TRETTRHS

IEXRITEIEESR, StorageGRID 2 AFNMRHIARFFIFIENREHE =N TIUEEIA, MRITHIEH =1

BA R HESNLRNFIEEET R L.

HERTHNER ENFET R, SMERBEERERENNRTHE, XETHESERERNEETRZ
EIRS=5ba i

—_— Site 1 Site 2
Three Storage Nodes Five Storage Nodes
Object metadata

MR AETE ALL?
IEERTENEET RRVEES,
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Storage Node

Volume 0  Volume 1 Volume 2 Volume n

Object
space
Object Object
Sitmote space space
metadata

YNEFRT, StorageGRID A NMFET RTFMES 0 LN RTHIEBE=E, ESERAMETEFHENR
TOHIEHPITERBIEERE, #EE 0 MIEFEET RPFMEHMEMEE LRNEARRZENATHRSE (B
HIBVBRIAFZ I UM RII A ER) ©

NEFEFET R LN RTHIEMEN=RIEBURTZMER, TR,

TTHIET BT EIRE

TTHIETE = E _ R— 1M RFACEIRE, RABASNEMETRNE 0 LR THIEMBNTEE. NRFR,
StorageGRID 11.6 E’JJLtu%E’J%MEtD‘FFET
* 4% % StorageGRID B E BRI E RS,
s ENMFEHET R LN RAM £,
FF #0144 StorageGRID Z2fIhRrZs 7ZiET = LAY RAM 2 StorageGRID 11.6.
HBIATTEIETIE = EIR E

11.5/11.6. MIEFHNENMEET S EMNAESRN 8TB (8, 000GB)
128 GB 5{E X

Wi EREET R ENSE/NF 3TB (3, 000GB)
128 GB

1.1 5 11.4 FR—NEENENMEETRERN 4TB (4, 000GB)
REN 128 GB HE K

B RN EAEETSENSE 3TB (3, 000GB)
/NF 128 GB
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FF 4% StorageGRID L&A ZFiETT R L RAM 2 StorageGRID 11.6.
HRRIATTEIETIE BN B

11.0 ER AR EEE 2TB (2, 000GB)

il

EE% StorageGRID RFERITHIEMETIENGE, BHITUTRE:

1. %8~ BoE * > * R > FEEm
2. 7ETFHEKENRA, $HE * TEUETRE=IE * o

Storage Options Overview

Updated: 2021-12-10 13:53:01 M5T

Object Segmentation

Description Settings
Segmentation Enabled
Maximum Segment Size 1GB
Storage Watermarks
Description Settings
Storage Volume Read-Write Watermark Override 0B
Storage Volume Soft Read-Only Watermark Override 0B
_=iorage Volume Hard Bead-Only Watermark Override. oe
| Metadata Reserved Space 8,000 GB

TREEES, *iUETZ=E *EN8, 000GB (8TB) ., X2# StorageGRID 11.6 ZZEMEINIEE
, HhENEHET S RAM 33979 128 GB s E.

TCEIERISE PR == 8]

5ZCENTHIETETEIREARR, RASHENEET RERRITHIEN actual reserved space » 3
FRALENFET R, THIENLMRAETEBUAT T ANE 0 KIOURARFSEER * THIETIE TiE * 1%
=1

TEE 0 X/ TCAIRAI PR = iE]

/NF 500 GB (FE&=H) £ 089 10%

500 GB E{E X XLEEAF R NE:
&0

© TEIEMETEIRE

BEEEREFMET R LTRSS =E, BHRITUTRE:
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1. EWMISEIRESEP, EE TR > FHEHR .
2. %8R * 1368 7 &R,
3. ¥ NAREISTE "Storage Used - Object Metadata " Bl&R L, 2 " PR * " {Ho

Storage Used - Object Metadata @

100.00%
T3.00%
2021-02-23 11:48:30
50.00% ,
= Lised {%): 0.00%
g Used: 126.94 kB
25.00%
= Allowed: 198 TB
| = Actual reserved: 80DTE
T1:10 11:20 1130 1184 11:50 12:00
= |lzed (%)

TREEED, *LrE *EN 8TB, WREEENERTH StorageGRID 11.6 REHAHNAKEFMHET S, H
FEET SRS EETHEMETENEE/N\FE 0, FLtT SHEFRin G e SEF o iuEmE s a)is
=1

SEFRF R By R = (Bl 5

RIGELRENZFEARRZS 11.6 B9%T StorageGRID £45, FEURAIF, RISENEHET = RAM B 128 GB
, HAEMET =1 (SN1) BWE 0N 6TB., EFLUTE:

* RYSCEM * THIEMETE CIREN 8 TB ., (MNRENMEMET S0 RAM #8id 128 GB , MXZEH
StorageGRID 11.6 ZZMZRINE, )

* SN1 TEIENSEAE=EN 6 TB .  (HTFE 0/ F * g =ia * 88, AESERBENE, )
FIFBITTEE A

BMFET R TTHIESRFRM BN = RIAD N A BT HRTHIEN=TE (RIFRTHIETIE _) URERLRE
FeitE (WNEURERAEE) URARKBHMRGARPAITRHTE, AFHTREZRRATENZEENREE,
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Volume 0

Object space

[ Space required for
database
operations and
future upgrades
Actual
reserved
space for
metadata
Allowed
metadata space

TRETRT StorageGRID $MARIEARRIFAET KRR AEFEEM TTHIER LR E TE I BEAREFMET /B RIFTT
HHE=IE

FETR ENARES
&lt; 128GB  &gt; =128 GB TTEIRAYSERR TR R =5 )

&lt; =4TB TOEHURBVSERRT  TTEIRSEPrTIE T EIRY 60% , I K EHIE; 47TB
B8 60% , 1.98TB
5% 1.32TB

BEEEFETRAFRITHRETIE, EHITUTERE:

1. FEFIREIBRH, BT A

2. BERAEHET o

3. fE * 1 ¥ TR

4 BHATREETREN - HRTMRESR L, H3* A% *
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Storage Used - Object Metadata @

100.00% RE
75 0% 20210505 11:03:30
= isied (%): 0.13%
50.00% Ll_saq: 1’_1.__34 EI_i
Aliowed: _ 3.96TB
25.00% — Actual reserved: 8.00 TB
0% - -
10:40 T10:50 1100 1110 1120 11:30
== |lzed (%)

TREHED. *AFERN3.96 TB. XEEFFETRMNRAE. ZEFED S THIEERME = E 844 TB,
* YF * EXRF UL Prometheus $545:

storagegRid storage utilization metadata allowed bytes

FIFBI TR = B 51

RIgELENEERRE 11.6 B9 StorageGRID &%, FltRFIH, RIKENMEET 2B RAM T 128 GB ,
HEFM@ET=1 (SN1) WE0A6TB, EFLUTAE:

* RYSEER TR TE * IRBAN 8 TB .  (HENMEET AN RAM B3 128 GB BY, X2
StorageGRID 11.6 BYBRIAE, )

* SN1 FTEIBHISEPRE =EA 6 TB . (ATFHE 0 /NF * eEiEMZ=(a * iIRE, FtSFREENE, )

* RIEFFIRAITE. SN1 EMTEIEAFNZIENS TB TR FINEEIF: (FoEkIEY SRR = a]-1
TB)x60%. 5%3.96 TB,

R S TR R R S R
SEFTE, StorageGRID RIES MERITFIET RO HHRTHIE, Eit, NMBEXERBETRA

NTEET R, MiZih R E& )BT R E RIS R BT IR R £
BEEUTRA:

* BE—IRUESNE, HREE=1MAKNRERNEFET RO
** TTEHUETIEE =R F IREN 4 TB o
* W F KRB TTHIEEEM AN T HETE, FETREGUTE

FET R % 0 BIA/N SRR RYTTEES R AFRITTEEEEE
SN1 227TB 22TB 1.32TB
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FhET R % 0 BYR/N) SEERFNEERYTTEES R AFRITTEEEEE
SN2 5TB 47TB 1.98 TB

SN3 6TB 47TB 1.98 TB

HF N RTEIEFELRNEET RZEFY9H, BAtARFPHNes I HRREERE 1.32 TB BTtiiE. &k
F3 SN2 #1 SN3 R iFRIERSh 0.66 TB TTEIE=(E],

— Metadata capacity for a site —

Used space for object metadata

SN1 SN2 SN3 Allowed metadata space

[E#¥, BF StorageGRID 4SS MNibm E StorageGRID RAEMFTE R TEIE, Eitk StorageGRID &4
BATHIERENAT R/ NEENHRTHIER S,

HTFNRTHIERTEREFIRANREY, A — M NRARTHREREN, WEKFLEER.

BXER
* BETRRNARESMEET RN KRTHIERE, BRE mizBEH R
* ERMASHNNRTHIERE, BAIRNEETR. BE T EMNE.

EEFENERNERIKE

ECEFERIN RIESE

ERILAGER " R4 7R BRI R " PAIEIIURL ) StorageGRID FRTFERIRT RAIA/)N, MR
DR 5 AREFE.

EREHNE
© ERERERIIMEEIER 150 Web 145,
© ERBRENBIENE

XFIfES

AIAMERT, " EEEFEIINR " ML TRARS. MRBAILED, N StorageGRID ZERFE X
S EIAER TR RSN HHTESE.

@ MRBEAUIRE, NNAMKEZTBEARN—2HNE, ERENERHITEFLURS RN
=31 a

BRIGETZ 8, EESUTE:
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* BRAFEREBFERVEIRR A X4y, SR EBESIEES.

* B RIREFE StorageGRID NN AIZFFIRESEREFN R ZAIMNEH#ITEL, NREF s BAREFEEX
ZR17Z| StorageGRID ZRIEMEHAITT 4, NEBAEEFEIXNRASIE—TIB/NREIK.

* YN5R¥% NetApp FabricPool 5 StorageGRID Z&fEH, 571BBEIEESE.

s NREAT " ER/EEHTR " MRIED, N S3 F Swift B ik BIEFA G HITIEE BREMNF BT
FERY GET X RIEIE, XL "range read’ " 12{EXZEIK T, AN StorageGRID WNE MARELEXS R LA R)E
KRIFT, MNIEERBXRIBERDVEFTRREITRISENELEMRT; F190, M 50 GB [E4EFTRIEZE 10
MB SEEINSERERE T

IRMEEMSRIZECERE, WEFIRERATESER,

@ MRFEEENR, FEFFIRNAREFGIEREEIRI, BENNAERFBIREER Y
8o

R
18R BCE > RG> IR,
2. EEENXNRIETMERDF, &P * EEFHEINR * EiFEE,

Stored Object Options

Compress Stored Objects €

Stored Object Encryption @ ® None AES-128 AES-256

Stored Object Hashing @ ® SHA-1 SHA-256

3R
LB AR RINE
MREBHRENRFER B T AR VR EE, e LA EAERI SE T
Fo MINBHRT, HERARME,
ERBHNE
© B ERE RIS EIER L Web K5,
© ERBHENBIER,

KTFUAESS

AR RMNEZ AT S3 8¢ Swift HARIFIEXNREUEHITINE. BRALIRER, FIEHENINKRERGR
mE, ERENREFENONSHTERNERL. WREAME, WHRMBOXNKRERSMEBRS, EHBN
MRARINE

@ MRBULIRE, NNAMKEZFBEARN—21HE. ERENERHITEFLURS RN
FREE o
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FHERIXT R BT LAfERS AES - 128 B AES - 256 MR E X HTINE,
FREFMRMZBIKEEA TR RBEIFE D EREF T T REFNMNZHITINER S3 WK,

p
1% F BB * > * RS > * RIAIED
2. EEFHEHNMN KRR SH, BEENNRMEZER L (BHA) , *AES-128* 5 * AES-256* .

Stored Object Options

Compress Stored Objects €

Stored Object Encryption @ & Mone AES-128 AES-256

Stored Object Hashing @ ® SHA-1 SHA-256

3. W RTF

EFEINREH
TFAEN RIG RIS E B TIIEN KRB NG/ E X,
ERBENNS

* BRERERIIMSEIEEE 211 Web %25,
* BRBFERIARINR,

KXFIAES

RINBRT, WNREIEEER SHA-1 BIEHITIEE. SHA-256 BIEFEFIMNG CPU HR, BEFABRNATTE
MU,

@ MRBEAUIRE, NNAMKEZTBEAN—2HHNE, ERENERHITEFUIRS RN
=31 a

p
1 308F BB * > * B4 > * FAIEI - .
2. EEFERNNRIETE S, BEFEHINRIGFE BN * SHA-1* (BRIA) 5 * SHA-256* ,
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Stored Object Options

Compress Stored Objects €

Stored Object Encryption @ * Mone AES-128 AES-256

Stored Object Hashing @ ® SHA-1 SHA-256 |

3. R RTF
FETREEIRE

BIMFET REMERTZEERENITHESR. BT EEEIMNRENEEITNRTHE
ARER (IBRS)

@ PRAESCE A BRI, SNESRERFET REEREZA, NEEKRAZR, EaILRE
FEEEFMHTHSEUBRREE R,

BinREFET REEIREMNITE, BHRITUTRE:
13 > XF > TH > Wk~
2 FF AR > EFRETR
3. BT R RIRS SA M.
4. %ERF BB Y ETR,

TRLEATEETREERE.

LDR
BRI g Description
HTTP IR HSTE S3, Swift FIEMREE StorageGRID &R HTTP

WHYHRPRAS:

* Bt ARFPITEMRE, ERSEHITAS
LDR ARS38Y HTTP RIENE P in AIZFER UL
FEIRER, JEMRIEER XA,

© BXAl: RFRRIERE
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B4R FR
BB HTTP

LDR > #iETE(E

BIERFR
EERERIINRITL

LDR > 7%fi#

BIERFR
FHERS—FRE

BTN EER
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(¥ E]
HTA

(% E]
RCOR

(% Z]
SSD

SHCT

Description

* WNREFRUILED, NEFRBHNRFEIRSEURTF
* LDR* > * 72i& * AHHVIRTS. WREFHBEHET *
LDR* > * 77 * AN R3%E, M HTTP #OWHA
Q3% N8 * LDR* > * 17 * A B, N
HTTP tB B L. TN, HTTP iZSREmAR

&No

* NRRER, W HTTP BOBFREHRIINS, BE
EXERAMLE,

Description

BB RSP ERBINRAER LR

Description

AP REERNTFEAMFARIRSIRE, LDR ARSSHIR
BUEEHZRS LB RAASER, tHEEEHR
BaFRERZE,

flan, ERILMER IR ESRFIEFAER N RiRAEME, BD
fEB BRI BEETEHE RNt XX TSR
FEBEM.

B URAUTMEZ—:

* Bt SFFRRE AR, LDR RS ZME
LDR* > * 7#fi#f * HHFAA.

* OiF: YUFAEREAHRIERN, LDR BRSSIEEFMHE
REBERIFPREHELLESHIRS. 5FE, K
é‘TH“A%i SRR EREFERIFEET AR, HEITH

RNEXFA A LE

* Bl EIERRSR(ERE, RUILERE HBAL
FERS—FEAGR SRR SFBERSRE
LDR ARSZEVR (FIUNE] B RIFME=EIE) =P
SIRE. WRTEFE, MWAFKENRE,

BTN ENRO TR e FESI AT
RESFHRIEIRS] (MR o RAFESISE]
BERERULER, A ERIE,



LDR > I&3iF

BB (AT Description

SERHOBITRITE VNMI SERNEIFRERTZRE (Oomis) . BERXENRE
ERNERRE#ERA. StorageGRID R4S BEitRR
DV E BT R IR

IR VPRI. REBTEARIINNERE, BEENEXEERSRIE
RERE R,

SERIFTRITE VCCR SEEEARITHERINEE I REGERIFAIT

#es. LA AT ARKRNEIRFNER (OCOR
) BiREKM. BXIFMARER, 158N StorageGRID 15
R PR HERR 5 AR,

HIpRPRE IR OQRT MIRE B RPRFRIUIFINR, BREXNRITHE
BAE, RAEERENENRERNR (OQRT) &
ko 7E StorageGRID R BEEEBIFHNHRE, &
{85 A LE3E T,

RMANRERER, RAFFAIERBINNIRS
BN R, ARLERERT, RENNRNTHIEMER
A SBN KRB S RFERERE A8 RE Ao

LDR > {ZR4RE3

JBMER g Description

BEEANKMITER RSWF BHRIRRID I REIET NKKBYHY T 23 E B 2T %
T o

BHEIFEVKRMITEL RSRF BHE MEET RIREEE S LU RS R X REMIB R Y
11828,

FEMPREMITEL RSDF BE MEFMRET 2 iPRE T U B RIS YT REBER LAY
HER

FENRIEIFEIAIT2K RSCC FEEFMET R LA RISREI M REIBIIRIF R
#itEaEs.

FERNE BB A ER 12K RSCD BEFMET 2 LIRRRD I R YU A ERAYITER
280

BERNEBVTRK FERITER R /=X SEEFMET R LRV AURIREE T REEF ELRYITEL

2o BNENREENETHEMER.
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LDR > £4l

BHERFR aeE) Description

EENGEERIKKITER RICR BEENGEEFIKNBITEREE. R FIBTERR RIRF
(NIEEH - KIK) EiRo

B E HILEFIR KI5 ROCR FEHILEHIRMETITEES. R ERT AT ER
RORF (HitEHl - KM ZiR,

BRANEEH DSIR CERR TR R LEP SR (E D R SRR RAALE
fille FEIERBREREFREREFIRS.

PRANGEFE, AIUMEETRERMRUAEHE
StorageGRID ZZHWEMIE, EFRGEMEMUE
BHREFFEFEET S LDR RS HNFIFERS.

BRYILEH DSOR GERR IR A TE 4RI B R FD B SRR A g
EF (81 HTTP RRIAFIER) « FEIEFRIFH
IEMRFFARE IR

ZHHEESE, TN RERIILEET S, B
TEMTEET SRR UEFIZE StorageGRID R4t
FREMAIE, LDR RS HNIEERS.

BXER
T ANEEEHER

EETEEHETR

HEETRAEBEN, Euiusd RIFHEMERY B StorageGRID £45, B =Fuklia]
Mk FINEFES, NINEET BREAFINFET o

ANEFES

FNEETANSERABENEFREE. EXHRAKERFEMR. NIREFETAESHNEEEHDTRAKE
, MEJLURINELUEINESRE, 152089 & StorageGRID %%,

AINEET BR

FLE StorageGRID K& EF#ETI A (540 SG6060 ) mILAZIFE LML, WNREH StorageGRID IKEEBY
RINEE, BT BERABE, WAILURINEFEFEZRELUENAE, 52 WEREA i &8 StorageGRID #4i,

ANFETT R

TR LUBE RN T SRS INEFHA S, RNEMER, BIFAEZESRNENN ILM MUMBEERK, FS
DLEYi%ER #E StorageGRID %%t
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EEEETR
TAREETR

BEETRAARERSEE, BENASKERFEERS. STHBRHELONE—NEEET
=, FEFREARKENEEEETR, UERARR.

ERIMREERNIEAEERN, CETERIEETR, SAUUERITMEETR, 8MEETRHASE
T—1 B StorageGRID RAME, BR, 4MEAEEETRRIITHEIPIRE.

BB AR BT S3 # Swift B I REFH TR TEE,
EETAEEUTIRS:

* AMS RS

* CMN g%

* NMS RS

* Prometheus RS

* AHTERMSAAMRS (BT S3 M swit EFIRRE)

EETARSTIHERNARREFEZEFEO ( Management Application Program Interface , mgmt-APl ) 2MEREH
MR EIE API FIFH A EIE API BIEK, SN EAMEEE AP,

A2 AMS IR

BHIZEIERS (Audit Management System , AMS ) RS EIERERRSSERIME .
+4:2 CMN RS
FEEEETR (CMN) RBHSREEMERSIMENEZEMMEIENRASEERE, thIt, CMN RSIER

FiziTHEIEMRES . 81 StorageGRID #FEFRE—1 CMN fks5. H£E CMN [RSHNEET RN EEE
TR

+4Z NMS ARSS

MEEERS ( Network Management System , NMS ) BRFZNIBIMEEIESS ( StorageGRID RFAE T35
WERNAE) ETREE, IREMEEETREHSZ R,

42 Prometheus iRSS
Prometheus RS MFFE T = _EHIBRS U EERT B8] 51IFE1T.
FRZIEEDTR

— StorageGRID A UEEZIMNEEDTR, XiF, ME—IEEDRHINEE, &
B A4 51 AIBCE StorageGRID &4

MREETAAATH, NEEMREHRE:, ZIRMNER (HRES%) haftk, RS AIESFHRMEEZM
AutoSupport JHE. 1BE, HEZINEEDT SRR ZRIF, B@501H AutoSupport SHEFRIM 45512
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»y M—TEETRAHNERBIAFZEHZIEMEET <.

S LIS

Client Client Client Client Cli

N | ]

— Primary Admin Node —Admin Node
- Jh

Attribute data

nt Client

Attribute data —Other Grid Nodes
-

MREETRLISKE, sJLURE RS ZH4EEFNEE StorageGRID R4::

* Web & i a] UEFEREEAEMAIANEET <o
* MREAREEREETEIAUEETRA, M Web B ime] LIEEEER HA HRVENL 1P #iibifp Mg E
ERYEF EER. BEN EESAAEAE,

£ HA RS, MREEE T RUUIKEE, WK, BASTE HA BBIEIL 1P itk
ERZIATFNS I EETREENER.

FEirESReeERATEETRIT. NRFEETRHIKE, WATAMEH#HITRE, AR
StorageGRID &4 gEEFTEIERIETT.

HEEEENA
FTEETRIEE CUN RS, EE4PIERREERTEETRRIT.
RN

* BRERERIIMBEIEREE ZHF1 Web %25,



* EEARERNIAIRNR,
p
TG > 285> TR * > * g
2. JFE ) site > BETR Y, AEERE 4 BHRIMIHEREEET R HEENRS,

FEETRIEE CMN RS,

3. MIRIBEET SFHEE CMN RS, BOEHMBET S,

EFREEA A

HISEHY StorageGRID HEBESMERTA, WA LAENAN SR SR 2B
£, BANERT, RASEETEENS, EEMEESSHTUREERES.
EREHNE

* MRERAERIIMBEIRRE 2119 Web 525,

* BEBHFENIHRIR,
XF IS

" BCE > RS> BAT " MEER T HRERRFEERESHNEETR. AR TEETEE
TR

FEERRGERET, REEEAHATZELEATEA:

* AutoSupport JHE

* SNMP i&*]

© BiIREBTHRG

* ERBFHHE (IBRS%)

;ﬂ%, FRrEEMEETR (FAXESE) HWITERRIXSE, MRENER-E, EFRAHFALITURIEXLEE
o

EUTERT, BERHANMERLH NG iR IXE:
* IREETRIWULEZR "islanded” ", WEERLZFAMERAHEABBEEALEEN, HEFTEIWEZD
AR,
* ERRKGARNEEEL G AFRRNEA LN ENE, BERGARRESIENRSERIXEBIEES.

MRREXMFR, AIRRSRKZEENEN,. SERARKFATBRNEEELFANERY, SRFELELE
A,

@ A EHRBAIF AutoSupport JHERY, FAEEET s &M EFHbtr. ENHEREN
By, SOMERIESTEET R URIEER,

p
1. % BB > RE > BRgm ~,

2. NERETEREH, W %
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3. NTFHIFIRAPIERERENERREFNEET R,

Display Options
Updated: 2017-08-30 18:231:10 MDT

Current Sender ADMIN-DC1-ADM

Preferred Sender iADMlN—DC1—ADM1 | ;I
GUI Inactivity Timeout [900

Notification Suppress All r

Apply Changes .

4. WAENR .

EETRIRBENBRNIRNEIEZ G A

EEBHIRSHIBAT

BET A EMNNEEEZRYS ( Network Management System , NMS ) RS2 AEREAR
SEREEN. BAUEZEOS|IZnE EEE NMS RSB EHFPRES R EBHIATIA N

EifniEO5 180, BEERXF > TR *>*WEHRIN . B, &R s > EBETa >
NMS* > * $Z[5|% *,

| Crearview 'l, Alarms Reports Configuration

Hain

Overview: NMS (170-178) - Interface Engine

Updated; 200820308 1001317 POT

NMS interface Engine Status Connected 59
Connected Senices 15 |
E-mail Motification Events

E-mail Natifications S1atus Mo Errars o]
E-mail Matifications Queued ] N9
Database Connection Pool

Maximum Suppaned Capacity 100 i
Remaining Capacity 95 % o ]
Active Connections 5 L

BADLET B F BB R@ERIAT I TRE, FHHRARAIRFZE N ZIXEE RS 38, WRMIMEE (FIAIMSERTEIR
) > HEESHAXBANERARSBAETAE, WRIEEMERLXZ B IRSISFAVIRIERREEE 60 70, WNR
WHITE 60 P ERAIXFERHARSS 2R, NERDEMBRIBATIRMER, HEHETIFLET—NEM, BT @A
BILAMIBRIBATI PR A &E, Flt, ERLEBANERT, FRESMALEHR. NRBANMEATIRRIFRTR
Rix, Wik osh (BFEMHENRS) REER.
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EETRANAEREHANER (HRS5)

E—TEETRLRMAERN, BRANERTSERZEEAEMEE TR, BFRHIAT
E%UEUE‘:@AEH 2, BN TFEMEETR, MRHIMIAIERIERAE.

%R Web ZPInAY, XMERIFEER. RIBEEIZIFER, Web BFIRAILIEBRRFR StorageGRID %
S

W17 P storageGRID Webscale Deployment 155 P StorageGRID Webscale Deployment
-4 Data Center 1 -4 . Data Center 1
- DC1-ADM -4\ DC1-ADM1
lil—ﬂ] S5 - ) ssm
l & Ans - ANS
I B cun - gl
B -4 NMS -4k NMS
-y DC1-51 -y DC1-51
1 )
-y DC1-52 -y DC1-52
1
-y DC1-53 |T:|-‘ DC1-53
-y DC1-S4 -4 DC1-5¢
- DCT1-GW1 - DC1-GW1
-4 Data Center 2 -4 Data Center 2

HAR, BANEMREMHINNEERET R RIXH.
B FIZE P iRl

”'éifﬁ TRIBEEZEEZRS (Audit Management System , AMS ) IRBIGFBEHEZNAR
SREHFICRITBIEZHEZHRNBEEXSHT, ZXHERERNANESINEETR
EPO AT EFIHREZES, BUEEZ gyt CIFS #1 NFS E’JEH’fZ,iE;cE’hEIﬂWBEo

StorageGRID AAZERBEEWIARP EERHEZEREANBSXHZAIERXEHRE, HEZ—HERSH
HEBA, EEI AMS BRSSERIB B XA AR SSHRIA Hdt TRl L,

BEXFAER, BB EEHZAT,

@ EF B CIFS/Samba #{TEHIZFH, FHIGTERFKH StorageGRID hrAsHlfR. NREBTLL
WEAR{ER CIFS 53¢ NFS , 5% NFS,

79 CIFS B EEIZE P is

BFiEEZEPIRIIRES R BURTF BHRIUESE: Windows IﬂEéﬂﬁ Windows
Active Directory (AD) . #IlfE, BEZEZEEIBEARIEHE,

()  ExmiE CIFS/Samba #TEHSE, FBIEFRRE StorageGRID KRARHIER
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N TR E RIZE G
XJ StorageGRID ZEBREMPREFIDESNESNEET SHITIHIRIELE .
BEENRA

* &EE passwords. txt XHLU root/admin KPR (] M _EIRZREEHIREY)

* 8B% configuration.txt X (RIfE_ERIGEHIHRE) o

%?ﬁtﬁﬂ
BEF B CIFS/Samba #1TEHZS W, FHIFTERRKR StorageGRID hir4sHfBRo

5B
1. BREFEETR
a. AL T2 ssh admin@ primary Admin Node IP_
b. %N passwords. txt X&HF|HAERRD,
C. BNLL et E] root : su -
d. B\ passwords. txt XFHFHAIE,

B root AR BMEREY, IBAFHREM S Bl " # o
2. HIAFRBE RS HPIRZSEIA running I Verified : storagegRid-status
MRFABIRSIIRIBITHRRIE, ERBRAD, AEBHLE,

3. REESTT, &*o Ctrl+*, c*o
4. [B5h CIFS BECESSA#EF. config cifs.rb

set-authentication validate-config
help

exit

| add-audit-share | |
| enable-disable-share | set-netbios—-name

| add-user-to-share | join-domain |
| remove-user-from-share | add-password-server |
| modify-group | remove-password-server |
| | add-wins-server |
I | I

remove-wins-server

5. 77 Windows T{E4HIEE B 14503 :
MREREF DI, WSETR—FKEBICHEHE, MRBREEHWIE, BRET—D,

a. B \: set-authentication
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b. YRFIRRIERE Windows TE4HE Active Directory BY, #N: workgroup
c. HIEREY, MANTLIEARBRFR: ° workgroup name
d. BIRRES, BIEEENXM NetBIOS Z#F: " netbios_name_*

=%
BN UERBEET RN EZER NetBIOS BT,

LR EHT/EE) Samba ARSZBHNAEL. MRFFERE—ohavediEl, RESHWIEE, HIHEZ
= F o

a. HIUERES, BN,
EE 27 CIFS BRE L BIEF.
6. FINEZEF IR

a. B{i\: add-audit-share

() sEsEsmmmhRL,

o

- HIMRREY, AIMAFA:  user

- HIEREY, WANEZBERF®A:  audit_user_name’

- HIRREY, MAEZAFNEL: ° password

- BIRREY, EFHEMNERNZEBLUHITHIA:  password
f HIRREY, A

o 0O

o

S B CIFS BRBSRIZR,
() =EWAER. EFEXERERSH

7. MRAFZ IR RAFREZER, EANEMEF:
a. I \: add-user-on-share
It ERERRAHENRES IR,

b. HIMRREY, MAEZSHHXZNSRS:  share_number

c. HIMEREY, FAIMAFIHA: user
g, group

d. HIEREY, BMANBEZBAPRANZTR:  audit_user 3 audit_group’
e. HIRRET, BN,

LR 2R CIFS BRESEER.
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f. WENGREEHAENS M EMBFRRAEEXEFIE,

8. (A]i%) WIFEHEIE: validate-config

IR EHETRXERS. ERUReMZERUTHES:

Can't find include file /etc/samba/includes/cifs-interfaces.inc
Can't find include file /etc/samba/includes/cifs-filesystem.inc
Can't find include file /etc/samba/includes/cifs-custom-config.inc
Can't find include file /etc/samba/includes/cifs-shares.inc
rlimit max: increasing rlimit max (1024) to minimum Windows limit
(16384)

a. HIETEY, | A
R B RE B P i E.

b. HIMRTES, & * Ao
B 7R CIFS BCESS A ER.

9. X CIFS ECELRTEF: exit
10. 25 Samba fR55: sservice smbd start
1. 40R StorageGRID BB ENUER, BEERET—%,
=
FE, WR StorageGRID BEBVIFHMILmMNEIET R, NREFESAXLEHZHEE.
a. EEERIESNEET R
I AL TE%:. ssh admin@ grid node ip
ii. 9N\ passwords.txt XEHFIHAZ,
iii. N TSRS root © su -
V. 3\ passwords. txt XHFHF|HAER,
b. 8 FRFTBEAEIMNEERET REEEFEZER,
C. XAIZER L Shell ERFIZEEET R exit

12. 548 Shell © exit
79 Active Directory BC B B 1% P if

%t StorageGRID BfEBHFEMPHRRFIHENES TN EET RRITIHEESE .

EREHNE
s BB passwords. txt XL root/admin tKF S (B M _EREREGEHIRED) o
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* 8 B%H CIFS Active Directory AP & #1254,
* 8B% configuration.txt X (AIfE_ERIREEHIRE) -

(D)  ExmiEi CIFs/Samba #THIZSHE, FRIERRE StorageGRID KRARHIE,

p7
1. BRI TEENR:
a. AL T2 ssh admin@ primary Admin Node IP_
b. 38\ passwords.txt XHHFIHNER,
C. BNLU e E root : su -
d. %N passwords.txt XEHFI|HRZR,

Bl root AR BHERE, IBRFRHM " Bw # .
2. ¥IAFRE RSB AVIRZSIYA running 3¢ Verified : storagegRid-status
WRFABEIRSBIIRIBITHARKIE, BRI, ARBYE,

3. RE&SHSTT, #&*, Ctl+*s c*o

4. [35h CIFS BECESSA# . config cifs.rb

add-audit-share set-authentication validate-config
help

exit

enable-disable-share set-netbios—-name

add-user-to-share join-domain

modify-group remove-password-server

I | I
I | I
| | |
| remove-user-from-share | add-password-server |
| | |
| | add-wins-server |
I | I

remove-wins-server

5. /9 Active Directory IEE S ¥IE: sET-authentication

TERZEHEER, BHNERNFEZEFHZANEES NI, MREKESHEIE, WsEBR—FENH
B, NRBIKESHRWIE, BEHET—F,

a. HRARETRERETEAD Active Directory BY:  ad

b. HIFERET, HANAD FHHEIR (5EHB) o

C. HIMEREY, WNEIEHIZRAY IP #itks DNS &,

d. HIRTEY, WATEEAEIEHE,
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ERAREF&,
e. HRSKIRTERBA winbind ZHET, AN *o
winbind 3 F##tfr AD ARSS22RRI AP MARER.
f. HIIRRBY, HA NetBIOS &,
9. HIERES, T AN,
LB 2R CIFS BRESLiER.

6. MONI:

- SNREREBTN, BB CIFS BELESKAIERF:. config cifs.rb

b. IINI: join-domain

- RAERRRENREET AU ESNBERNEM R, NRIEEBTRSTAIRMALE, E®A: no
- HIURTE, BIRHEERMNAFRE:  BEGRAPE

]

]

o

Heh, "EBERAFE =2 CIFS Active Directory P %, A StorageGRID FBF &,

0]

- HIMRTREY, BREEEARE:  EEAREE _ &

* " administrator_password & CIFS Active Directory BF &, A< StorageGRID Z,
f. HERREY, & A,
LB 2R CIFS BRESLRER.

7. BIHE R BB IERMNE:
a. JONE: join-domain

b. HARFIRTNIAIRS 2R LRIR DM BN, WA v

WMRZULEIEE "join is OK , * " you have successfully joined the domain. Z1R KUK EI LM, EEIH
RE SR EIEHERIMNEH.

C. HHIURTREY, | * BN "o
B 7R CIFS BCESSRiER.

8. FIMEZEFF M. add-audit-share
a. HRFGIRREFMAP AR, BN user
b. YRGKIRTERNTIZAF N, BHMANEZAFZ,.
C. HIMRREY, BN

B £ CIFS BCESS R ERF.

9. MBAFZNEFRRAIFEZHEE, ERMNEMAEF: add-user-to share
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R EREBRAHEENRESTIR.

a. MABEZSHEENES,

b. UAFRTEHRIMAF AR, AN group
RIERRTERNEZABT,

C. HARSHETRIECMNEIZARBIRN, WABEZARANET,

d. HIETEY, & \A .
kB 2R CIFS BRESLRIER.

e. WENLRFEZEENE M EMARSAEE TR,

10.  (Ai%) WIEERIECE: validate-config

PRI EH BTRXERSS . TR UREMBIRUTHEE:

° 3R] include X * /etc/sambalincludes/cifs-interfaces.inc’
° ¥ A E include 3Xf4 ° /etc/sambalincludes/cifs-filesystem.inc’
> ¥ A Z include 3Xf4 * /etc/sambalincludes/cifs-interfaces.inc’
° 32| include X * /etc/sambalincludes/cifs-custom-config.inc’
° ¥ A Z include {4 * /etc/sambalincludes/cifs-shares.inc’
° rlimit_max : %% rlimit_max (1024 ) #E0%2I&/)\ Windows fRHl ( 16384 )
@ iE%JI_%i’zT% "security=ads" 5 "password server" 2L SFEH, EHABRT,
SEMAMEKRIERDC) .
i HIEREY, #* N * LB RERE P KRS,
i. HIFERET, 3% AN,

LR 2R CIFS BRESEER.

1. X7 CIFS BEEXRERF: exit
12. YNR StorageGRID BB Z BN UER, BEERET—%,
=19
FHE, WR StorageGRID BEBVIFHMILSMNEIET R, NREFESAXLEHZHEE.
a EIEERINERNEET
I MALATE<: ssh admin@ grid node ip
ii. i\ passwords.txt XEHFIHAZR,
iii. N TSRS root © su -
V. i\ passwords.txt X&HFIHAER,

Samba
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b. B2 FRSBAESNEES SEEHEALE,
C. RFBTIEZR S Shell ERFIBEH A exit
13. 5¥545#p< Shell © exit
BEPSARME CIFS Bigt=
eI LSRR P ERARINE]S AD B9 IFERM CIFS %=,

BEENAR
* IREHE passwords. txt XL root/admin HkFAZRS (AT M LRI EEHFRER) o

* 888 configuration.txt X (AJELEARRGEHHRE)

KFItAES
UTRESRE ERTS AD SMIEIEERMNEZHEE,

(D)  ExmiEi CIFs/Samba #TRIZSHE, FRIERRE StorageGRID KRARHIE,

P
1. BRI FTEED A
a. AL T2 ssh admin@ primary Admin Node IP
b. 38\ passwords.txt XHHFIHAIZE,
C. AL e Lt)iREl root © su -
d. %N passwords.txt XEHFIHAZR,
B root AR BHERE, IBRFREM " Bw # .
2. BINFME RS FPIRSHYAEREEITHERIE, JAN: storagegRid-status
WMRFABEIRSBIIRIBITHARIIE, BRI, ARBUE,

3. REESTT, &*. Ctrl+*, c*o
4. [B5h CIFS BECESSA#EF. config cifs.rb
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add-audit-share
enable-disable-share
add-user-to-share

set-authentication
set-netbios—-name
join-domain

(&)

[e2

N

©

10.

1.

12.
13.

- FHR AN B :

modify-group remove-password-server

| I
| |
| I
| add-password-server |
| |
| add-wins-server |
| I

I
|
I
| remove-user-from-share
|
I
I

remove-wins-server

add-user-on-share

IR EREEENHEZHEZENRESTIR.

- HIRRE, MABERHEE (Fi- BH) NES:
RSN EEEER T AP AN L EZHEZ R RIRIR.

HIRREY, AR E4A:
- HRGHRETRERALL AD ERHZRAF AR, FRALLETTR.

user 3 group

audit_share_number

validate-config
help
exit

bR P SRS RN R IZH Z R RN RS SR BVRIER SN CIFS RS . RYOFEMME Samba ECE

, LUER P SAHREBIRRERE P mt =,
HIGRRES, 323N
LB R CIFS BREXRERF.

MNERHREZEZNETRAPNEAESE FRTE,
(AD%) WIEERECE

validate-config

Et&”jtﬁ ;Fﬂjrl_ﬂ%ﬁjjo/UEULiﬁf%ﬂguj@QATﬁﬁEa:

° 3 AREF| include Xf¥ /etc/sambalincludes/cifs-interfaces.inc
° 3 Z| include X /etc/sambalincludes/cifs-filesystem.inc
° ¥R EF| include X /etc/sambalincludes/cifs-custom-config.inc
° ¥ 2l include X4 /etc/sambalincludes/cifs-shares.inc
L HIRREY, RN UEREZE P IGEiLE.,
ii. IR, BN
X CIFS EcESLAiERF:
HMEEETERAHMEZHEE, WTFR:
° W15 StorageGRID HEEBE NS, BERE T —Do

exit
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° Y05 StorageGRID HEVEREMILRNEET R, FREFEEAXLHZTE

L ERRE RSN EET R
A BN T®H%: ssh admin@ grid node ip
B. i\ passwords. txt XHEHFIHAZE,
C. AU TS IEE root © su -
D. HIN passwords. txt XHHFHIHIZE,
i. B8 FRFBEHEGNMEENREEERRIER,
iii. XFITIELSE Shell BREEREEET S exit

14. 33548 < Shell : exit

M CIFS Bzt = iprAEF A

EAReebr PR EREENRE— AP S4A.

BERENHNE
Y= passwords.txt XHUKRBKAZE (AI7E ERREGEHIRE)
* B8 configuration.txt X (AIE LARREHEHRE]) o

EFIES
BFMEE CIFS/Samba #{THZSFH, HIGEREKR StorageGRID hig4sH#fIBRo

B
1. BRI EFEEDNS:
a. WALLT#<: ssh admin@ primary Admin Node IP
b. $N passwords.txt XHHRTIHAYER,
C. ALAF et E] root : su -
d. 3N passwords. txt XHFHFIHHIZ,

U root AR SMER, RTEMN$ Bl " # o

2. |55 CIFS BCELAEF: config cifs.rb
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add-audit-share set-authentication validate-config
help

exit

enable-disable-share set-netbios—-name

add-user-to-share join-domain

modify-group remove-password-server

add-wins-server

| | |
| | |
| | |
| remove-user—-from-share | add-password-server |
| | |
| | |
| | remove-wins-server |

3. FFIaMIBRAFHA: remove-user-from-share
B ETR—MESHIR, HRFIHTEBT SN AREZEE, HZHEZARIZH audit-export o
4 NEZEEMNRS: - audit_share_number
5. HAGHRTMFRAFS4EE: user 8( group
AP B R EHN AR SHAENESTIR.
6. MASEMFRHBF A LAEF:  number
BB EFHEZAE, FERBATAP AR EZEE, fi:

Enabled shares
1. audit-export
Select the share to change: 1
Remove user or group? [User/group]: User
Valid users for this share
1. audituser
2. newaudituser
Select the user to remove: 1

Removed user "audituser" from share "audit-export".
Press return to continue.
7. X CIFS ECBELFTEF: exit

8. #N%R StorageGRID FEIFHMILAMNEET =, BREEEEES N LS Z2EERHE,
9. BERMGE, ME 1< Shell FFH: exit
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B CIFS FiZHZERF AR
&I LU A 0HE A P B A A MR IH A P SR EKE R CIFS SRz ZERIA P AR,

KXTFIAES
BEF MA@ CIFS/Samba #1TEHIZFH, FHIEEREKD StorageGRID hrasH Bk,

TIE
1. B RMEEFHF AR RARNEEZHEZH,
2. MipRIAAE P 4R R,
HXER

* BRPSARME CIFS BizH=E

* M CIFS &Stz = hfipRAE o4

l:m

I53F CIFS % &ER

HIZEZEANRE, BEXGHTHITENNBRRERIRE, RIEREEITAXE. FHiITAA,
HIZHEXH RS ER1E Windows BREEIEXREOFE EBBRWIL, WibEERE, <HFME
B\

7 NFS ECERIZEF iR
HEZEZEZBEMBRANRIERE,
ERBEHNE
* {EBHE passwords. txt XL rootladmin 83 (RITE ERRAEFHKE) o

* 8858 configuration.txt X (AJELEARRGEHHRE)
* BB IRIEEMEA NFS iids 3 (NFSv3)

XFIAES
Xt StorageGRID HEFREMFHRRFIHENES TN EETRIITIRESE .

B
BERIFEETR:
a. MALLTFE<: ssh admin@ primary Admin Node IP
b. %\ passwords. txt XHEFFIHAZE,
C. M ANLATan <t E] root © su -
d. 9\ passwords. txt XEFFIHZ,
B root AR BHERE, IBRFFREM " § Behow " # .
2. WIAFRE RS RSN EEBTHERIE, BIN: storagegRid-status

WRERBRS ARSI "Running or Verifified (EEE{THEIIE) ", BB RRE, AEEHLE,
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6.

8.

REIZIERLTT. #*o Ctri+*s

CESLATER. WA config nfs.rb

ijly
=l
Z
U)
=

add-audit-share add-ip-to-share

enable-disable-share remove-ip-from-share

S. INEZEFIK: add-audit-share
a. HIERE, MANBEREZEZE PG IP ity 1P e
b. HIVETRET, & * N *o

MRAF SN EREZEFIRGEEZER, ERANEMAFBY 1P itk

a. MNEZHEENSS:  audit_share_number
b. HIIEREY, MABEZEZHEZE PG IP #iiksg 1P #ISEE:
c. HIEREY, & AN

BT 27 NFS BCESERERF

d. WENRAEFEZEZNEME TN EREFHEEXEFIE,
(FIE) WIEERECE.

a. WAL THNSA: validate-config
BT EH B RX LIRS

b. HIMRRET, 3= * BN,
LEBE 7~ NFS BEESLRTER.

C. XM NFS ECELFBTEF: exit
Eﬁi%éﬁ/ﬁrﬁfmlﬁﬁ %Eﬁ* /\?O
° 901 StorageGRID HE R BN ILR, BEET—F,

validate-config
refresh-config
help

exit

client ip address

add-ip-o-share

" client_ip_address_*

° 9NR StorageGRID HECFEHMULSHNEET R, BRIEFEEAXLEHEZHER:

L ImREERIhSNEED
A BN T®H%: ssh admin@ grid node ip
B. %\ passwords. txt XEHFIHMZG,
C. AT aSIEE root © su -
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D. i\ passwords . txt XHEHRFIHHED,
i BE ERSBHE M HNEE T ARE AL,
i, XFERRS Shell BRIVTIDEET A, WAL exit
9. ML Shell 1 exit
NFS B FIRIGIRIBR IP MADKEN SRt EAIRIR. BIDEH NFS SIS SR 1P i FnE)
HTHRAREFHET HERAEOHNR, REEBIBRIE FEE LR IP USRI EER

Ufio

¥ NFS BiZ% P im AN E sEiztt
NFS Biz& P iniGiRIEE P bR X R iZHZ/IA IR, B H NFS BHixE P s
BY IP #HAEARMNEIERE R, KEEEZRIERINRE F4451%2% F ino
ERENNE

s BB passwords. txt XHLAK root/admin 1K S (B M _EREEGEHIRED) o

* 8B% configuration.txt X (AITE_LEARIEEHIHRE) -

* EIZEPURIETEER NFS frads 3 (NFSv3) o

Nt

g
1. BRI FEENS:
a. MALAF8<. ssh admin@ primary Admin Node IP_
b. I passwords. txt XHHFIHZ,
C. BALLTap <% root © su -
d. 3\ passwords.txt XHHRFIHHEE,

KU root BR BHEREY, IRTHEM °$ BEelth " # o

2. Boh NFS EBELATEF: config nfs.rb

add-audit-share add-ip-to-share validate-config |

I
| refresh-config |
| help |
I I

|

enable-disable-share | remove-ip-from-share
|
| exit

3. BN add-ip-on-share

I EREEED S EEAN NFS EREEIR, WEZHZSIEHA: ° /var/local/audit/export’
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4. NEZHEENSRS:  audit_share_number
5 HIRREY, MABZEZHEZEZF G P #iiksy IP isEHE:

LY, ERE P IR AR EZEE R,
6. HIMRTEY, Ao
e 2R NFS BEE L AR

1. JANARMEEZEZPRNE N EREFRES LRPE,
8. (Alit) WIFEMIECE: validate-config

IR EH B RXERS.
a. WIEREY, & 5N o
BT £ NFS BcE LR

9. % NFS B RRERF: exit
10. 4% StorageGRID SEEHE MR, BRET—F,

" client_ip_address

BN, MR StorageGRID FBEFEHMILAHNEIET R, WA LREFEEEFEEAXLHZTEE:

a. EEERILEMNEET S
L AL T®H2: ssh admin@ grid node ip
ii. 3\ passwords.txt XHFHFIHAZERD,
i. 3 NUAFapSHHRE] root ¢ su -
V. I\ passwords. txt XHFHFIHAIZ,

b. E8 PRI BHENMNEETREEHEZHLE,

C. XIFZTER L Shell BEREFTEEET R exit

. JE8H&H < Shell @ exit

ISIE NFS BZEERR

FEERZEZHAI NFS iz Pin/a, EALUEEFZ

A MEEZHEZETI,

p
1. ERRE AMS IRSVEET RIVE s IP it ISR (HEF G

ip address

WIEARSSRE BN, FERIER,

BEPIRHEEHIEXEHZES

REWNTIK) o BN ping

2. FRERATEFIRRERFNGSEHFERRERE, Linux <TFR E—1THEAN)

mount -t nfs -o hard , intr Admin Node ip address .

/var/local/audit/export
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_myAudit

ERE AMS IRSHNEET R IP Mt INEZRGNTEXEZ R, HEHRAIUEE P mEREMR
BFR (B0, EE—PELHH T myAudit ") o

3. EXEXHEERIMEZEZIAE, B! 1s myAudit /*

Hef, "myAudit " BEZHEZRNEHR. NEDIIHE—PEEXH.

MEZEZHHIFR NFS BEiZE P in

NFS B1ZE P imfFiRIEE P bR BEZHZRIRRNIR, Er] LU fERI A Hix
PRk P kR FR IR P o

BRENAR
* IREHE passwords. txt XHELUK root/admin KA ZERS (AT M LRIEEHFREY) o
* 8B% configuration.txt X (AITE_LEARIREEHIRE) o

KXFUIES
EARREMPFARIFHREZEZENRE— IP itk

g
BRIFEEDR:
a. MINLAF8<: ssh admin@ primary Admin Node IP
b. HIX passwords. txt XHHFIHKZ,
C. WA Te<LIE root © su -
d. 3\ passwords.txt XHHRFIHHEE,

U root AR SMHERE, RRFHEMN$ Belh  #

2. BRI NFS EeELA#EF: config nfs.rb

| Shares | Clients | Config |
| add-audit-share | add-ip-to-share | validate-config |
| enable-disable-share | remove-ip-from-share | refresh-config |
| | | help |

| |

exit

3. MEZHEZHMIER IP #3E: remove-ip-from-share

L B RiRS s AR BN EZEZNRSFIR, EZEZFIHA:  /var/llocal/audit/export’
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4. MANSEZEZMNMEF:  audit_share_number
#H

LEBPR R AR ERAZER IP #iRRES5IR,

S. NS EMIPRAY IP kX AIEF

RS EREZAR, FETBAVERALL IP MUtREAEZE P iRH TR,
6. HIURTES, & * BN "o

LB 2R NFS BRE SRR

7. X NFS EgESLRIER. exit

8. YNR T StorageGRID FE N ZHIEFROILSEE, MEMES FEEZEET S, BRIEEEZAXLE
HIZHE:

a IEERIISNMERNEETR:
i N F®%: ssh admin@ grid node ip
i. i\ passwords.txt XEHFIHAZR,
iil. FNLAT SR E] root & su -
V. N passwords.txt XHHHIHHZ,
b. E8 FRZEANETMMEED RREEFEZHEE,
C. XAIZEIZR L Shell ERFIZIEEET R exit

9. ;3548 < Shell : exit
E NFS BHIZE iR IP ik
MNEREEFEN NFS EZEF iR IP ik, B TTE,

p
1. MIB NFS BRIZHEZ N IP itk
2. MBRIRYA 1Ptttk

BXER
* ¥ NFS BE1ZE P imiRN

=
Rt
N
H
ot

BEEAET R
AR AT =

SR LUERER IR T S E S StorageGRID FIEFROIES, LUEEEE|BIRNER3
RATFEEZR ST, {530 Tivoli Storage Manager (TSM) o

JIIRTRERT —NMRO, SFLETZEORIMNIIEEEARFARBEFENREENER. IETRES

257



mFIbERER AN StorageGRID %45 BARIMNRIIETFER G Z BRI R IR,

| S| hamms Genoris. || Cotmguration
ST ] StorageGRO Webscale Deployment o
|_|-_!-‘ Data Canter 1 :
8 o i Overview: ARC (DC1-ARC1-98-165) - ARC
E!J'_‘ OC1-G1.88.161 Updated: 201150530 102518 POT
#1- gy DC1-S1-88-162
i
1~y DC1-52-98-163 .
,g,_‘ ARC Stata Online 59
T d DC1-ARCY 92185 ARC Status Mo Errors 2y
- ) ssu Twvoli Storage Manager State Onling ﬂ?
:":5. Tiwoli Storage Manager Status Mo Errors =i
Store Siste Online 5?
Store Stalus Mo Errors e b
Reatrieve State Online ﬂ’?
Ratriove Status Mo Emors =iy
Inbound Replication Status Mo Emors =5
G s e Outbound Replicstion Status No Errors =2

:'-I_,"‘ Data Centar 3
Node Information

Device Type Archive Node

Varsion 10.2.0

Build 20150928.2133.a27b3ab
Node ID 19002524

Site 1D 10

FcE SN BRRYERE S, ERILIECE I TR LALIE TSM 1488, 7 TSM BRS3 288 BRI A a] AR I3
TR, UREEEFNNNRIZRE, EEAUNIETRIREEEXER.

T EMIBRMERE BRI IR RIS REFEET LAFER MF AT VIR RS . HBEERSMHFIMNIRFME, TR

SRR IS EIEESIET O ERNART R UKREE ILM ALNKSSILRY, EXEANF, )3T =
WEARNBREGRRN " BiR "o IRTRAIEEAENRMELS; XehEd M ILELI.

()  wRTMETRIAY, EARBERFESSL,

+42 ARC-Service

JFRT R LRI (Archive , ARC-) BRSBIRMT —1MEERE, ERILERLFEREEET TSM Fiaf
ERFISMND)IEAE (BIUNHES) BOERS

ER—MASINBAISEEARRENNAREFRS, BTHELEFEAENREE, FESPRNARRRFIEK
IR RERITIER, P HYAEFIERIIENREY, FiETRSM ARC-Service BRI #HHE. ARC-
Service ZRIMBIAEFBRALLIBER, RRARAIURIERINRBIEHFEHLIXE ARC-Service » IthNATE
FRSSWENREEHFHEREFET R, ARFET RSN RIREEERIE A RN BEF.

BT TSM RIEf RN RIEITEEIETRNE KA LUEITERE, URSRERMER, AJLOHERETHF, UER
E—IFE KRR FFEEES LRI R, AR, BREHNEFFRREIFMERSE. RIBAEIKENRRE, 7T
ERMEX R EE LRI RIZMER,

B S3 API A EIx

oI LB AT S A B N EEEEES] Amazon Web Services (AWS ) 3{a&@:d S3 API
ZE# 3| StorageGRID RZHERIE MRS,

C) T S3 API MR M T RS chEISMRAIEEFE RS ER ILM =TFEMFE, ErRHEE
ZIEE, HASHs * o - BREMHERS (S3) *i&EW, BEREEENKEREFEL.
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ﬂu%‘“éﬁuﬂ‘ﬁﬁﬁaﬁ ENE - BRFH#ERS (S3) *AINMNFT S, BEEENRIBEISEED.
BEERERE FA LM EEN R,

BOE S3 APl HEIESE

SNERBEA S3 FHOEREITAET =, )”JZ\@WEE S3 API liEZIRE., ERLEXEIREZ
Al, BTFIEASHERIIEEEARTEITERS, ELb, ARC-Service K iRiFEBLEHRAT,

T S3 AP X R MARTI RIS shEISMB IR EFER A ER ILM z:T?ﬁ%/@FﬁHXTt, BRI HE
ZIEE, A * o) - BREMHERS (S3) *i&EW, BEREEENKLERFEL.

®

IRESREE-BRS * 7R - MPREFMHRS (S3) ~EIMNAMTR, BEE/INRIT
BnfF#El. BB £H LM BN R,
BEENHNS
© RERERIIMIEEIRES 211 Web Il
* EEBRENIHRR,
* BEAEBRINEERA LOIREFEME DR
° WEESBREAT—NAIT R, EFEHREMIET A S BEFER.
° FED R E AT B EFENA X,
° NTETFE S ERBC B P E SRR AT,

s EEENEROE, HEARAPBAIVNTFSHZETF 45GB (4, 831, 838, 208 FT) . WNR{HEHA S3
TERINERARSIZE R ST, BT UEERY S3 AP iERIE KM,

p

138 * 2R > TR * > * RgHih *,
2. 7B TR > *ARE > BiR %,
S EFErERE > E
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Overview Alarms Reports | Configuration ‘\

Wain Alarms

Configuration: ARC (98-127) - Target

Updated: 2015-09-24 15:48:22 PDT

Target Type Cloud Tiering - Simple Storage Service (53) LI

Cloud Tiering ($3) Account

Bucket Name name
Region Virginia or Pacific Morthwest (us-east-1) LI
Endpaoint hitps:/10.10.10.123:8082 ™ Use AWS
Endpoint Authentication r

Access Key ABCD123EFG45AB

Secret Access Key ssssee

Storage Class Standard (Default) LI

Apply Changes .
4. MBEREBETHFIRFIERE * =HE - BREFHERS (S3) *.
() SemsmErsE, REREATR.

o BEERSE (S3) K/, I RRh@Ed itk A EREI%HE S3 HBRIMNEIIREFERS
WE ENAZRFREEFS BREN. TENET JREFEESRHNFK.

o *MIX * 1 RTEIEFR * A AWS* A, BRI N5 17185 BRI X ILAD,
o * s * F * A AWS* : XF Amazon Web Services (AWS ) , iH%EE * £ AWS* , R, &%
SIRIBE " DERBIR "M X " BEEN T Ime * EFiRs URL . B140:

" https://bucket.region.amazonaws.com’

MFIEAWS B15, WMAREFRMEIENARZD URL , BiEKOS. fli0:
" https://system.com:1080°

° * IRBRIE * - BRNER TATERARES. MRINPIEEFERARNMLZERIER, WA LEBUHESR
LB ENE, LUENBARIMNIEEFERAZERRSR SSLIEBMEMNRILIE, WR StorageGRID R4EHY
S—IRAIRERIEFERE, AERARERE T AHRTRIES, WaAIFRTEPEIEE,

o *FMER L R AE BUN) C FAENMEME. XASTERIZENNRIERE * FBETTR o * TR
D RIRRARAER AN, FRRAISEME. WIRBMMAEEERSZ StorageGRID RAERISZ—1SEHI, M0
REEMRLE LHANREERT IR, W - Z4E3E * FizfEBRAS LB ZNREEN T
SR
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https://bucket.region.amazonaws.com`
https://system.com:1080`

6. Wi * AT .
AERHIHEENREIREHIGENAT StorageGRID £4. EEEE, TAENBT.

&E4 S3 API FUEIRIRE

BT AEEE SO AP EREINNINEIRRAR, MRERREDY, LT
e

BEENAR

* ERERERIINREIEE 2150 Web %628
* BEARERIHRINR,

KTFUAES

YNZREEX Cloud Tiering (S3) 1K, NATERAFIHREEENEFEIRERRR/ SHENR, SELHIE
T RAFEDBRHENFIE TR,

p

13%$8F 85> THR * > * RS

2. 3% D TR > ARR*>* Bir,
S EFErERE > E*,

Overview Alarms Reports | Configuration '||

Wain Alarms

Configuration: ARC (98-127) - Target

Updated: 20150824 15:48:22 PDT

Target Type Cloud Tiering - Simple Storage Service (53) LI

Cloud Tiering (53) Account

Bucket Mame name

Region Virginia or Pacific Morthwest (us-east-1) LI
Endpoint hitps:/10.10.10.123:8082 T Use AWS
Endpoint Authentication r

Access Key ABCD123EFG45AB

Secret Access Key ssases

Storage Class Standard (Default) LI

Apply Changes .

4. IRIEREEIKFER.
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MBBUAEL, WHHKHIBE SR, BN, WERRIEEEEEEET.
() oHrem, XSS, B6AWS &, TSN,
5. k% * WAEK

{824 Cloud Tiering Service A7

&R LU B Cloud Tiering AR S5 HUARZSRIZH T 3@ S3 API ERZRIBARIMAR
JIEEFERSRIRT BES o

ERBHNE

© ERTUEREREIMAGEIRIE L1509 Web 114
© ERARERERBIEE,

© RREERET

KXTFULES
B Cloud Tiering IRSZIRESEN N * ERERIRE *, BJIBRAEIIET RBA.

p

138 * 285> TH* > * [t~
2. JEEx, A”TR _*>*. ARRY,

S EEFErEE > E ",

Overview Alarms Reports | Configuration l||

Main Alarms
Configuration: ARC (98-127) - ARC
Updsted: 2015-09-24 17:18:29 FDT
ARC State [oniine =
Cloud Tiering Service State | Read-Write Enabled ;l

Apply Changes .

4. 1:%* Eﬁ)zlﬂﬁjj){kn_.\ o
S. EHF * MAE

EE S3 APl EEREFERIEITR

NRVIET BT S3 API EERIRFERSE, WA UEEFESEIT, AR
F5F% ARVF (7?11%351[‘5) Liko

EREHIPY

I}
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* B EAERIIMREERS 2150 Web il
* BEARERIHRINR,
TR
T0efF > 25>+ TR * > * [gah
2. EEx D AMTR _>%. ARR* > TFEE
S EFEERE > E

Overview Alarms Reports | Configuration '||I

Wain Alarms

5 Configuration: ARC (98-127) - Store

Updated: 2015-09-29 17:54:42 PDT

Reset Store Failure Count -

Apply Changes .

4. iF - EEFHRIEITE
o. W * NAEN *

FESEREEENS,

R3TR M Cloud Tiering - S3 T I =77 #E1

MREHFIETEFER * =B - GREMERS (S3) *EERMREIESEE S3 FiEn
B, BEERBENRIBEI=FEL. aEEHRET M BrAZE, JFA
StorageGRID RAFHBIFTE F6ET Mo

&

e
B ERERIIMIEETRESS STIFH Web %
- EEBRENHIRNR,
* BB RIFMIEN Cloud Tiering BLER S3 IFiED R,

() EBuKMEZH, FHAGH NetApp BERE, TRIEREMELRE.

RFUIES
MNILM BERE, nFEBSFELEM]. B2, RAFMEBES StorageGRID RLGHRITFMET REVIHTI R
, BEREFENES—1IMNE S3 FiED Ko

EBXIERM CIoud Tiering - S3 TR B FMEMZ I, WIS EIE S3 IFiEER, SAIG7E StorageGRID FEliE =
FigEt. AR, ERILUEIE—MEY ILM RB8, FHREATFEE Cloud Tiering 73 ERFRITREY ILM RN ERIRFTE
Cloud Storage Pool BRI RAVFEE ILM FIN,
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MBEHSIAE SIS, WKL RARIAOTE/EHETE StorageGRID o MRELFAT
() EHRN LM ANRENENENREEESMIE, BERREDENTUTETS, FAE
BEEILE. NBASHITITE, WATORFAN, TrREIaM.
R
1. BlEEAEE,

NETFENERIRN S3 FHDER, UHERAENESHaFENEENEUE.

AT ILM REEFIHR B BFEER D BEDRFHRERE MREVEM ILM N,
- Aubus=agy WA

FERENANS, KREUE BB TEFEL,

RIFFEFERIRN,

SR ER LN B SRR

TRIAFRCEHT B,

N o g k~ w0 N

R ERR AT ILM iMES, WRIGMA Cloud Tiering BRER S3 7% E&F85hZEIA Cloud Storage
Pool Bt &/ S3 FiED R. MR LM OTATEAZFM,. BXNRBEEREMEBGE, XM Cloud
Tiering 93 E&X R

HXER
£ ILM BN R
B TSM eI RN+

BRI LB YIRS TS S EZE S L Tivoli Storage Manager ( TSM ) ARSZ2:ABIT, ZRSZ2EA]
IRALZIEEO, BTN REUBEEENCZREIFENSINE LR FEEIRE, SiETE,

I3RS TI =AY ARC BRS578 Y TSM ARS3 2809 P s, {8 Tivoli Storage Manager 1EA 53R EE R FBEHIF
1RGN

TSM B8

TSM HE){4E X EIREMIET TSM's FHFIHIRENTIERIE, ATHAF N TSM RSB ANASIEEM
Mo tEZEFMMNIRILF StorageGRID Z4HY ILM RE&ETT, FHEMIMRTE StorageGRID REMER, BIFRK
ATFE, FEBAOHFIET AR, AT RBENRBIELXE TSM RB28E, BRA TSM £d @R
REMN, FEEEITREIEEEER TSM RSB EIEMHELF.

FIET RERREIET TSM BRSSE8E, TSM RSZ23KER TSM EEEN AR EHREMN, 51, IR

RHMIRESNNNE (TERRAMEEENIGNAS) TUSHARFNE YATRARENETAS)
T

fCES TSM AialfFAvEsE

F)I T HEEIE S Tivoli Storage Manager ( TSM) R #1TBEZH1, EBHUINLES
TR E.

ERBEHNE
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* BRERERIIMSEIESE 211 Web %25,
* BEARERIHRINR,

XFIES
%gﬁi;ﬁ%i&%Zﬁﬁ, HF A5 Tivoli Storage Manager #1785, @Ak, Itk ARC-Service b FEEE
g

1% > 3> TR * > * MRHEI <,

25T IR _*>*, ARR*>*BiR*,

S EERE*> X",

Overview Alarms Reports | Configuration '||

ain Alarms

Configuration: ARC (DC1-ARC1-98-165) - Target

Updated: 2015-09-28 09.56:28 PDT

Target Type Tivoli Storage Manager (TSM) ~]
Tivoll Storage Manager State Online LI
Target (TSM) Account

Server IP or Hostname 10.10.10.123

Server Port 1500

Mode Name ARC-USER

User Mame arc-user

Password ssssss

Management Class sg-mamtclass

Mumber of Sessions 2

Maximum Retrieve Sessions 1

Maximum Store Sessions 1

Apply Changes b

4. M * BFfp3EE * THIFIRA, &% * Tivoli Storage Manager (TSM) *,
3. XfF * Tivoli Storage Manager State* , 1B * B/l * LABALEM TSM HRialfF RS 281 T R,

ZANERT, Tivoli Storage Manager RSB ANEEH, XEKE)IET SEEBM TSM al4iRS[/IOER
IR IR

6. HELTMER:

o * fRS5E% IP X ENRB * ¢ IEEATUL ART ARSSHY TSM FRialfARSS 2807 IP it sise 2 REHZ. FRIA
IP #iit7y 127.0.0.1 -

° * RSS2 ImO * ¢ FEE UL ARE ARSSIGEZRIN TSM FiElfhARSS 28 EMVIRO S, BRINMETY 1500 6
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O MRB L EEAETREIRT. ERIURATE TSM Ria)fFiRss a8 EEMBIRFR (arc - user) o

c*HAPE* IEENBREFPORSATFERS TSM REENAFZ. BAN AT SIEENIIARF
% (arc-user) EERAF,

° * 2D L FEERTERE TSM RS 2BIN AEF RS HIZED.

o *EIRE L IBEERNRIREFE StorageGRID RARTARIETEEIELE TSM FiElFARSS 28 ERE X
EEEEENBEFERNIINEES,

°* RIEE Y 1 $EE TSM RiEFIRS S L E BT AT RRETRHREE, AETRIFERAS M ER
RERZHR—IRIE, HEMIELERE (DFED)

TSI EE A S EME TR =T MAXNUMMP  (RAEH =% REMNEER. (F
register (8L H, WMRKIGEEMEE, WEAK MAXNUMMP 2RINMER 1. )

b, EIERLTE TSM fRS 2889 MaxSessions EE A E VS5 H1ZN BEFRSIEENSIESERIBIEL
F. TSM R385 _EHY MaxSessions ERIAEH 25

o RAMRRIER * | IEEFTHANAREFERRARS A TSM RiElfHiRS ST URITRRIRFNIRAS
B, ERZHERT, EEANEANTERHERATFHERIEN. IRFEHRZ M HEHIXEhEE#HTT
FEMIRER, BREE—TFTIIERNE,

o RATFMERIEN ¢ 1 IEEFEI N AREF ORI TSM FialfHARS 2SR H#1TIIIRENRARH K
ZIEH

WENIKEN 1, EERIEFERAZEHERERITRRIERIN BILERENZAIEAMERIEHE
THRHR,.

7. R NAER .
£t3F TSM FREIFSIER L) TI =

SR LUB L B AT m I SIERMALZEIER! Tivoli Server Manager (TSM) BYY3RT
SHYMHEEEE,

E’\Jp\]/\
* BRERAERIIMNEEIESS 21 Web 3% 28,
* BEBRENIARNER,

i

IREE
yaN==

AL
I

XFUIES
WE, AT AME TSM FEERSSITFNHASIEFRNSIREN TSM RS 2L BTV ST IXEh 28
o —MNHEHIRTIER D ECATENE, MERMFIRGIRNEAINER, B2, NRENIMT RBIREREMET A
AT S U RIFEERXETT, WA LUETERANESIEHEE N SHASIEFERERMK TSM RSS2 1H8E, X
¥, FREREHIUERABATFRER, NREH, XERNEFIEZE— MU UATEHE.
P$IE

1358« 2> THE* > WRHEH
2. %% ARTE >, ARR*>*Bif*,
S EREE > E*,
4 B BRIOESIEN * BXASE * 2158 * H8E,

A
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Overview Alarms Reports

| Configuration |"|

Kain Alarms

Configuration: ARC (DC1-ARC1-98-165) - Target

Updated: 2015-09-28 09:55:38 PDT

Target Type Tivoli Storage Manager (TSM) |
Tivali Storage Manager State Online LI
Target (TSM) Account

Server IP or Hostname 10.10.10.123

Server Port 1500

MNode Name ARC-USER

User Name arc-user

Password [ ITTT ]

Management Class
Mumber of Sessions
Maximum Retrieve Sessions

Maximum Store Sessions

. W MAEN .

ECE TSM BYYIHIRZSH 12428

sg-mgmiclass
2
2
1

Apply Changes *

INRIET REEE] TSM FRElfFRSS2s, NWATLORIET R BY)IRFERSECE B
e EER LIRS T REXBENRAIIEEFE, NEEENXKEIRRERRSIE

145,
EREHNNE

* BRERERIIMNREIESE 21789 Web %25,

* BEARERIHRINR,
p

18R * 28 > TR * > * g«
2. % IR _*>*. ARR*>*fFEfE,

S EFEERE > E
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Overview Alarms Reports | Configuration ‘H‘

Main Alarms

5 Configuration: ARC (DC1-ARC1-98-165) - Store

Updated: 2015-08-22 17:10:12 PDT

Store State | online LI
Archive Store Disabled on Startup -
Reset Store Failure Count r

Apply Changes .

4. IRIEFEEMUATIRE:
© FHERES: BAMRRKSIREN:
* B AT RE R TAEREFMERIREFER RN REE,
* B IET R AR AT REFMERN N REELIER ) IEEFE RS

© BHIRZRFHNEME. KRG, ERMESNEAREFEFEAMPSRIFIRIRTS. BTRHARBABERIETFE
RomEiE. SEMAREERARTEEZRNAN, WINEIFEEER.

° Reset Store Failure Count : EEFMEMIEITEER. LIEMAIHEF B ARVF (TFEH0E) Z4Rko
S ER * NAEN .

BXES
7£ TSM ARS5 8818

A ENEEANT S
£ TSM RS B/AEFERNERTHTR

L TSM #dBZED TSM AR 23 SR AN RF &R A E IJ@%N, TSM fRSEZ 280518
TS, FTLUEE E5A1E TSM ARSS 283 B G X s,

ERBHNNE
© ERERE REIFREIREE S5 Web 114
© EEEEMS IR,

XFIAES

£ TSM RSB BEFELEZHARGE, |IET R RBRSRZ B2ERHE) TSM RSB REE. KRBTLTESA
TSM IRSZLHBEENN . MBRREXMIER, RKitLER.

PELENV AREFRIFARSS M TSM RS B[BERIEANS

AT BILELE ARC-Service [] TSM RSZ2BBAXEZAE, EA]LUEIFETIRB * ARC/ * AHRA, MMmEH *
708 * BN LHR(EP R EBBITFIILETE TSM ARSS B3I LB AT & HE R,

p
TG > 285> TR * > * g
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2. %F D AR >, ARR > FfE,
S FE EE*> X",

Owerview Alamns | Reports I Configuration 'I,

Main Adarms

5__ Configuration: ARC (DC1-ARC1-98-165) - Store

Uipdeted: 2015-05-07 123507 POT

Stora State | Offline |
Archive Store Disabled on Startup C
Reset Store Faillure Count [

4.5 * FEIRES  Eew B o
o. 1R * BRI BERRIIEEME ¢ .
6. WEiF * WAENR "o

YN3R TSM RE/HAEIRE, BRAETRIRENRIR

YNR B4R TSM FialfFARSS AE, WAILMPASTRETRE, EENXIITER,
p
1EF * XF > TR > WEHh* .

2. ¥ERE* ARETER > ARR'>*EHR .

3 pEEEE > E",

4. BREARESEREEN S REHTFIHIH R 2EIER,
5. BRATFHETHEHN 0,

()  mREESENRE, WERSRAZHSERENRN 0. FROREHSIE
6. 4% * RIAIERL * o
BB A R E

ERIUEE IS T RN RIGE, FIRZIRENBENEET, HEEENXRKERERRY
Wﬁiﬂ';&o

IREE
yaN==

)¢E=I

HARAE
* BREREREIMNSEIELS 250y Web 3%
* BRBHERIARINR,

p
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TR * 328 > TR * > PR«
2. JEER * IRTIR > Y ARC/ IR Y
3

CEECEE > E S
Overview Alarms ) Reports iCanl'inurath:n \
Main Alarms

B_ i} Configuration: ARC (DC1-ARC1-88-165) - Retrieve

Updstad: 20150507 12:24:45 POT

Retreve Stale iDnrma
Reset Request Failure Count |
Reset Verification Failure Count []

Appty Changes I

4. IRIEFREBUATIRE:
c FRERE Y RAMKRSIREN:
* Bl AR R AT AT NI RIS SRR REUE.
* AL RIS SR A A TR R R R,
° BEIERAMITEL: RPN EEREEIEREAMAVITELEE, HETA AT SRR ARRF  (IEREK)

o
° EEWIERKITER: it EEER EE BTN REIERIIIERWIT 2428, IRIFRIATF B ARRV

(BIERM) EiRo
o. WEFE * MAE *

e

BT RER
BEIUAPAET REEEEFIRBEHAERAANGMLEES], NEZENXKEIRRERRSIE

AN

P

&
E D]
R
=
>t
o}

10

* BREREREIMNSEEES 27589 Web %85
* BEARERIARINR,

p
138 * 2R > TR * > * RgHih *,
2. 3%$ZF D FATR >, ARR* > &%,
S EEREE > X,

4. IRIEREEMUTIRE:
o * BENEEFRMITE | EERTATEENLERIKRKRAIITH R, HIRERTATAR RIRF (ANLE
il - KB EiRo
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o * BEEHIEEHRMITE | ERNTAIEE HIGERIKWAIIT R HIR(ERTAT/ERR RORF  (Hiuh
Bl - KK Bk

o * BANEER * 1 EFUTAELEPSIRR S B IR RAANEER. EIEFERIFRERTER
Ko

BRANGLERE, TUMNNAREFRORSIORNREE, UEEHZ StorageGRID 2FHRIEMIE
, ERERNEMEMASUEEF LN AREFFORS. It - RSHRiR

o * ZRAHMILEH ¢ | ERIERAERIELHPIRIR S R SEFRRLIEES (85 HTTP RENR
BIER) o EEBRERERIRETRS.

DRLESHE, ATUENREES SN AR ORSLUER ILM MUNER, BITEMNRE
LRSI RMN R EIELUEHIZ StorageGRID RAFMEMMIE, Itk ARC ARSSH write - only o

o. WFE * NAEN
NAETRIREBEEXER

BN 79 ARQL #1 ARLRL BMEZZ BEXER, ATHEAET K NIEEFERSEREY
KEIEREME,

* ARQL : FHRTHKE, MIFEEFERSPRRNKREEN IR E (R ARA) .
* ARRL . FIERIER, VT R NAREFERFRENREEPIFNTIE (R ARM)

XEBMENAHEZENRTIREFERASRNRENERAR. #EECARC/* "R > "R > FE*, )
MIBERBEIKENEURTATFRRIERNSIERLHEBRE R,

EpTelE, BEIIETRINREELR, UBEERLREMATIKENE, S, 79 ARQL # ARLRL
BIRBENER, WEEHMREETRRRMEER, FSN HIEMHIEH R,

£ FX Tivoli Storage Manager

AT RECEMIR(F

&8 StorageGRID RASK IR TR/EN—MIEREE, EZUE, WRETREAMZF
fi, FEIBELRILIAIR,

EHATREY, RAZRRIEN StorageGRID RAEXRIESEHRFREE (ILM) MNFRITERIZIFAELE
IE, BEEAETR. JIRTRTES TSM IRSBZHEHZF iR, TSM ZFFiHEET StorageGRID Mt LT 12
REFAETRE. EAEAETRETEENNREIEREWREINERREFE] TSM iRSS8E. AETRASE
R RBIERTFE TSM RSB ZAEFHREE, EASRITHRESG, B2, MRVUEERFE, AETR
AIE— N ESHE TSM ARS 2R L1 EIFN

AT RN REBUERTFE] TSM RSS2/, TSM RSBFERARERAR / RERBEREENREE. &
TEXXERERE, FEHSIETRRERS. UMER, IETRRENNREELATRATME, HE
DAL ] RYIETIRIA1P), FRAEYIAET 2R E MR

StorageGRID RZRY ILM M5 TSM AkS3 280 E s AHR / (REB R Z BB ERE, SMWNRFILIRILET; B
B, EREITMNKRHENA StorageGRID £4eET, ERJUNEDE— TSM B, IHEEXRKSWHREIE—I
ZiEE] TSM fR5525, BB AERNERRDEL AR RER, ERILUF TSM RS SFECENIFH RIER
BERETRANEFE NS, NEREFENAAENEISHRERE, F, MRASEEEDHINE (RRRE,
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TREERATNVHEES) NAESNARSNARFHE (WATRBARENEERS) RE.

JIRT RAI LU SHBIEIIE R TSM ARS5285E0; EARFELT AN TSM ksS85, TSM IRSSFAIUSHME P in
ié, BRIIEE TSM RS BIANNESERATUHANH. TSM AALERES I T R A RRIARSS 88 5 E AL

AR EMAIETREENSANE— TSM kS8, B, REHFAETRE TSM RS[BEANRENHIES

B, ARNERLEE. S8MNAIETRRAEFRENERNKRBIENRIAEN, BNAERZ NI REEENS
NE— TSM fR$328. ERE—MERT, WTFHRBEENIRILTREIDR, XRPEIFHSLEERILE (TSM

ARS328) o

IIRTRAZER TSM WD EFHEEE (HSM) At

FERESLE

T TSM IRSBHIA/NFANEHITEER, WWA—ERERBRMALE, UES)T
BT RECSER,

EfEE TSM IRSSFHIMRH N EHITERERN, NEERUTREE:
* BTFIRTRERNRREEFE TSM IRSBZAFIRENR, R TSM BUREEHITANEE, R
EXES NI RBFENREIGIA.

* AT RERG TR BN RERES NEHSHEMEI BN RS RVIER, Eit, TiemEmRaSahn
Bi, TSM BRSSBEUMECE—MHEEFMEL, BTHHREFMEIET RIRFRIEIE.

* WATECE TSM fREBERER, LUERETEHNH - WERYE, 1IETRAIZIFETOEN TSM REHRE, TRE
REEPFEA L TEIKE remin=0 # rever=0 (XRTNFEEMNTIET R L RESHRFS, HFELZEHR
BOX) . B2, remin # rever BIXLE(E 2 AT IER,

IR AMHITECE, IWEREBIETSRRHL (B, M ROIUSHARMA) NXTSTGPOOL ) . REENGHL
mECE NHEMAIRIAH, HEREK N HENSE (B, #EHEHRERMEMN COPYSTGPOOL) »
NEESIET [EENEHESIRRAEIZ, 154 TSM IRSFECE S —MEH M, ZEHEBERTIIET R EBlE
YR AT R 4S5,

TR T RIRE

R EIRER, AR TRILAERIE!T,. 7 StorageGRID RIUKFEXRIRFE] TSM 314
TRZHE, TTeR TSM RS SBNLENEE, HEEIRT RS TSM ARSS 28317
=,

7T/ TSM RSB 28LUES StorageGRID Z2FAHBYIET mEMAK, BRIEZFESE LT IBM X44:

* " (IBM Bimig @Ik hiE R REMA P ERE) "
* " ( IBM g & RKahizFRzSE) "

LRHHY TSM ARSS 28

EA LRI T R SHBVSILER TSM IRSHREMT—IE. MRBLEHL TSM RSS2
, 1EIRHR TSM S ARV PRTE R R %<,
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() iammaTaes TSMRSRTE.

BLE TSM g5
TR T IR TSM RELEES TSM AR 2389713 PA.
TSP S BRI T

* 12 TSM BRS588 LR B A F I (IRBE)

* JIMVFRETS SRARAF ORRIRTE X6 TSM EIRAATIERRE, FHEMTS R LUE A 5eRE

XEHBNHESE; ENHAZANTEAR TSM X, BAEA TRASATFAEEENTEMEEmRIRA,
Rz R ERIFAE R —EE TSM Server X1y TSM BIERIZHEPEFERIHH,

EX TSM B H R EFE

JFET R ENEEFEL. ERABIRINET, BACEREFHEULIERBBE
iR,

KTFULES

3FF TSM BRSZ28, EHZRTE Tivoli Storage Manager TE X 7 AN R 1708, EXHEME, BliE—
MEBREHBEEP AR, INREHN TSM RSSFNERME - 768, WAEE#T it

BAAFETE TSM IRSS28 LT BN TR, A7 et BHHEE R, (EEFEFLIR— I HMEENEDL—
Izhes. TEX MBRSSBEIELIR MRS SR EIIREHERAIRRIE, ARNEMBENIRER, ) RIBIERAVENRE
MEEER, XESBRNBFAESAIRIBAMAE. BXFAREE, BSN TSM Xi.

UT—HRBRREA T IbdiE, HEE, RIEHEEK, EHMLSARSBEMAE. BXEEFAESESMNRA, 18
&0 TSM X1,

() e AERERIRERIIRSS, HER dsmadc TRRTUTHS.

p
1. BIRREEH eo

define library tapelibre libtype=SCSI
Hrh, - tapeliborle’ R MMEHEEEZEERRM, libtype RIER REEEHEREMR,
2. EX MRS 2RI EERTRE 120

define path servername tapelibre srctype=server desttype=library device=1ib-
devicename

° " servername_’ & TSM AR5 28892 FR

° " tapeliborle’ B I&FE X WV ER TR

° " lib-devicename’ =l ERIZF BT
3. HETE XIR5hs.
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define drive tapelibre drivename

° " drivename’ B E NI THEFEERIE R
° " tapeliborle’ BIETE X BIHLH EE R R

*E?E CHEEMECE, ERREFERE— T HZ M KRN, (I, R TSM ARS[/ERE—Ier@E
SR, TIE3L ?ﬁ*ﬂﬁﬁ%@ﬁz‘i*ﬁ%’r‘ BN, NWERIBEFENS MINEX — 1 IKEhEs. )

TE X MRS 222G E X BYIKBNZRHTBR 120

define path servername drivename srctype=server desttype=drive
library=tapelibre device=drive-dname

° * drive-dname_" 2IXENERAIIRE R FR
° " tapeliborle’ B{&ETE X B E B FR

MNEHEEEXNSNEMNBREE ERTE, WS NESREREMN  Wep2R27% M -~ IEEh=E

-dname’ o

- NIRBHERE X IR E Ko

define devclass DeviceClassName devtype=LTO library=tapelibre format=tapettype

° * DeviceClassName' 18 & HEHZR
° " lod_ BiEEFIARS SRR ThEE AR

° " tapeliborle’ B I&TFE X WV ER TR

° * tapettype’ EHEHZEEY; 190 ultrium3

- RS RNEIERYE 2.

FTN libvolume tapelibaler

* tapeliborle’ B IETE X AL FE 2 #Ro

- B EHEH i,

define stgpool SGWSTapePool = DeviceClassName description=description
m2ate=filespace maxscrating= XX

° * SGWSTapePool 24T SR EENMNZ IR, B UAMEEEMEREMZN (REZZIME
F8 TSM IRSZ28FEARIEELNE) o
° * DeviceClassName' Wi ERIEEHERZM,

C TSM BTFEMRRIER , BIEA query stgpool ML R/RERIFIER fRSE8 L. fHlan: "It
TR EEE. "

° * cowate=filespace’ &7 TSM ARSS 28R E—X 4= BRI RE N BN
° XX ARz —:
* R ETNTEHSHE (MR AT ARE—ERZENNBRER)

o



* BC4s StorageGRID RAERMHHEHE (EHEHFEENERT) o
8. 7£ TSM AR5588 b, GIEMEFMEM, 7T TSM BRSBMEERITHEH, WA

define stgpool SGWSDiskPool _ disk description= description
maxsize=max file size nextstgpool=SGWSTapePool  highmig= percent high
lowmig=percent low

° " _SGWSDiskPool" 23t T mEARMAIRTR, ERIUNBEFELERERRZT (RBZZER
TSM FHARVIEZAITE) o

° " TSM ZBFfEMAYe) @R , A query stgpool WM< E/REREIEAR IRSes L. Flan, " Y3
T RIRE D FiEt, "

° “ max_max_file_size " BHEIFRF UK/ NHRREZES NEH, MABEEFEEHEMP, BiIE &K
XHRN_IREN 10GB,

° " nextstgpool=SGWSTapePool_" G2 Z &5 | I R E X EHETEE .

° " percent_high R EMEMFISRERNB IR EIMETMAIE, B0 * percent_high’ 1B 0, LUEIL
BIFFaEEES

° " percent_low KEFIETFEINETHHHNE, BIOE  percent_low REF 0 LUBRREERE A,
9. £ TSM RSB83 L, SIB— 1B MBS HIEH DB LAEE M,

define volume SGWSDiskPool = volume name formatsize=size

° * _SGWSDiskPool' 2Rz t&HF.

° " volume_name_’ ;& TSM ARS528 L& BENFTERIT (B9, ° /var/local/arc/stage6.DSM’ ) , ELEAR
£, EENEEMNAS, UEATREESHTES,

° " size " RHAEEHIAR/N, L MB NEAL

B0, BEIB—MEES, FHEMNRNBER—NET, BEETENSEN 200 GB FRX/IVER
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BE, AREEEESIMRIAKNNESSE, AN TSM RS8BT UEEBEBFMNENES ANEIE, Fla
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TSM RSB =EBRPAMEEMSDECTE, HRFAIREFE—RIEAETM (T 200 GB HEE,

FE=1Z/H) o

R XIHERBEHEMTI =

BFEEANMNIET REREFHEIEEX —MER TSM EELAERNRE, AREFH—T R
LAfsE FA LI R B

@ WI5R Tivoli Storage Manager (TSM ) HFET SHEFIHZSEHE, WA T R#HER e
mATF. RIREEE TSM RS:8, UERARTRANEFHAR S / BiEx A,

£ TSM RS#E DM TR UERIPAET R (XEFRETR) B, AEIEIMTRBLSHEE
MAXNUMMP S2HRIEE T /Rl BT ENREERRRE, BEHRNREEEFT OIS )IET RAEHIR
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p
1. BUERIEERER,

EFNFITHE TSM-DOMAIN
2. IREEANASNAEES, FRAUTREZ—!
define policySet TSM-domain standard
define mgmtclass tsm-domain standard default m
FEUA _ BERERIRUABER,
3. SIE—MEIRARBNIFMEL. E—ITPEA:

define copygroup Tsm-domain standard defaults type=archive
destination=SGWSDiskPool reinit=event remin=0 rever=0

Cdefault AT EMEINEIESE, BiER retinit , retmin Ml reTver BB, LARBRYIET Y aifE
BREITH

@ B retinit I8EBN retinit = createo, I®E retinit = create AT
ABERR, RAREEERTM TSM IRSZ25FHIBRAR

4. BEEEDEHNAIME,

assign defmgmtclass TSM-domain standard default s
O KRB EIRE NIER.

BUE policySet TSM-domain standard

BRI activate s BT ERAY " no backup copy group” " 5,

6. EM— TR TSM fRS5 28 LIRERHRES. £ TSM RSB L, WA (E—1TL)
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=
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ﬁl}%f&"ﬂuﬁ% TCEIEF Mz — AR O IERE, WAILERLLRMAEXERTEIBLEIERN ILM #
s
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Client application saves
object to StorageGRID.

Synchronous placement Dual commit — The method that is
ILM applied later used depends on

@ @ wor how ILM is
WA configured.

= ILM scan Background verification
E — 5‘ Is the object @ Is the object’s
7] placed correctly? data correct?
o
% No
= A 4
= ILM action
8 Make new copy. MOVE: copy.

Delete copy. Repair copy.

] - . Deletion is triggered by ILM or S3 bucket

Rsspplication deletes object. lifecycle. (Objects in buckets with 53 Object

Lock enabled must have met retention date
and cannot be under legal hold.)

Is

synchronous No, or > Objects are marked as deleted and copies
removal are queued for removal.
ossible? background
queues are idle. *

ILM action
Object copies are remaved.

|
o
=
2
L
()]

v

All object copies removed.
Space is reclaimed.
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B ILM MNEY, EEILHEE U T = DIREBZ —REHNRRIPNR . BIRAL, FEiE™
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Client application saves

object to StorageGRID
Dual commit Balanced Strict
h 4
Interim object copies Can day 0 copies be Can day O copies be "]EEE:}
stored. made immediately? made immediately? failed
00 ~—{
“Ingest
successful”
Object queued for ILM Copies created to satisfy
evaluation. ILM. @_@_

ILM evaluation l p
Ingest
successful”
Copies created to satisfy
ILM. i
Any interim copies that are
not needed are deleted.
m -
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actions that were prompted by
the client save operation.
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Y StorageGRID MM ZMIFREIXN K THIAR B EIRITRZ BIEREY, SAEIENR. BIFRRBEEEAT
ERENRNREIEREERIE, Bk, ERATHMES, TERBEREER,

RERFFAENSR, HFEENRARSREFERTIE, BEERERAZTAWBERMFNR, MAZER ILM 5
B ERRXENR, @BF, SFFHERITHER, TERBEREZER, EN StorageGRID FILIERRD
AIRRo

AR, BRENRERRTEFAFENEERT SMHER:

* WREIXZRTMEFEZHEHAEFRMEF (W TFFAIHRERER) o
* HithERBEMEPHN KRB REIAHASEFRER MR R AT (3 FEFmERERFMEMmTG X

o

SNRIMNBRSZ ARSI HBY S3 IR

MR S3 FEDERBRE T HRZASITH], NMEICXLEERFKE S3 B, S3 EFEDEREHGFIIELRZ ILM &R
BREK, StorageGRID #=TEMNMIBRIEKETEE Amazon S3 BI1T .

MR RIFAThRASZRRS, WRBIFFBERFZMPFN ROHRIRE, BRAER=E, Bk, HRBEFRERIAZE!
B— BT F AN R SaThRES, MMEESRIARZASEIF R "noncurrent.” " B AIFERHThRZS.

BRER ARMFRIEXISR, StorageGRID BTAMZEIARABINKRABTAI A, FZITRENERKRE 404
NotFound . 188, EHTARMFFIFLRIMNREIE, RILIEEIFSIN RRAEIERPIEEZ M.

BAEMPRRARAEHIR N RERR =R, DFHRITUTREZ—:
* *S3EPIRIAEK * | £ S3 MEFHWRIBEKRPIEENRRAES (Delete /object ? versionId=ID) o
AR, IERXBFFEERTEINREIE (AR SAZED) o

c*DERAMAER . ERERAESBARECERFA NoncurrentVersionExpiration #21E, FHEEEMNIEH
IR E G, StorageGRID KK AMPBFIEHBIMRIREWFIBRIAR, TEME XL RIMRA,

**ILM T ILM SEBETRAA LM A, FEE— MM * L AIBYIE * fER S ERE, LA R
I LBk, fEE= AN * HABYE * LTS AkRAS, F7E * EUNBTiE) * M L5 R03ERaR 2
T * AEETETE  H.

BXES
* £ S3

* il 4 1 S3 ARASFITRAEY ILM FLNIF0 SR ES

HAE ILM B

EELEGEAHERE (ILM) REE—HBRL ILM N, BFHE StorageGRID R&4t40
fAIE— B B A EEXN REUE,
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ILM ZRESUNMENFH TR ?
StorageGRID RLHESRN ILM REITHIFAEWNRIKE, LAY EFEIERP

HEFP R RIREFE) StorageGRID B, RASRIEEENRIEPIRIAFHZIRI—A ILM N3 XL RFHITIT
&y, WFFR:

1. MNRREEPE— PN THERSENTRLE, WERBZAMVHBNTARENZNR, HIREZANE
RE W BH 1T iEo

2. MRE—AMNNTFHER SRR, NWSRERBPNENEEAN N RE#ITITE, BRI,

3 MR RESHRICEHIFN, W= AREPRAMVBBNITANRE R, RIAMNERBEPORE—
MM FRINNBIN B TFFREER,, FREDRMFMEXNRMEA, HETEERERESRmERS,

ILM ZRB& R4
R ILM SRBEMER = ILM FL0,

Configure ILM Policy

Create a proposed policy by selecting and arranging rules, Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
ohjects. When you are ready, click Achivate to make this policy the active ILM policy for the arid.

Mame Exampie ILM policy
Reason for change MNew policy

Rules

1. Select the rules you want to add to the policy.
2 Determine the order in which the rufes will be evaluated by dragging and dropping the rews. The default rule will be automatically placed at the end of the
policy and cannot be moved.

I+ Select Rules .

Default | Rule Name Tenant Account Actions
3 Rule 1: 3 replicated copies for Tenant A (% Tenant A (58889986524346589742) x
& Rule 2: Erasure coding for objects greater than 1 MB (3 — x
4 Rule 3: 2 copies 2 data centers (default) (8 — x

B3 7

TGS, M1 EEREETFHES ARNFRENKXENRIE=TER EEEA=IEFIBIZ, MU 1 RTE
BTHEHMBFNER, ELESRERN 2 3 EHTHE,

AN 2 LEEEMEFNFAENSR, BRIIEEEIIAT 1 MB, XERANWNRE=TiER EGER 6+3 LU4REE
HITEME MW 2 5 1 MB HE/ NN RALE, FIESREERN 3 FHEXLEX R,

M 3 EREEPHRE—FAUABGARN, REEMTHIES. M 3 N 1 5N 2 FLENFIENR (R
BFHEF AB/NF 1 MBBXR) IR NEHIRIZS,
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BINBIREE, SERNREEMG LR E T A?

1 StorageGRID RFEBNNE —NERNRY ILM KBE, StorageGRID RFRIEEXEE—MEINAY ILM SRBEH
EEHENH LR,

BRI ILM REREY, ERILUBEER— M ES D ILM ANH RS E IR E 3 B I THET R G2 R INAV SRR, 15
N BRBE LUIIARIT NG, ERILISIEEEEERNRES,

BUEHHY ILM RB&EY, StorageGRID REAZEREEMAENR, SIENARNRMHENNN R, LR
B ILM NG, RENRATEIBERUE.

AEENHIRBIE S EIRI TIEPA SRS A A L ERBE. TTAMPRAE ILM 588,

BXER



BIE ILM B

t4Z ILM FN

ZEENR, EFRCE—AGEREwARERE (ILM) AN, FRHHEABLT ILM REE
Fo RERFANS PN REBIARBENRIEEITIE. MRREEFBINN ST RBVTTIR
YEICES, NFINARYIRBREHARE StorageGRID EHIFITF#1Z 3T KR EA RENBVIRE,

ILM FRE X :

* NTFERLEN R, MNEIUNATFRENSR, thaLEE Mk mRMNERTR REIXR. Fm, M
REENATERERFIKS, 15E S3 DKL Swift BT ETTHIEEXRIKAIN R

* FHERENME, HRAUEEEFETR, oEFEEEEAETR L,

* QIR REBIAREE, A LUAEHIRIZA T B AHE I TAMZRED.

* WTFERIBEIE, HEEVEIAK.

* WTFAMRIBRIA, ERLUMRIST .

* WERHOEFEUENBEIALE SN E R EZ K.

* ERN RPN IOARIPN R EEE (APRETIRR) -

HAR, WRITHEAE ILM ANEER, MR/ RITHIEFIETE Cassandra #IEER, ZBUBEM A TIE
Fif. BNMERZBMER=IHNRTHEIERIES, MUBLEBIEERR XERISSHINHEMEEFET R L.

ILM NN ER
ILM N BE=1EEX:

* *IEESM . MNBNEANELIRERATEXMNERTR R, WRENNRSAE MR,
Y StorageGRID ¥ A3 L AR G2 AL BT & i B FR S RE R SR Bl AR

* REWEE ¢ N EIRBATEXHREIENEE, KEMUE, S MHNESBTUEE—RTIKER
B, LUEREER BB REIEIEE, XBEMUE, — M HEMNREIREIEE, T— P RERMiR
B ESNATF T ILM i,

cHANITHR Y MNBNEANITHENXT S3 5 Swift TP REXNRREFEZIMEI LENER. BANTHATFIE
R BIBIN PR B EN REDE, HERTLET IR RIAHEEN AR E R,

A2 ILM FN 7%
B ILM FNES, &l ISR Hikes RAMRANEBA R B R,

REBHNERE, AT ERIMAMERS. TRAFCERMERERTR al HREIMN, FILTHHAZ ILM
REFRRE—T (BOA) A BIAMMIy S E AN a9 iH a8 R ILECRI X SREBHFE R PR,

W EATRERS, SR UNAENARNRANARERIMN, @IEIZ ILM M EFHIE X EhhFIR 51E
REATmESE, ERILUSHMNNATRERFKS, HE S3 7% Swit B2s, HERNNATXHE,.
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Create ILM Rule step 1 of 3: Define Basics

Name
Description
Tenant Accounts (optional}

Bucket Name matches all v | Value

/& Advanced filtering... (0 defined)

L]

X EREATREDS, ERUBMMERRMNNATAENR, fli, EATMNMSIERAEZEFELIRE
EMER, MEHINRENAREFEFHEULEREEE, AAS M ISZRRPELKAE, HEBRR
[EER IRV EIR RS 2 S IRRY S3 FiE N ERE, ERUEMEIEERTR — I MNKIERFIBEVSIER, HEIES
— M iEATR MNKICRFIE EHEIE.

B2 ILM MMASE * BRIFLE * WEPHREHEAITS, ErILRMmiER, UEREUTHRRIHERENS

* HBSE]

* _bARipIE)ETE]

© 2BHIHWREM (FH)

* S3 EEDERXIE (LB FRH)

MPSE P NI

* AP TR

* S3 WHRARIE
TR LRI R AR ATHEN R, HI0, ERREGENIZENNKREFERRE 30 XA ATRERIMEER, M
FERAZEWRIMER, MEARERISEERNNRAIGERESFIZIRRME [T ERER]. ErT eI HiEs

, RIEWNREM, K/, S3WRIFEHEMEMBXRITERITASHEENNR, AEEIREIRFFNLIES
FREEHENR.

TR LURIEREZE— N FA S EREAmERMER LS. Hla, SHERJATEREURRTHEEIE
RHHLNFERRRE M, MADFREIAEFERARICREFEFEREHIEUENREBEEF. X

MIERT, GG, LBFKAHITREURIERES MRS, RNES MNP ERASHImhiIES
KIMRMNERT R FrEANFENRER,

4z ILM AR E R

BREGBARTREN RBUBNEFMENE, FENEMFEL. — ILM MNEUEE— I RS I HREE S,
BTHEEERTSR ME—KHE,

BIEME PR
* BREESEMNIE, ZREIREREECHGRNE. SZMERERE: HAMNRE, HRMRE, Zhkad
EHIB RTINS FPIRSE SA F E X ARS8l
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* TR, ERLUEERNTESEZNENARERE. i, RERTREMSE 0 XFE, HiF4E 365X, S5x¢
E AN LR EILEESS

* &fEm, BALUSERIARIERE (EHHAUMMmT) URBIFNEHEUE. F, EEFERRINERRZ
FHREEM N AR R Lo

BPMNETLAE X — M EIERAN S NREME, BRIUE X AR EENAERELE.,

* BE—ERNBENENKRBEEZ MIE, BHEFMSER 4 MZHEEERIZ1T.

* BEEAENEERARHRBEEARNUE, HERE * R0 - HELRIN T —1MER. 7AG, EEREEERRA
=P HZMTo

HERBHIERT 8UE ILM AN RS E R E T HE,.

Placements & 1 Sort by start day

Fromday | 0 store | for v 385 days

Type | feplicated v Location |[DC1 ~ |[D€2 * | Add Pool Copies 2 [+ x|

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information.

Type @ erasure coded v Location | All 3 sites (6 pius 3} v Copies | 1 \ 1’_.1 '.|. x'

From day 365 store | forever v m

Type | replicaled v Location || Archive _A-:!d Fool Copies | 2 Temporary location | — Optional — A 2 ) | i | %

F-TMRERLEF—FEART:

1
1. E—1TEERNEER OISR IER N EH B REIZ,.
2. FITERA=MEEP O R EIR 6+3 AM4RIGEIZ,
" BNTHRERLIE—FREEIBRMNIBEIE, HXAREXLERE,

FNMNEX—ARERRH, BIRREDE-—TRERESNE 0 XSG, HFEEXNHERZEIZEZMR,
RABRERSRHAAFS:, HE —BERSIETBREEANREIE L,

MRSt EREIRE, BNAT—HERNABTRERR. WIPERIEMIINREIDE, FRRERFFE
AR,

ILM #0745

RG] ILM FINERT S BTHEFP ANRRESAXLEXNRENERNEFEIEX, FESPRISFEERRRLL
Bl XWNBIASIRYE "Forever , ", XEI#E StorageGRID A= BaRE(T. #8/k, StorageGRID ¥
FREXLEXR, HIRPIHREREREEED ERE S EIAZIHARNE ERIBR I 1E,

EERRN S ENTT A e FENED . A/ A B RIRFE StorageGRID &, RASUBINANLSRERS,

303



ETEILENCIZRFARRIM BN, a0, sNREF A RENRITENEUER 2 , N StorageGRID REi4 R 1

MM = LRI MERYEIAR. —Bih= 2 AIA, StorageGRID BT X4 R EIEFTHRRIEIZ
Two coples at two sites for Tenant A
Description: Applies only to Tenant &
Ingest Behavior: Balanced
Tenant Accounts: Tenant A (34176783492629515782)
Reference Time: Ingest Time

Filtering Criteria:

Matches all objects.

Retention Diagram:

Trigger Day D
St ] I >
Site 2 wl
Duration Forever
HEXER

* BT HNBERIERIFED
* fFaEFhE
* FARTEFEM

BIZEFERS, FhEth, EC ECEXFHMIXIE

BIEM D ECFMER A

ﬁﬁ%ﬂ%?%mﬁ%%m@%MTﬁ*ioW%ﬁmwMuWhimﬁ%HETﬁmﬁ
T RL, MARWERFPHNAETRLE, WaILIGZEMEERS . 510, ErRIERERLEX
KEMTERERRNFET R L, F40 StorageGRID £IAEFFEIRE,

BRENAE
* BRERERIIMBEIRRE 21589 Web %

* BRBFRERNIARINR,

KFUES
NRIEERASTRBERE, NAILLERRZ— M EFERAKITMRASMEE, BIQEEFERS, EUEEE
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B E R E R R MTFE T =

MRAFEREFMERS (B9, FAEFETREER) , NAUBLIIRED R , AEEEFMEEIERRER
T AR INTFAELR A o

Y BRPAINFEET R, 2T RERNEFEFET RREAEERS. Eitk:

* R ILM NEREEFEFET REABVEMER, WAL RTEIZEMERFM T Ro

* IR ILM MNER AR BEXFREEFNEEL, WEFHATROEBEXFERIZE, FRERILH
TR, WTRFR,

RRTHEERIE, SIRNEHEAS TR FFRRE, Fli, RBNE M SR — 7
() 3. MESES M EREASIRARIRES TR, WRISTEA— 5 RHE R,
M ILM 2 [EHE B,

p
T3 ILM * > * FFERF] * o
2. BIERTFAELRA:

a. WFREEXWNENMFERT, EF BN * G BERN—ITHBAFREEIIITE, BEHRITUTRE:
TR ERBINFMERF. ERNTE StorageGRID ARG BERENRMBYFHZMET RFEH,
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""_:]: Storage Grades

Updsted: 2017-05-28 11:22:33 MDT

Storage Grade Definitions e

1 [aisk 79

Storage Grades e

Data Center 1/0C1-S1/LDR Default

4
Data Center 1/DC1-S2/LDR Default P
Data Center 1/DC1-53/.DR Default 4
Data Center 2DC2-S1/LDR Default ' d
Data Center 2/DC2-S2/LDR Default Y 4
Data Center 2DC2-53/LDR Default V4
Data Center 3/DC3-S1/LDR Default 4
Data Center 3DC3-32/L0R Default 4
Data Center 3/DC3-S3/LDR Default 4

Apply Changes *

o BRENEEEAT, WAE B P HREBEENITE,
Ot
b. ¥#%4% * AT ",
ARSI ] S B A TS e
3. ot R AR
a. MFSIMEMET AN LOR IBSS, 3542 518 2 HMIIRPBE— R
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Storage Grades "4

LDR Storage Grade Actions
Diata Center 1/DCA-S1/LDR IDefauIt ;I f
Data Center 1/DC1-S2/LDR h P 4
Data Center 1/DC1-53/LDR Default V4
Data Center 2/DC2-S1/LDR Default _?
Data Center 2/DC2-52/LDR. Default V4
Data Center 2/DC2-S3/LDR Default _?
Data Center 3/DC3-51/LDR Default V4
Data Center 3/DC3-S2/LDR Default _?
Data Center 3/DC3-S3/LDOR Default V4

Apply Changes .

RENATIET ST RIEHEH. MBI SRS A D BT ER
©) R LM R, BIBRILHE. MRHIALEN, WRRERES RIS

a. & A%
FeEFfiEt
ottt

FiENEEFET RIS T RNEESH, B UEREFMEMLUME StorageGRID R4t
FIEXN REWER L E AR ERFEEE,

FEBEERITELE:

*EFERA . WTEET R, RiEREFMEINEX TR
FIER . BEENREBIES O,

FREMATE ILM N R EXN REENFELE. TAEFEKE ILM AN, EAILER—TRZITEEF

AT R T RV, TECURIRIRRISECE XY, EAILUER— I EaFET RETFEL.
BIEFAEREN

ECEMNERFMELN, BHEREUTAN,

FRBFiEBETEN

* StorageGRID BE—PEIATFMEM " FREFMET R ", ZEFENERRALR, PREERUREAEFESRS!
"FIEEHETR " . BRERMRNEEROMRN, RAHSBERPIEEMET REMET.
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BENAEERMEFETAERENS MR RE R, RARENBEBMER, UEHE
C) TRy RPAINBEAHFGR, MXAERAZERENTTN. EERAFREEFEMET RFEHE
RO R 2B, BFARIRE XERIRRI LT LU MRS BRI A8 EN,
* RAJgEEI R EECE. SIENEEEUAEBImERE.

* QIRABRAES T RNEE L. ST EFELNEERIHESZTR. IRTRATA, WNRFRHEE
A LA & ERER ILM #HTELR.

* BRUZWEAESHEFMEL (BE—THZMIFTR) . MREFFELES, NI ERN—TRLRE
ZI M REIERIA
BT EfIR4py7zfEt AN

* AT UEREIERRNEE Y AR, EETRNNRERBPRIEE— NS MTETIEREFMEL. NE
MARERFENTRREFNNNREFEHRETRFUE (FIM, ST ENETHR—1EIZE, XU
MR ERFF) o

* MREY BPRMER, BAMEREE—NEER. AT, FH ILM JN LS = EFERE R,
CBE, FTEERRIAFEL, MEEMETRIESRALRNEREEY, BIFREER.

AT EERYmE R BN
* ERREX LU M mAD BV BRI T o
* FHEUREENEET RN R BERE T A BV MRED 5 3.

* MRFEOXEER MR, WAEERZFMELHITUREE. W TFREER T ERBEFEL, KERARN
M mT 5 o

CBE, FTEEARIAFEL, MEEETRSESRALRNEEFEEY, BAEEREMERRFEEENX
HFERBFRB U o

C) NRENMRNEE—NER, WAL EEREMRREEE X G FRIFEFHET RF
M P A ML R EIANE R AT AT LEARINSE — Db R BT RER RS EC E XX E 1R T

* MRENEFEUHEBERERS, WEMRZEINMSIEREY 100 2F8, ZNAZIRBEE S NMLRNEE
Mo FEEIERIEN, StorageGRID €, MEMIOERNRFRIEERZE TCP WMAFHEFRMAET
R, BEHENTEIEMNKIANNMLRNIEATRINER (IREER """ FE"FH"#HN"1T
1), HEAESHILM PAFIEIER (WNRER " WRZ " FA " HAN "1TH) -

* JIRAJEE, FEBPNEET RBNETEERUMNRE S RAENSRNFET R fli, MREER
6+3 YMmEIH R, WHAELDEANEFETR. B2, BNENEREDSINCE— M EFET R

* RATBEHSMER ML R ZBIDHEMETI R Hll, B 6+3 AMRIBH S, BEE— ML, EHE
=NERPELEES=ANFET R
BT ABI A fEREN

* BFRERERN B aEFHET RAAIRT RNEEL. 1FEEIAFE—MNER)IET R pIEFMEL,

* IREANEFELESAET R, WENERESFET REFEL EEDER— 1 BE ST LM mEHY
B4,

* RBATER S WRMWEIRE, HELECIZSM ILM AN, NAREERESIIET RpvEFE. 5
ZNABEXEA S3 WRUEEEN RV,
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* IR T EMIBHRZEELA Cloud Tiering - Simple Storage Service (S3) , NIRRT EMSFAMNFEHBED
ByTEfiER, 1520 E1E StorageGRID,
EESEIS
* HAEE
424D
* HARUMIZRD 52
* RSN EEOHTEL DS

RS T FEHTEL RS

YNRIEHY StorageGRID FFZE BV EZNibR, MNAlLLET AT LR EZB—MFEBHEMR
MR ERBPIEEXR MEEURB R R ERFRP. fla0, WRER ILM NEERN
BIZM N EFRBIAFEER MR EBEEL, USTHRE— T EIREREES NER
Lo WMREFMNEENCIZEM D BIAHIEE=17ER, WD RKXLERIRUTFEEFME
w2z ENEEERE, FNRERXMTBEIRFEERRER Lo

LUTFRARRER T 7E ILM AR EFRIN N REI AR ER 2R M LR PREET RN R NMEEBN TR R ER
Bh. HFRAAERESHNBEIANSERFMEETNEATATR, RIS REENRINFAEEIRNKE
FHEHP—NERF, FERAF, RASTFER 1 FET S EEERDER AAABIE, HEER 2 B9EET
REFERPIUR cec BlA. RELRNMERLZERERLEZ NN, WK BBB A 2R EIFRI,

— Make 2 Copies (2 sites, 1 pool)

MBEEZT, WWRAIRAT RS M ER N RIEE S LRGP, LM AUEEAS T HREER D
EFRlE, FRXEREDRERINEFEL SMEEHREE TR ERFMEEET R, BTETNRNE
KEEES LR LE, Alt, ATURLENREIER I R8RS T E R,
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— Make 2 Copies (2 sites, 2 pools)

Site 1, Pool 1 Site 2, Pool 2

ERZ M EFMEBE, JFISELTHM:

* JIREOIE n DEIE, MBFURN n MHESFEM. G0, MRBAVEENCZ=TRI4, WBIIEE
=B ZFE,
* RBIABFTEFELLE, WS MAEUPREE—TNREIE.

* MRBIALNTERAELE, WRSRSDAXLERE, UEEHZEBIRGHEERENTE, HHERMINE
ZRIAA R EFEER—MEERH,

*MREFFEHEE (BESHERNEETR) , UNSKNFARIFTREIREFE— N ER L. BUBREER
N B EAERIRITFETI <o

EREELEANIRRUE (EFA)

BIENRMER S B NEFEER ILM AN, RERTEREEZRFIRNUERNSE =D
TFiE.

BB, BIERRIEATHIR. CREEERIERIR LM ANSIEE .,
() mREEEROEATHY (IR LM ANASHE S S) , NABKIERIE,

BXER
BT EABEIERIFIEIT

SIEE

TR AR FERIAE StorageGRID RE1FHEN REIIERIME N ERRFIMHERE, &
MEELEE— TN RZ PR AR — PR Z D FERF.

BRENAE
* BRERERIIMSEIEER 211 Web %25,
* BRBFERIARINR,
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* KEETECIBEMERVEN,

XFIAES

FENATHENRBIENEFMEUE, FrIRNEENRERR TR R EURFIENEIAERE: S5E
BN EZINEZY T PN

* WFERIMBIE LMD, FHSNEREBE—IEFEL fId, MREBEEFINNREISFEE=1U4
mLl, BEEIB=FE,

* BEDAHES R EHTURGRS, BIZ— N EFEL, HPEessMNExmFRE, A, IREE=
RN SR, BEE—IEFEL. EFENSER 4 AN ERA—NRE,

@ BRRANPRIE L RS R R S ERERMRREIDEE Xt PERNEELR. MEERF
R N BEEF UMD SREN S NSRRI — N R R . ES R DR Fla,

* MREEZINEFERS, BTN ibR LB TREERINFMEL. B2 eIREFMEEEN,

p
TR ILM * > * M

LB 2 REFENIE, HEPFIET A EEXEEL,

Storage Pools

Storage Pools

A storage pool is 8 logical group of Storage Nodes or Archive Nodes and is used in ILM rules to determine where object data is stored.

| 4 Creale # Edi || ® Remove || @ View Details

Name © 11 Used Space @ 11 Free Space @ 1t Total Capacity @ 11 ILM Usage @
* Al Storage Nodes 1.10 MB 10290 TB 10280 TB Usedin 1 ILM rule

Displaying 1 storage pool.

Cloud Storage Pools

You can add Cloud Storage Pools to ILM rules to store objects outside of the Storage GRID system. A Cloud Storage Pool defines how to access the external bucket or container where objects will
be stored

E_ Create [ # Edit x .Remn'-;e. -LlearE.'::-r;

No Cloud Storage Pools found.

l}ﬁt’i'ﬁ‘éﬁﬁ%éﬁ%ﬁi}\ﬁﬁﬁiﬂ , BRARSINERBIFMEFEMET R, FIBMRURBIATFERSINFIEFMET

WO

@ BRTFSURNHNEETOLRE, FIEEET REFENESBEIEN, BRAREINE ILM
AR R AR Ltk T fiFtho

2. BEIRIREME, HER SR
LB R B eI it IE R,
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Create Storage Pool

= For replication and single-site erasure coding, create a storage pool for 2ach site.
« For erasure coding at three or more sites, click + to add each site to a single storage pool.
» Do not add mere than one storage grade for a single site.

Name
Site — Choose One — v Storage Grade All Storage Modes L +
Viewing Storage Pool -
Site Name Archive Nodes Storage Nodes

=
3. BINTFAE A ME— R R,
EECE UMD ECE AR ILM RNEY, B S FIRAAIR R,
4. M * i THIFIRS, AR — G R,
ERIERET, WRPREFET KRMIET RBUSBRER.
BE, FEREAFMEERERRANMEGRIERIER, EAPMEILREFMEER ILM SR RRERE
EARAR L, MMEDMRBERNETS, i, FrEREENSIAMERNER LNEET R, X
FIRER B EFHI BT .
5. M * FFtERA ¥ THIFIZRA, EEF ILM MNER I FiE R EE AR TFERE,

AOARFRBFET RS BfEEE L R ERIFMEFMETI R, AN T R fERs | S 1% E 5 = _ERIFR
BRAETR. MREANNEHOEFET REE T HthEFERS, NWXEEFEREE ThF&R$PT T,

6. [EB] MRBEZMRIEMRRHEEXXFHERFEL, HEF 4 BENIRNFBRMNEIEME P,
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Create Storage Pool

= For replication and single-site erasure coding, create a storage pool for each site.
= For erasure coding at three or more sites, select + to add each site to a single storage pool.
= Do not select more than one storage grade for a single site.

Mame All 3 Sites for Erasure Coding

Site Data Center 1 v Storage Grade All Storage Modes v EI
Site Dafa Center 2 v Siorage Grade All Storage Modes v EI
Site Data Center 3 v Storage Grade All Storage Nodes v EI
Viewing Storage Pool - All 3 Sites for Erasure Coding

Site Name Archive Nodes Storage Nodes

Data Center 1 0 3

Data Center 2 0 3

Data Center 3 0 3

You are creating a multi-site storage pool, which should not be used for replication or single-site erasure coding.

cocs [ o

EREREERE, BFELIRRES ¥ IET R * FHEEIIX EEEMET R EAEMER
@ 'JE’JT'S?ﬁ%/ﬂJo

MREAN—NERAMZNRE, BEFERIIFE, WRAzREREES,

EHHIJB%TE) ‘EE‘ Txxo
7. NRIENFAHANEFRIABR, J/EE * REF*
LEEY, MG RmE Lt HI=R,

EEFSLFAEE
ERIUEEFEBRIFAGE R UAEFEENERLE, HAEFEEMET RMEER

Allo

BEENAR
s BEEAERIIMREIESE ZHH Web IS
s ABERENIHINNPER,

p
1384 % ILM * > * 726 *
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Storage Pools

Storage Pools

A storage pool is 8 logical group of Storage Modes or Archive Nodes and is used in ILM rules to determine where object data is stored.

+ Crea!e| # Edit|| ® Remove i@ View Details |

Name & 11 Used Space @ 11 Free Space @ 1T Total Capacity @ 1T ILM Usage ©
o Al Storage Modes 1.88 MB 280TB 28078 Used in 1 ILM rule
DC1 62177 KB 932.42 GB 932.42 GB Used in 2 ILM rules
DCcz2 675.82 KB 932 .42 GB 932 .42 GB Used in 2 ILM rules
DC3 57895 KB 53242 GB 93242 GB Used in 1 ILM rule
All 3 Sites 1.688 MB 2807TB 280 TB Used in 1 ILM rule and 1 EC profile
Archive — — — —

Displaying & storage pools.

Cloud Storage Pools

You can add Cloud Storage Fools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Fool defines how to access the external bucket or container
where objects will be stored.

[4 Create || # Edit| [ % Remove || Ciear

m

ITor

MNo Cloud Storage Fools found.

FRESESFEET RIS M FEBRILUTESR:

° R BRI —RRB M,
° *ERTE . SR ATREFEEPEFENRITEE,
° *ATATE . FEHPOARTEENRITEREE,
crEBE . FEENX), FTEREBTAAETRINREENSIRATEE,.
° *ILM RN * ¢ HRiiAIEREMEL. FAEMRIREREEA, WAJREE—TEHS D ILM RN, RERYR
PBECE X EX R E P EA.
C) NRIEFEERENFMEM, WEERERFR.

2. EEFAXRPEFEHIFAEE, FEFRERREHEEE - EEFAEE
LB B R EFEIF A E SR
3 BE*EIMTR ETF, TREMLPESHNEHET RIITIR.
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Storage Pool Details - DC1

Nodes Included ILM Usage

Mumber of Nodes: 3
Site - Storage Grade: DC1- All Storage Nodes

Node Name Site Name Used (o) @ 11
DC1-53 DC1 0.000%
DC1-52 DC1 0.000%
DC1-51 DCl 0.000%
Close

IxREEEITTRIUTER:

° TTRBM
° UhRBR

cBA (%) : WTFEETR, ERNSEESUATENE D, EFEENRTHE.

@ BIMFET RN " EREME - WRHE " BEREERTHENER (%) E (EFE TR

P>rEFETR > EE) o

4. 3%&$#E * ILM Usage* IR LA F B HATE S ETEER ILM AN SHIRRmEDECE X 4 EMH.

FURAIR, DC1 EFEHATF=A ILM AN AMUNATFER ILM SREER, — RN AR,

Storage Pool Details - DC1

Nodes Included ILM Usage

ILM Rules Using the Storage Pool

The following ILM rules in the active ILM policy (Example ILM policy) use this storage pool

« 3 copies for Account(1
= 2 copies for smaller ohjects

1 ILM rule that is not in the active ILM policy uses this storage pool.

If you want to remove this storage pool, you must delete or edit every rule where it is used. Go to the ILM Rules page &

EC Profiles Using the Storage Pool

No Erasure Coding profiles use this storage pool.
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() mReEnE LM ANRER, USRI,

FMREIR, FrE 3 NARMFEBISATIRRREILREEX . RIFK, E&h ILM REEHET— ILM FL0
W ERIZERRIEECE .

Storage Pool Details - All 3 Sites
Nodes Included ILM Usage

ILM Rules Using the Storage Pool

The following ILM rules in the active ILM policy (Example ILM palicy) use this storage pool.
» EC larger objects

If you want to remave this storage pool, you must delete or edit every rule where it is used. Go to the ILM Rules page (§

EC Profiles Using the Storage Pool

The following Erasure Coding profiles use this storage pool

Profile Name Profile Status €
6 plus 3 Used in 1 ILM Rule

() REEHERREREEERER, NEAEENR.

o B, WATLULE * ILM ANDIE * , TEH EREREFEBRERAMN,
BEUEXER ILM AN ET5ER,
6. EERHFHEMFAEEGE, EEFE XA

BXER
fEF ILM FAD ILM SRE&

ST
& ARAE TR LAB U E 2 AR B U A (i R o

IREE
yaN==

)¢E=I

RS

* BRERERIIMNREIELS 250y Web 3%

* BRBHERIARINR,

* BEERCIEEFME LA,

* NRETRIRABHEDD ILM RSPV ERANEEN, NE S SRR ECOF A RImM REIERE.

|_

KXTFULES

NRZBEED ILM REEPERNEEMRNIEER?, BEE, T2BHERMEFERSPHEET R
£52%! StorageGRID EAMBFMES, EBUINERTFREFNFEBEECERDN ILM K&,

316



p
1388~ ILM * > * 77l o

g RSNy AT S
2. R BRI IEBIT N A BER .
AR BERIBFI B BT R fE b,

3. Wt IR o
4. IRIEREBFEBET,
o. IRIEFREEFHEMIL R MFMERH.

NREBRRRBEEX R EREEY, FRLENSLERE ERFREIESELTYR, WE
@ TEBRUE R FERA. HIa. NREFREDEE X 4P ERNEFFELSRXEE—1
A RF ARG WARFRMELLEN AT IERERTFERS]. RABRRERREEHRT

Ko

6. HE * RTF "

FeRfE

NREEERD ILM SRESREERBEMERARI T HBVEERS, IEECEFY ILM SRB8LISEH] StorageGRID &R

AEfERA. Bla0, FPEIMA ILM K., AREELTTE,

pllEsea
ERT LAMIBRAR S A YR fiF o
ERBHNE

* BRERERIIMSEESE 211 Web %25,
* BEARERIHRINR.

p
1388 % ILM * > * 776l *

[lid:NpEdThR ey Al
2. EFEFRTH "ILM Usage" 5ll, HERST A LUMIBRTEAE,

SNRFMEMIETE ILM AN KA BRI EE PR, WAERERR. RIEFE, %% * EHFAEE

>* LM fERER * UsEFE R ERME.,
3. MNRKREAEMPRAFMEM, HEFRERE,
4. 5EE - RR o

O. R HE *o
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ERTEFiEN
ranFiEt

B EEM, SR ILM X REEEZEHE] StorageGRID R4 29b. 40, &0]
BERERAEIHRNNRBERSIRIRNEME, 190 Amazon S3 Glacier , S3 Glacier
Deep Archive 3§ Microsoft Azure Blob &I FHIARE. HE, ErIEeHRELHR
StorageGRID SR EF{ UL E RS BEST,

M ILM BHERE, oFEISEEDEM, ERTREEEE—(E, EETH ILM AN IR E AR R
Ao B2, RAFMEMES StorageGRID RAFHNEMET AT R, EFHEMEESINIEMEDE (S3
) A28 (Azure Blob 7#i#) o

TERUFE NS EFERHTT IR, HERT —ESREMNZANTRREZ 4,

gt oiFfE
gnfargyEe? %Fﬁmﬁ'ﬁﬁ%qlﬁ’ﬂ *ILM > >+ EE ¢ ik %FH PIMSEIRERHRAY * ILM * > * it * %
I, i,

T IR BFMERS, ARTRECIREE EuMkiRBINFEI RS EE, AT

o EiellbEpaved iy
TR LgIBZ DN RS, =% 101
?

I RIFFETEMR? 7£ StorageGRID AR — 1 HZNMEETT R fiiTF StorageGRID £455MBEY Amazon S3
TR Lo 171453 E& 38 Azure Blob 7ZiER 23,

MR ETFiEMZE Amazon S3 TFEI

* B LR EFE S RE AR, U
EREN RS EIRRAKERTEE, §
% Amazon S3 Glacier 5 S3 Glacier
Deep Archive » IMNERFFHE RGN ZHF
Glacier 772540 S3 POST W&RIX/R
API .

c SRR SEED, WESEE
AWS HZXIHH AWS HRAERSE (
C2S) #afER.

MR E1EEME Azure Blob 1FiEA 28, M
StorageGRID XM ERSEEIEE.

AR T —RIERT, FEABRTERE
fig B9 A28 B2 E Azure Blob Storage 4
AR, WEEENPHNXRHIIT
HNERRERIEERIRERZFRECE S dp
A HBRY 2,
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gt oiEfE

FLATHNRBIE?  JEE) ILM ZREEHEY ILM FL0, &SN ILM SREEHREY ILM R,
FERMASIEERIPS E5TA MR, S,
52
BIHRATFZ LN 21 — PRI TFEEES, — N HZ Bl
2l7s? {1 F StorageGRID H,

cEE  EEMALATERIE, FEERNR

FHREZN=EEnR,

BUpLEE? B] LABERY R IA 8] X R o R A TZ 18,

AT R S
AL aFENRZE, FEEFEESHRENSEFE PN R ER B,

* 83 mEEMRINERERR
* Azure : Cloud Storage Pool ¥ &4 65 /E HA

S3 . nEFfENRIESEH
IHERR T FHE7E S3 nfFpfEt X RBVE s B M o

@ EEMGEAR, "Glacier " &35 Glacier ZZ#3EH Glacier ‘RAE)IMEMESE, BFE—HI5b:
Glacier AEIEEERARALZHNAERE. NZFHEFITTEKRE,

() Google Cloud Platform (GCP) ZRMKIFHBRENR, MERMTEREEIE
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Client application

Client stores f Client retrieves object
@ objectin I @ copy with 53 GET
StorageGRID. : Object request.
1
StorageGRID
A

StorageGRID ILM
moves object to
Cloud Storage

Pool.
Cloud Storage Pool
(external S3 bucket) :
I
I
S3 bucket I Client restores a
lifecycle moves : retrievable copy with 53
object to Glacier I POST Object restore
storage. I request.
I
Storage Class: :
—p Glacier or - =1

Glacier Deep Archive

1. * 77f#7E StorageGRID FHIF KR *
BHGEGER, BPIGENAREFIBHNRIFME StorageGRID A,

2. * WREBE S3 nizfifits *

° MBEMRSEA S3 ZFEMEANEKREGERN ILM INTE, N StorageGRID 2RI RIEoHEIRTF
figtIsERVIMNER S3 TFAiE D o

o B R¥BEHF S3 miFfEME, BFF N AEF I LUEARE StorageGRID Y S3 GET WRiIEKRFKICE
ZXNR, BRIEZNRELEE Glacier EfiE,

3. * 81 EE Glacier IR (LEKRERS) *

o WAL I RITIEER Glacier 176, 140, JMEB S3 FED ERrIaEER £ AR B L BN E—E X3
E¥X%RIIIEER Glacier 17fi#,

@ MRBIENR, BANINE S3 FiEoROIZEmERE, HEUMERRKE
Glacier FZEEH 32 S3 FEXNRIEIR API FUTFERRRTSE -

320



FEF Swit BPHEHNNHREBEEE, Swit TLHENSERAR, Rt
() StorageGRID BT RETHE] S3 Glacier FEIAL( Swift MR, £ Swift GET W%
WRIGFIRERGIGEI (403 BEA) .

o IiEHRIE], BN AIEFELUER S3 head Object &R K MIFX RAVIRES.
4. * JWKRBEM Glacier IZi&X R *
MRFNRELEE Glacier 7%, MEF RN BERF A OB R M8 S3 BERNRIFRIEK, R

MEIZIRRE S3 mFfEt, WIERIEEERFEMAEIERREREERZ D RINEIZARRITIERIRE (
ma, ESHE) . XETRRRISHNEEBHRE, ZEIZ8BmMENTENRIPRT.

@ 9NR StorageGRID FHEFFE T R LBEENKRH—IHEZ M EIA, WEF LKL POST WRIE
JRIEREM Glacier FIERIR. 1R, FILER GET MRIFBKREZORAMEZ,

S * BREWR *

EENRE, FFRNARERFA GBI R RERIERKIQRIEREIN R

Azure : Cloud Storage Pool &y 4 5 & HA

HE SR T FAE7E Azure ZFEHFRIN RV AR o
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Client application

Client stores f‘ Client retrieves object
@ object in | @ copy with $3 GET
StorageGRID. : Object request.
1
StorageGRID
A

StorageGRID ILM
moves object to
Cloud Storage
Pool.

o

Azure Blob Storage
(external container)

Client restores a

retrievable copy with S3
POST Object restore

request.

StorageGRID
sends request to
Set-Blob-Tier:
Archive.

— - Archive Tier

. * 17f#7E StorageGRID FIHIFTR *

BFREGEAR, ERIENAREFSBNRIFAETE StorageGRID H,

. * WREFZE Azure Cloud Storage Pool*

MNBRRESEH Azure ZIEHESBIERNEMBAIEN ILM FNITEE, N StorageGRID £ REHEIE1F
fiEthIEERIIMNER Azure Blob TRER2E

T Swift R HEBNWHRERRIF L, Swit FESEHSERER, Bt
(i)  StorageGRID $F#HHE s EEI Azure Blob ZHEIFMEHIER Swift K. % Swit
GET HEERUBZXERIRIFEM (403 BRR) .

*BEEEAEENNR (TERFRT)

B RENE| Azure =iEfEME, StorageGRID =IZENBahiGXRITIEE| Azure Blob ZiE!)IH S,

R REMNIEERER ¢

MREENMNRETERNFARE, RPN AERFTLOED R LI S3 EXNRIERIGEKIGTHENE
AEEE] Azure =1EAE M,



2§ StorageGRID WEIEMWKRERR, ©XEINEIRIIIES] Azure Blob Fi#/4 AR, —BiXE| POST 3¢
KURRIERPHIEIHAERR, StorageGRID MRz RITEE LB,

@ 902 StorageGRID FRIFET R LHEFERN RN —ITHS 1 EIA, WEF @I AL POST 3
SKIERBRMNIFEIBREEENR. Bk, FILER GET MRIFREZNRAMEIZ,

o * BRERMR *
RRRERE Azure nfFfEtE, TR BNARER A LUETEFHHIA REN RIFERFIQTEFERIN R

EESES)
M S3

AR ER R
SRENR LIESMERBE TREEENRE,

EIMEBNI B 17 StorageGRID %43
TR LUME R =755 StorageGRID X REZ D EIIMBAIE,

YNRF%1A1R) StorageGRID FBVEIZS, MAILUEREFE BRI KREERLEZFRER, B2, BihEa
FREHFEONREID, ERIERFEELLRTHRIA S3 EMNRIERIEK,

SEEH RN R BB AT AT IME RFEESHFMET R FEMM StorageGRID EXRBVEHE. MMRENHREY
WE—RIRBIAIFoEFELFR, N StorageGRID ZIGFIERIZNER, HEEMENEFET R LEIE—THE

o

BREMFRGE , IFHRITUMEE:

1. gIB— 1 oiFiEi.

2. RE—N ILM AN, UEEFET R LENEFENREIR (UEHSERRIENRIRNTER) , HEREFHE
MARFEBE MW REIA,

3. BANARME ILM HKBER, SRS, W BIER,
5 EIEM StorageGRID 73 BEIIMEBALE

TR IR E S W RFHETE StorageGRID &4t 25, i, RISEFTERBRENR, EBERERIDIA
EXEXNR (NRE) . ERIUERSEENRNRDEURREFERZH IR StorageGRID FBY=(E,

BN EERGRE , BRITUATRE:

1. glB— 1 oiFiEi.
2. B ILM RN, LUERFRDERRNN R MEET RS2 oz,
3. FEANARNEY ILM HRB&h, 2N, R RUERE,

i 7ak AN

MRBERNRBBEDIEXNEREZ I, WALEESZS M aFE L. ERILGET ILM BN FEYfhites s E 708
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EENSEEOPNER, G0, EEIaeEEE Amazon S3 Glacier PR LEFR F 55 EEHEIRTR LUKz Azure
Blob ZfiEFR EMFEP D RPN RIFMEER, HE, EAIEEFHETE Amazon S3 Glacier 1 Azure Blob Zf#2
B ohEkiE. FEREZ N EEELEY, BEE, — I NR—RBEEFEEE—=EFEEES,

=

KHEZ N RimR:

1. RZ 0 10 M =iFfEt,.

2. I2E ILM AN, LUEES N aFEBHENE SR EEFFEERANREE. fli, REEESEMEDA PR
FHEDER ARBINR, HREEFEESEMEN B RO K B RRNKREFHEESEFMEL B PHE, BNREFHE
g A —EitE, ARBHBEIREELB

3. BANARE ILM HKBEh, SARE, W BUER.
SEFEMERED

NBEITREREEEMENREL StorageGRID &4, N MEBRIEENER=EFE
R ER I

General considerations

cBE, =/AEEE (FI90 Amazon S3 Glacier 5% Azure Blob i) B— MEEMREBEHNRENUE. EE
» MBRVAREFEIORBIERI M AEN RS, ELMRMBEARE, EORERAIURSARE—REF
RN R B TERE LN AR ER S E b,

* REJ Swift ERIREH NN RERSEEM, Swift FZIFENRIZRIER, Eit StorageGRID £
KRBT EE S3 Glacier 173k Azure Blob ZA&)I1LZERIE Swift IR, KH Swift GET MRIFK LG
FXLEFRIGERW (403 BEEA) o

* RHPRaFENS FabricPool £5EA, RHAMGEFiEBBEFRENRIIEMNIEER.,

BIECEMENFAENGER

TEOIRRFENZE, BHISIRERTEMEMIING S3 7157 XS IMEB Azure Blob 7R3, A,
£ StorageGRID FEIZ=Z#EMEY, HBIIEEUTER:
* RHEFEFZEE. Amazon S3 5 Azure Blob Storage

* WNERI%ERE Amazon S3 , NMIRBAEFEHMERES AWS HIZEXE, (*CAP (C2Sifa)lf~) *) 44
o

* DEREERNETIRITR.
* IpRFEE D ER B R PR BBARSS i o
* REFED R A SRR S I
° *83: Ak, IHRIEA ID MHEIRER.

° *C2S8* . AT M CAP BRSS2AIREEIERITTE URL ; ARSSEE CAIEH, BFIRIEH, FFIMHIEHAY
TREHR; MRLAEME, NWAFHHEHAITHERZNZEIEE,

° * Azure Blob Storage* : kP 2K EH, XEFRESNEEBRFHNTENR,
(Flik) BEX CAIEH, BFRIESHFHEDBRINAEM TLS Ei.
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BT EEEONEOMNTEESEM
EfafR ILM NPT LS RBANB LIEENEZEN, EUNREECERAFETRN—IHZITNE, &
WIRFRU T RA R LS mEENH#HITES,
RRINERT, oiEfEnERUTIRA:
* *80* : XF LA http FFLAYHRS URI
* *443 : 3T LA https FFLAIIHS URI
ER SR N RIE = E A iE E H s O,

tg%ﬁﬁ%#iﬁﬁﬁﬁﬁﬂﬁ%éﬁ, MiE e FEEEFEE RAPRERRERISMBIRS, FI40 Internet _ERYIR

RYAEEE I

ERSEFENFR PN FETEEINZERT =, EUIIRIERLEEATFMEBE StorageGRID M1z (8]
BEIREIEE, ZRATIHRSHESEIE ZRMEELERRIR,

Y StorageGRID HZFIMICFERFERE, ERAHEMERKEITERHBRT AT LURITHAENRE. 2
gﬁ%iﬁﬁ?%fii—%%%ﬁhﬁ, BRIERFHBRIRAREERTE S3 8l Azure PFEXNRAVE MAHI—/\EB

MRIEEEENRMINBEFE i =FBE] StorageGRID , AIRERFEBEEENMA. EUTE—BRT, Xt
RAJgE=%(0] StorageGRID

* KRBT oFEETR, EREFLIREFMETE StorageGRID o EXMIERT, EBRFEH
FCE ILM MUFNRBRAN AT, 1T ILM i{&BY, StorageGRID RAHEMER, UENEEMEMHIGERIT
Ro #Afa, StorageGRID RTEZAMEIEIEEHRERE FIBIAHZITUMMRIIRIBIE, K RZ[0E
StorageGRID f&, mFfiEitFREIRIAR MR

* BTFEMETREE, WREK, MRETWRHE—FREAMUToEFMEET, N StorageGRID ZRimATiE
RZNR, AEEMENFMET R LSBT HEIZ.

@ YRR M EFEMIEE] StorageGRID B, StorageGRID 2 SN WRAESEE MRS LZHZ D
BK. EBMAENRZE], BEERRAZIFLUEB GBI ESEEFMAEXM A,

83 | BFfEMFMED RFFFRRIAIR

BF SR HAIIMNEE S3 126E 9 BRI BRI A THEF StorageGRID XM REEHEIHEE, KEHRRE, 1RIE
EEM Glacier FHEEREWNRERNNR, IBEERT, StorageGRID NN ERERTLITFHIARINIE (s
30 *) 5 B, MBLEIRRE, FEDERERBEYIE StorageGRID #F LT S3 X[R:

s 3 . AbortMultipartUpload
®*s 3 . DeleteObject

s 3 . GetObject

*s 3 . ListBucket

®*s 3 . ListBucketMultipartUploads
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s 3 . ListMultipartUploadPart
s 3 . PutObject

s 3 . RestoreObject

S3: IMNERTFME D EREVE S E AR E I

StorageGRID 5 =17fE IS ERIIMN S3 1FEDER Z BRI IT RS TN StorageGRID HE ILM #NFLESRD ILM
HErRITH], B2 T, WNERMEEEMPISENIMNE S3 17E49 B I Amazon S3 Glacier % S3 Glacier &
Y3t (FELERISSHE Glacier FERMFMHARRSER ) NHZSERNEGEERREEH,

MRBMCEFENTENR, HIEINE S3 FiEn R ESIBESNEAEE, HEXMERSKHE Glacier
TFRERH ST S3 EMNRIER APl BITFERRR TR o

a0, RIREFELERM StorageGRID BEhE| aTFiEMBVFIE M RIZENTEE] Amazon S3 Glacier #fif. EMN7E
5MER S3 BN R ERIR— AR EARE, ATEERMEE (*TE ) , WTFx:

<LifecycleConfiguration>
<Rule>
<ID>Transition Rule</ID>
<Filter>
<Prefix></Prefix>
</Filter>
<Status>Enabled</Status>
<Transition>
<Days>0</Days>
<StorageClass>GLACIER</StorageClass>
</Transition>
</Rule>
</LifecycleConfiguration>

LN ST REFI BB BN RAIBE] (BDM StorageGRID T B mFEMAIBHA) X LR SIT KR

Amazon S3 Glacier o

RESMMEE DRI EREIRT, USRS * BERE IR AT, SRS R
(D) BEISBERERAUNREIEORR. MEHEREM StorageGRID HIAIETBIRR, ME
SEHEIEBIREIR R

NRERFEHEPIRISIEER S3 Glacier REYIHE (MAZE Amazon S3 Glacier ) , BEEFMEDRLERE
HAFR$EE ° <StorageClass>Deep_archive</StorageClass>' . B2, AR, TN EEER Expedited BM S3
Glacier Deep Archive iR R R,

Azure : iFiRIEAEED
BCE Azure FEEIKPEY, &0l LUBBINGRIBIRE RS, CIER T oEFEAANEEKFE, NERREE

NEINR. BME StorageGRID TERM RBHEInEF MR SIENERIREN I, BEARINZE " A " FH
REED 30 RZATML EFRIEREIN RAZUETRAITIEREE Ao
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Azure . AXZFEREHRER
B S =IEE b —EE RS 2RER Azure Blob Storage A FHIEIE, £mAMRIERREaTILTEED

121Fo

BXER

* QIETFE

* 83 . BESHFFEENSHIIEFAER

* C2S 83 : HEECHEFEENSHNIIEFAESR
* Azure . FEESHFHEENSHIIEFAER

Lbi =126t #0 CloudMirror S

EFBRERTEERE, THRTEENS StorageGRID CloudMirror £ #IRSS 2 [B]A94E 1A
ZW MR EZ AT RER R B E Y.

FEEMNZEM
Aa?

IR E?

WRFTKE?

Birefta?

R RBE!
BirHREE
taz

=iEfEA

mERENZHAEB IR, sEFEFHNRE
R AB I REVE—RIAR, e lEHtE
&, R, EREETE StorageGRID AR
B— 1M RIEHE— BRI LEDEFEL, M
FERERIERERDRIA.

SIEEMNEX AR EEZEMER, aIERM
IR EIESS SR EIE APl , BILATE ILM M
ERTEENEARENE. RAEELES
—HEFEET R, EcEFEBIERITIE S35
Azure Ums (1P ok, &EE) EXHS

BEEMREE

pli

<

s EAFEAR S3 EZEH (8#E Amazon
S3)

* Azure Blob 3142

JESD ILM SREEHEI—N 3 Z 4 ILM #0, ILM
FNE X StorageGRID EHLL S RIZEHEI =
FiE A R AR B X LI R o

CloudMirror E 4IRS

i@ CloudMirror £#1ARSS, AP I B
FHRM StorageGRID (GR) FHIEHEDEESE

RSB S3 1FfE57EX (B4R) o CloudMirror
SHISTEIRIIA S3 BEIZEM TP N R EIE—
NI BN,

FHPAF BE CloudMirror £ @3 ERFAF
EIE23L S3 API FE X CloudMirror s (IP
Hyk, EE%E) . 1&E CloudMirror iS5,
A LUEIZE P ik P RE IR 2 BRECE s E
CloudMirror i &,

BEEEARR

s EAFEAR S3 BERtZEH (823F Amazon
S3)

BN RENEEE CloudMirror i s AYR D
EZRYI21E, 7E{ER CloudMirror i S BC & 73 £%
ZHl, BOBRPEENNRFA=ES, BRIEE
HITIER.
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https://docs.netapp.com/zh-cn/storagegrid-116/tenant/configuring-cloudmirror-replication.html
https://docs.netapp.com/zh-cn/storagegrid-116/tenant/configuring-cloudmirror-replication.html
https://docs.netapp.com/zh-cn/storagegrid-116/tenant/configuring-cloudmirror-replication.html
https://docs.netapp.com/zh-cn/storagegrid-116/tenant/configuring-cloudmirror-replication.html

AR TRITR
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e V=
MEARIEER?

gnR MR
BRNR, &
EtaBiin?

RERMERN

AR (

StorageGRID

%éﬁ?&iiiﬁﬁ
5

elfEavedi il

BIE B FEBET,

=iEfiE

[z A2 420 StorageGRID & HIER, LU
CREBMEZEEANT R, WRENHER
M —RIA B E RIS FE, W
StorageGRID REIERRIZMRANIFE, LUE
A LI RIZIT R,

BB =FENIXRE StorageGRID &
2, FEBUERMMERE StorageGRID  (
StorageGRID ¥ ZMN=FEMPIER) -

R EECEFEBRRER.

ATURE & EHFER StorageGRID T, 7
2, EFNRNEIAREESER=EHE
AR AHITIER,

CloudMirror E4IRSS

BT BirFES BRPIRGEIRE—MEIZR
g4, FLbrzEZF e LUEE A StorageGRID
3 S3 BfAHIERRGREMNR, Fla, K%
f&4ERA CloudMirror EfIRE X RIFHREISIEN
AR, NPT RAUERECHNBERE
EM S3 BIinEREEHRNR. FAEEFER
StorageGRID

AL, EARGEIAR—MRILZEES,

FEFIMBRZE. ERBRIXRFBAT
StorageGRID ZEfED &R, EBEMUTFBEIRE
B ERS. B, ATLURBRE RS ERPRIITR
AR,

CloudMirror BARHRIX R B 43R L F
StorageGRID , HEILAJUERE
StorageGRID T1 R ZBIEIZIH XL R4,

CEEIETE StorageGRID BFEEX REVIMNIBEE 77 ER S B 23092 FRA0

8, =iRMHEERZEE! (Amazon S3 3 Azure Blob Storage ) L& StorageGRID ifia)gh
HEMED B RFIBNER.

BREENAR

* BRERERIIMSEIEEE 211 Web %25,

* BEARERINRINRR,

* BEBBREESEFETAAEN,

* oTEiEMS | BRI EFIE S R A SR EE .

* BIRBREFED BREA LSRRI E S RIEE .

KTFULES

SEFEHIEE— 1IN S3 FiED ERE Azure Blob iR 28, StorageGRID RTEERTF /GBI Hidt
TIIE, RtERIHEREFEEPIEENEFED REBSEFTR A,

p

1. FEFE~ILM *

> * Tt * o

LR B fEtnmE. NEaERINEs: FHEUMNaEEb.
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Storage Pools

Storage Pools

A slorage pool is a logical group of Storage Noedes or Archive Nodes and is used in ILM rules fo determine where object data is stored.

= Create || # Edit | % Remove || @ View Defails
Name @& 11 Used Space @ 11 Free Space @ 11 Total Capacity & IT ILM Usage &
® All Storage Nodes 1.10 MB 1062.90 TB 10290 TB Usedin 1 ILM rule

Displaying 1 storage pool.

| Cloud Storage Pools

“You can add Cloud Storage Pools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how to access the external bucket or container where objects will
he stored.

E- CrealeE:/‘"Ed‘t:' x Remo\'e. Cléar E’.':;r:

| No Cloud Storage Pools found.

2. 7£TUEM Cloud Storage Pools Z853H, %E#E * i *,

ha:NpC riaNellFE Faveai-pubapF:y
Create Cloud Storage Pool
Display Name &
Provider Type @ x

Bucket or Container @

S HWAMTER:

FEL Description
BREBIF — &M, BTRRRARFELINERE. FEE LM AN, 5
R % TIRBIIZ R

RILIEFLR ERELSFEEPERB iR ME:
* * Amazon S3* : /9 S3, C2S S3 & Google Cloud Platform (
GCP) Uif iR I,
* * Azure Blob 7#fi§ *

o R EERMEERXEN, THRBREETRSKS, 5%
JOIEAIARSS B3 BIEEB 7o
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FEL Description

FiEDEREAE NETEAEMEIZRIIMND S3 FHEDEREL Azure BERIR M, LLAMEER
RIS FED RN AR R ITTE2LE, SNRIZRSEFEERR
. RECEFENE, B EBAULE,

4. IRIBEERMIEF LR, STHRITEMNRS RS, FHIRIEMARSSZEIEED.
° 83 : IBE=EMEMNSHINOEFMER
° C2S S3 : BERFHMNSHIIEIFAER
° Azure . IEERFEMNFHIIEFMES

S3 . FEECHFEENSHIIEFAER

£ S3 SR EFfEMEY, MU REFMEMIGERFIENSHIIERE, EaLEEER
AN Z A 1D FHNZTHIEZ R,

BREENARR
* BEMASEFEBHESESSHIEE * Amazon S3* fEARMZFEE,
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Create Cloud Storage Pool

Display Name © | S3Cloud Storage Pool
Provider Type @ = Amazons3 v
Bucket or Container @ = my-s3-bucket
Service Endpoint
Protocol @ HTTP ® HTTPS
Hostname 9
Port (optional) ©
URLStyle @ | Auto-Detect v
Authentication
Authentication Type (7 v
Server Verification
Certificate Validation 9 Use operating system CA certificate
Cancel

* IREEANZIHRRASZHIIE, WAEIND S3 FiE57 FREVIFIRIZ R ID MAZ IR EH.

p
1 £ RSmS - BoH, REUATER:
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a. EEFEERE S EENRERR TN
ARIADIY HTTPS o

b. I N=TFEMBIBRSS 2R EA AT IP stk
folan:

s3-aws-region.amazonaws .com
@ BENELFEPEEFESEET. ERIUE * 7EHAR * FRPEEDEET.
a. (A[%) EEEERDFEN R ERREC,
Bt FERE=nlfERMRIARD : %0 443 BF HTTPS , ixH 80 AF HTTP .
b. %% Cloud Storage Pool 7#{i#7E&HI URL &3 :

1EIN Description

EIMEERER FREMTER URL IFREFEDE. EIMEERT URL 2RF
EDERBIFEEEHZS, B8 + https://bucket-

name.s3.company.com/key-name+’

ERRER FEABREER URL IFREMED K. BREER URLWKESE DR
&R, 40 https://s3.company.com/bucket-name/key-name’ o

< oE: *BIEEIURLEFA.

Sl SN RIERENE S B NEFAN URL 2. 0, MNREE
IP #3lk, StorageGRID R {FERAEEEIE URL, (NHEFAEBEE
AWM ERTUEY, A EiFIiRm,

2. 72 * BHEIE * WO H, EEREREFENIESPTRIS 0 RIESXE,

1IN Description

HIRZ %A BRI nEFEMFESE, FEIHIRZEA ID MNZHRIZ A,

E& SMABBEROF R RFEMFESE. TREIHRES ID MHZEHIE
=50,

CAP (C2Sipim]F) NAF C2S S3., HE C2S S3 . B aFEMNEMRIRIEIFARES.

3. MNREE T IHRER, FWMAUTES:
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https://bucket-name.s3.company.com/key-name+`
https://bucket-name.s3.company.com/key-name+`

1IN Description

IIRIEA ID BN iE D ERBIIK P BV TRIZE A ID o
MZ R 2R KEXBIME IR ERo

4. ERRSV[IIEEDH, EENEAHMHITERIES ZEF#EBA TLS EERES:

1IN Description

EFRRIER S CAIEH ERRER G L REMEIARNME CA IEBRERIFERE,

EABEENX CAIEH ERBRENX CAIEH. %5 * &%« , G L PEM 45K CAILE
BNEIEIES RIGERATF TLS HEZAIEH,

S EERRES
RIFTEMEMES, StorageGRID EHIT LU TI21E:

* WIEFE D BRARSHERESFE, UNEERUEREEERNEREIARIEN ],

* FIRIEXHFBENEED R, UEFEIEBIMRATEFEM. 175279 x-ntap-sgws-cloud pool-
uuid RIS,

NREFEMIGIERY, SRR —FEIRER, RAKIERMNER, Fi0, MREFEIEBERNEEENE
EDERAEFE, WARkSIREHER.

@ Error

422: Unprocessable Entity
Validation failed. Please check the values you entered for errors.

Cloud Pool test failed. Could not create or update Cloud Pool. Error from endpoint: NoSuchBucket:
The specified bucket does not exist. status code: 404, request id: 4211567681, host id:

B2 WA TIREHR, R , ARBRERERERFMEM.
C2S 83 : {EECHEFEENSHIIEIFAER

EREATIRS (C2S) S3IRSA{E=EiEM, B C2S 1A~ (CAP) BE
?g%ﬁi?@iﬁ%ﬁg, LAf& StorageGRID AJLAIEKIGEYEERIAIR C2S KPRy S3 ZiED

X o
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TEBNAR
* &2 Amazon S3 SEEMNEKREE, SIERSHER.
* {&%03& StorageGRID BT M CAP BRS325FREXIRATZIERISEEE URL , BIED AL C2S kP MIFRE A EF A

% APl B,

* ERE— T HEINBMERMANE (CA) MARARSSEE CAIEH, StorageGRID fER IEIEHRIVIE

CAP RSB E N, ARSEE CAIEHATER PEM 4L,

* BIRE— T HELSRIBAHERMANN (CA) MANZFFIHIES, StorageGRID fEALLIEFE CAP ARSS

#MRE S, FRIHIEBLAER PEM 43, HEXNERTX C2S kA BiARIARIR,

* BEANZFFIIEBER PEM fi3HIE AR,
* MRFFPIHIEBNTRABACIE, WS LUEREEAEEN EHITHRE.,

p

1.

334

£ * B * o, M * BHIOUESEE * ThF&RA%ERE * CAP  ( C2S Access Portal ) *,

LB 2R CAP C2S SAKIEFEL.



Create Cloud Storage Pool

Display Mame

Provider Type

Bucket or Container

Service Endpoint

Protocol

Hostname

Port (optional)

URL Style

Authentication

Authentication Type

Temporary Credentials | (. o o 1 eame

URL

Server CA Certificate

Client Certificate

Client Private Key

€ | C25Cloud Storage Pool

9 Amazon 53 ¥

©

my-c2s-bucket

(2] HTTP ® HTTPS

© | s3-aws-region.amazonaws.com

(2] Auto-Detect v
(2] CAP (C2S Access Portal) v

Q
0 [

Client Private Key

Passphrase (optional)

Server Verification

Certificate Validation

o

0 Use operating system CA certificate =

Cancel
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2. BREUTER:

a. WF * IaB3EHE URL* , i\ StorageGRID M CAP BRS325REXImBY EHEFAEARYTTE URL , B1EDED
4 C2S MK HIPRE B ENE API S5,

b. 3F * fRS28 CAER *, 78 * &FH *, A L%L PEM w38y CAEF, StorageGRID #E{FER1Z
UEHRILIE CAP fRSS28,

C. WF * BFIEP *, % * EFH *, JAFIF StorageGRID BAFHRINE 51 PEM 4RIZIEH _HEF)
CAP fr538%,

d WF* BFRRETHEEA *, &F &3, AEAFFHER LE PEM RIEHNERER.
NRFLAEME, MBIEREREI. (R PKCS 8 &K, )

e MIREFF KT ARAENE, FRNBTHNEF KT ARAHTRBENBEEE, SN, B8 FFkK
TRERAREEE * FRET,

3. ERRSFBWIEZHP, REUTEE:
a. XF * IEPEIE ¥, E&F - FRBENX CAIER *,
b. 3 * TR+, AR L{Z PEM 4RiZHY CAEH,
4. FEFERES
RIF1EEMES, StorageGRID BT TIRIE:

* WIEFERANRS hRESEFE, URREAUEREEENERAEE],

* BIREXHBENFEDE, UREEDEBIRMRAEEFED. T70MIBRE 7 x-ntap-sgws-cloud pool-
uuid B,

NRTHEHEMIERK, ERKE—FERERS, RBARIERMNERR, FN, NRETIEBERIEEENE
fEDEBRAEE, NARERIREHEIR.

@ Error

422: Unprocessable Entity
Vfalidation failed. Please check the values you entered for errors.

Cloud Poaol test failed. Could not create or update Cloud Pool. Error from endpoint: NoSuchBucket:
The specified bucket does not exist. status code: 404, request id: 4211567681, host id:

BB W RFE R THERR, BRREER , ARBRZHRECSFEM,.
Azure . FEESFEHNSHIIEFAER

79 Azure Blob T#iEEIZFEMAY, #0 StorageGRID AT EXN RAVIMNEESEFEE
K 2 ARFNK P 3R,
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ERBHNE

* BERMAGFEEBNEREEHISE * Azure Blob Storage* {ENREIERFRE, * HEEE * BRE* B1)
ISIFERY * FEgAR,

Create Cloud Storage Pool
Display Mame @ Azure Cloud Storage Pool
Provider Type @& Azure Blob Storage v

Bucket or Container & my-azure-coniginer

Service Endpoint

URI @ hipsfmyaccount blob core windows.net
Authentication
Authentication Type @ Shared Key
Account Name @
Account Key ©
Server Verification
Cerificate Validation @& Use operating system CA cerlificate v

s ENER T AR B F =iFME A Blob FERSHNA—RBEINART ( Uniform Resource Identifier , URI

o

* EBRLEF A R MANEER, UG Azure NP EHXE(E,

g
1. £ RSWwR * BoP, WABTHRATEEHEBR Blob FHEASBHNA—FFARIAT (Uniform

Resource Identifier , URI) o

ERUTHAZ—IETE URI :
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o " + https://host:port+
o "+ http://host:port+

MEXREEWRO, MWEINBERT, O 443 AAF HTTPS URI , % 80 AF HTTP URI, + + * Azure Blob
FER2EMRB URI* . + https://myaccount.blob.core.windows.net

2. 71 * BHRWIE * P, "RUUTER:

a. YT * kAR, BWANREIMNIIRS 2369 Blob Zi#EK A BIR R,
b. 3FF * #KkFPEEA * , Hi Blob 7tk M Z R,

(D HF Azure s, U AEBHEHASHRIE

3. £ * BRSSERIIE * W, EERNERMMS RIS =FMENY TLS EEAVES:

JEIN Description

ERRIERS CAIES FERIRERZ L ZRMME CAIEBHREREZER S,

FREEX CAIEH ERABEENX CAIET, &% * &#FH *, AR L% PEM fwIZRVIES,
BMEIEIE KRIGIEAT TLS HEZAIEP,

4. FEFEREFES
RESEEMES, StorageGRID BEHITLLTIRE:

* WIEREEM URI BEEE, UKREAUEREEENZEREREEN.

° Eﬁﬁﬂjdq:g)\gﬁgy URERMR N =EZEAN. T170MERR - x-ntap-sgws-cloud pool-uuid I

NREFEMIGIERY, SRR —FEIRER, RAKIERMNER,. Fi0, MREFEIEBERNEEENS
ZAFE, WrJgESREHER.

B2 WA TIRERR, R , ARBRERERERFMEML.
IRIBLTEEM

A LUREBLFEBUERERIT, REBESEMEAEE; B, BREENCFE
ALY S3 1FiE 57 ER Bl Azure 28,

- SRR RIS EIRIE S Web 1K,
© EEEE FEELEEET,

B
15 ILM * > * ffiit *
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https://host:port+`
http://host:port+`

LR B R ENIE, " afFEfE " KB T IENaEE.

Cloud Storage Pools

You can add Cloud Storage Pools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how to access the external bucket or
container where objects will be stored.

Pool Name URI Pool Type Container Used in ILM Rule Last Error
® azure-endpoint https:/istoragegrid.blob core windows net azure azure-3 4
s3-endpoint https:/fs3.amazonaws.com s3 53-1 v

Displaying 2 pools.

2. EREHRENFENREZE,
3. MEHE T IRIE
4. RIEREENETEWN, RSHR, SHEIERESIERRIES .

() eREERamEEhRERFRT S3 #2158 Azue BE.
IRAESERT L5 T RS RABAMIES, NATLLES * BF YA * KEE L5 EEEHIIES,
5. 4% * (%47 *

RFLFIEMNEY, StorageGRID RWIEFMED B FRURBRSZIHRESEFE, UNEEAIUEREIEE
EHEIARIEN

NRCHEFEHIIERK, WEER—FERER. Hlil, MREFEIERHEIR, WAESIREHEIR.

BB WA FE R THERR, @RREER , ARBRSHREFSFEM,.

MR =g
EA] LABIBRAKRTE ILM MNP ER BN B & N RBIEN 7 E .
ERBHONE

* ERERERIIMSEESS 211 Web %25,

* BRBFENIARINR,

* BEHIA S3 FHED R Azure RBEABEEEMAN R, MREZHMFELSHENEEMER, WaREHE
%o BB WEFEHITHRIERHR.

@ IR =FEEY, StorageGRID SRRIEXHENEFHDBREAZE, UBERMRNTEFE
Mo 1BMMIEREZ S x-ntap-sgws-cloud pool-uuid BIXH,

* BEMBRRIEE ERLLBRYER ILM RN,

TR
1388~ ILM * > * 776l * o

339



LB B R F it DU,
2. EHF ILM N SRR AR M R RS R,
SNRTE ILM MNP EREFER, WEEFGEMER. BRA * MR * &

Cloud Storage Pools

You can add Cloud Storage Pools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how to access the external bucket or
container where objects will be stored.

Pool Name URI Pool Type Container Used in ILM Rule Last Error
® azure-endpoint https://storagegrid.blob core windows net azure azure-3 +
s3-endpoint https:/fs3.amazonaws.com s3 53-1 v

Displaying 2 pools.

3. EHE * MER o

LR ERRIAE S,

A Warning

Remove Cloud Storage Pool

Are you sure you want to remove this Cloud Storage Poal: My Cloud Storage Pool?

e [ o

4. R HTE o

LEB R MR =T i oto

X B TS
NRECNE, FESIMFSFENINEEIER, BEA U THRIERRD B BAR R
& o

RERSBRKEHR

StorageGRID B2 #ME M oEFEHHIT T ABENBEITININE, MBREFE I LUARHESET. W
KETRERELNE DZRR , WEEBIE LNSEEIRIEE— M EIRIIBET—FER.

RETRT AN EFEBCNEINRNER, HieTHERAERNRIE,
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Cloud Storage Pools

You can add Cloud Storage Pools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how to access the external bucket or container where objects will be stored.

Pea URI Pest Container Used in ILM Rule  Last Error
Name Type

Endpoint failure: DC2-51-106-147: Could not create or update Cloud Storage Pool. Error from endpoint: RequestError: send
s 53 10.96 106.142-13082 =3 53 v request failed caused by: Get https://10.96.106.142:18082/s3-targetbucket/x-ntap-sgws-cloud-pool-uuid: net/http: request
canceled while waiting for connection (Client. Timeout exceeded while awaiting headers)
8 minutes ago.
http:/ipboerkoe@10.
Azure | 96.100.254:10000/d | azure  azure "4
evstoreaccount1

Displaying 2 pocls

teSh, MRBTRRRERNEEISE 5 DHRARET —1EZ MR Cloud Storage Pool 151z, M=tk *
SIFEMIERETRIR * Bik. IRWEIEXICEIRAEFHEERA, BREFMEMIRE EF * ILM * > * FiEh -
) >, BELREIRTPHEIRES, HEEUTHRIERRRED,

BRAMEAREREE, SRAUURAERRESEHER. NoEFMEEITET, ERHRRERH, AEEE - Bk
iR * o MIANHRIET StorageGRID BB EEMEMAIEEIR,

Error successfully cleared. This error might reappear if the underlying problem is not resolved.

MRBAEAEFHR, WABEREEIREE, B2, MRBARBMEREE (HEEE T FEEIR) , WA
BEHBBEI LD AN SR Last Error 55,

Hix: EaEFELESRINNE

=i eliE, éﬁﬁﬁﬁﬂﬂ“ﬁ%ﬁﬁﬁ%ﬁﬂﬁ, ARExIEE IR, WREFEESERIBRES x-ntap-sgws—-cloud
pool-uuid #REXf, EZXHEBETHIR UUID , MEZEIEEIR.

BE, REELIENNEFMEES—1 StorageGRID EHIBFERAR— T =FEME, T4 SBFLHEIR,
BRI U TSR EIE R

* BREUBRENARFLE ABEERLSFE,.

* BPR x-ntap-sgws-cloud pool-uuid X, AEEAEMLE=FHE M,
iR TACBRNEREFMEL. KaE

ERRACENRECFHEBE, EoEBITEIR. HERRTEMERNEZNACE RFER EEHELE
StorageGRID BN =17 f#E i,

BEEIFREER , BEERBHANEIRER,

* MRBRHEBEE GET URL . eOF , FREAToEFHELNRSHEREEANEFE HTTPS WA
EZfER HTTP il

* NREIFHEEE GET URL . net/http . Request cancelled while waiting for
connection , IBRIEMEEEERS A IFEHET RIGRBF=EFEBNRS KR
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* WFAARMEREIRES, BREHUT RS TUEE:
° QBN SEATEFEERMANZTERNIMNI RN FED KR, ARBRZHAREFRNEEFEL.
° BIEAREFEMEENBRNFED KRB, AREMZHNFRENNSEE,.
IR FAREMT CA D

ARG ENRIBLEFMENN, EAREREEIL#HIR. IR StorageGRID T A IETEE B o ME BTN
IR, MREELHEIR.

BEFREHR , BRETRMN CAIEBERSEFERE,
iR RIREIRAL ID WEEfE

LR REIPIRSEE MY, TR BRLtEIR, MR ERE 404 AR, MELEIEIR, XOTgERTUT
£

* BF=EEHNERERRE ILEME 2 BREIEEINIR,

* BF=iEEMIEE D ERAEIE x-ntax-sgws-cloud -pool-uuid FRiEXHs
SRXUT— 1M HEZ NP B LUEIE ) FHER

* RESEENIARERXEKNAFREEEEGHRENR,

* FRAEEMENENERREREE T,

* WNRIPRIER, IBEXRSZRFER T,
iz TERECFEANAR. matE

EERABPREFELE, ErESBIITEIR, HERRTEMERNEZRACE RTHER EEHELE
StorageGRID EEX = FEMFE 7 ERHNAR.

EFEIFREER , BEERBIHEANEIREE,
iR WRENETELEFHFESET
EESIAMREEMENEY, ETRESBIILTEIR. NMEENSEELEESET ILM B EizFE s, T
BN aFEHEERES RPEIESR B o E @t 2 R E HMRR EEFME I ERPEIEIE, NREEH
BRIZIFfE M,
SWUA TN HZ NP B LU EIE 0] FER

* BB " SEENNRIESER " PARERIE XS R #2[E] StorageGRID -

* NBREBHEERTRAE ILM REE=EFE BT, BEFIMEED ERPBIFRIXLEIFR,

@ YINF MR EFEEREIRER ILM RERIXNR. NREEZIHM StorageGRID 141RF5)
BIBREI R, NFHAZIEMPFREIF R
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#ix: REZHSESEFE LRI SMNBHEIR
NREEFET RERAToEENNINE S3 hm 2 BECE T IRBAFMEAE, NaJgS@RtbEiR. RN
RERSBL AN aFELER, WRREIER, FI50, DNS ARS[EIETLEFITENS, HETERFTE
S aRmI4E R o
ZRUT—THS T T RLUBIEREER
* KRERFMED (FILM * > > FiEt *) BigE.
* EFHEAERS BINSEEE.
BXER
SEERITREVE S EHA

BRI RIDECE S
BRI RIS RC B X 4

B BIBMRRIECE N, BREAEMET RNFE NS IRIRRIDH R XEK. WXEXAI#H

EEENBUEM BRI RIVBE, UNRGRXER B HERL,

ERENNE

* IS EREREIFMISEIRR S5 Web 11435,

© EERENBIDIR,

© BEAB—MUEE—NESNEE, RENERT —PES=IRBSUSRNER . T RERH NS
BT, S R A RIS

RFUAES
BIRmIECE P ERANFEATNEE — MR =M HEZ R, NRBRBUERTTR, MWEFME LA
ELAEB=NER.

@ B IER B S FET RIVEER. EREEX UM R EHEER I T o

TR
1388 * ILM * > * BERYRRT * o

LRSI BRI bR YmEI EC B S DTUH,
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2.

3.

4.

344

Erasure Coding Profiles @
An Erasure Coding profile determines how many data and parity fragments are created and where those fragments are stored

To create an Erasure Coding profile; select a storage pool and an erasure coding scheme. The storage pool must include Storage Nodes from exactly one site or from three or more sites. If you want to
provide site redundancy, the storage pool must include nodes from at least three sites.

To deactivate an Erasure Coding profile that vou no longer plan to use, first remove it from all ILM rules. Then, if the profile is still associated with object data, wait for those objecis to be moved to new
locations based on the new rules in the active ILM policy. Depending on the number of objects and the size of your StorageGRID system, it might take weeks or even months for the objects to be moved.

See Managing objects with information lifecycle management for important details.

|+ Creale| # Rename | | @ Deaclivate

Profile  Status  Storage Pool Storage Nodes Sites  Erasure Code Storage Overhead (%) Storage Node Redundancy Site Redundancy

No Erasure Coding profiles found.

eI,
LB R 632 EC BL&E XX AHEE,
Create EC Profile

You cannot change the selected scheme and storage pool after saving the profile.
Profile Name & MNew Frofile

Storage Pool @

NIEFRIDEICE X A — T —B T,

AMRISEEX R MB AR —8. MREERNEREXHNEM, NWEREWIEHIR, BEZEEX
HEFREELTt,

() Erasure Coding ERESCHGHREMIMNE ILM HAMHE SO RIS Fheh,

Fromday @ 365 store | forever v : Add [ Remove
: Erasure Coding profile name -

Type | &rasure coded v Location | Al 3 sites {6 plus 3} v Copies | 1 -+ | =

Storage pool name

PR IR PRmID EC B S B 2 BT iftho

SRR AT A — NS, MASEELEERRIAEIY, FAEETSREmas
©) SIS RUGEN, AR, ITNETR LIS = Mb e IR MBI R X 15
Xo

C) MREFELNXE ST IR, WARRERZEFMEBHITAUREE. X TFREEM M IERAEME
A, KBER ARG .



EEREMEMEY, BRI NEET SR E B AL 5 R=5IR,
Create EC Profile

You cannot change the selected scheme and storage pool after saving the profile.

Profile Name @& 6 plus 3

Storage Pool @ | All 3 Sites v |

9 Storage Nodes across 3 site(s)

Scheme
Erasure Code & Storage Overhead (%) & Storage Node Redundancy Site Redundancy &
s 6+3 50% 3 Yes
2+1 50% 1 Yeas
4+2 50% 2 Yasz

FIHT SN eI RUMmE A ENUATER:

° *RERAED 1 BIRRI S RMVRIR, BNV BUERE + FEREA K.

o EFEFE (%) . ENTHRNBIEA), SERNLARPIFIEIMEE. FHETHE = FBREA
EREVEE / SRR BBV 2

CrEFETRTTR * . ERFRENREENENINIER FARERNFET R 2

CFIARITR Y L EEUMABRES TR RERENERI R,

BEXFHRIR, EEFELONESZS MR, STEREBAGEBHNEFHETR, UATEALRE
Ko flgn, EEMA 6+3 UMEIBLEXFMRTR, EEFEMLOAELDLE=TER, SNERED
BEZIMEET R

EUTMERTEERHER:

© BIEERNEFEARRBERTR, IREEFEENEE—NER, WEZERUTHEE. ERLUIE ILM
AR R {6 A L AR PRAm BT BC B S SR B LE T3 Rt

Scheme

Erasure Code & Storage Overhead (%) @ Storage Node Redundancy @ Site Redundancy &
L 241 50% 1 Mo

The =elected storage pool and erasure coding scheme cannot protect object data from loss if a site is lost

To provide site redundancy, the storage pool must have at least three sites.

© EEERNEFELR RS EMUMED I RNER, fli, MREEFFEHNEESHMIER, WRERU
THB. NREFERUMBRDREIPHREE, WATEFE— I FEL (XNEE—1ER) H—1F#E
t (BE=THEZUR) -
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Scheme

Erasure Code 2] - Storage Overhead %) @ - Storage Il.l(.;d-e.Reaundaﬂcy (7] . Site Redundancy &

No erasure coding schemes are supported for the selected storage pool because ft contains two sites. You must select a storage pool that
contains exactly one site or a slorage pool that contains at least three sites.

© BHMRNEES—NLR, FRGERTRIAMREDL, FIEEETREERESRIALRBEME, Fh
Bib,

Create EC Profile
“ou cannot change the selected scheme and storage peol after saving the profile.

Profile Mame EC profile

Storage Pool All Storage Nodes A

3 Storage Modes across 1 site(s)
Scheme

Erasure Code - Storage Overhead (%) - Storage Node Redundancy . Site Redundancy

No erasure coding schemes are available for the sefecied storage pool. The storage pool includes the All Sites site, so it cannot be used in an
Erasure Coding profile for a one-site grid.

o IEEFERARIRIE A RMEEMS S —MURREEEEXXHEE,
Create EC Profile

You cannot change the selected scheme and storage pool after saving the profile.

Profile MName & 2 plus 1 for three sites|

Storage Pool € All 3 Sites

9 Storage Nodes across 3 site(s)

Scheme
Erasure Code {2 . Storage Overh.ead. {'&]l (7] Storage Node .Redun.dancy 9 . Site Redundancy &
@ 6+3 50% 3 Yes
Il 2+1 50% 1 Yes
@ 442 50% 2 Yes

The selected storage pool and erasure coding scheme overiap an existing Erasure Coding profile. Use caution if you apply this new profile fo
objects already protected by the other profile. When a new profile is applied to existing erasure-coded objects, entirely new erasure-coded
fragments are created, which might cause resource issues.

=1
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TR, RER—FESHES, BAS—MAUNREBEEXHEERER 2+1 AR, MBE—1EE
XHENTFENEER S 3 MNYRFE RPN — P iE R,

BATZMAILESIRILIRECES M, B ILM RESPFER IR E X SIIEE D MNRFLHECE
XHNAFERS M CEXHRIPHIEAUNRIEN R, N StorageGRID Kl —HHAIN R A EL.
ERSEEEANEA 2+1 FER. M— 1M EURREBEE X TBE S — M UMNREEREX AT, AJRESHIE
RIEEE, BNEL MRS 5 S=AREE 20T,

S MRFIHT ZMAUMRILSE R, BEFECRANHE.

ERHEEEANUMRD SRS, BNRIBEEMEINSREER (BHEZ, WEREHS) THRHE
(BIREESHBERTUDERRRII) o I, EER 4+2 5N 6+3 HE, MNRFEFIMIFERLE

MBEINEE, 1BIEF 6+3 HR, NRED =EBEHHEMNEZRZEIRS, ML TWEERZ, 5%
4+2 /5,

6. HE * RTF "

EHEBRERREY
ErReR R E R UM MIPECES M, UEHBRAEMERZECE X FRITNEE,

* BRERERIIMNREIERE ST Web 3%
* BRBHRERNIARINR,

p
13842 % ILM * > * $2ERIRED * .

LB R B R RIS ECE X TUE, * Eend * 1 * 2/ * IRHHIEER,

Profi!e- Status St:orage Pool Storage Nodes Sites Erasure Code Storage Overhead (%) Storage Node Redundancy Site Redundancy
DC1 2-1 DC1 3 1 241 50 1 No
DCc2 2-1 DC2 3 1 2+1 50 1 Na
DC3 2-1 DC3 3 1 2+1 50 1 No
®* All'sites 6-3 Deactivated All 3 Sites 3 3 6+3 50 3 Yes

2. EEREEHANEEXH.
© Ean g W ER T IR TENBRRS.
3. W Ea R o
BT R RE & EC FeE XA IHEE,
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Rename EC Profile

Profife Name EC DC3

Cooes [ o

4. FIRBRRISECE SN —ME— B o
Erasure Coding EZE XA MEMIINZ ILM FLN A E 5% B B9 726 2 7R AR,

From day 365 store | forever v

Erasure Coding profile name

Type | &rasure coded v Location | Al 3 sites {6 plus 3} v Copies | 1 +_ »

Storage pool name

@ AMmIECE X RN —RY, MREERMBEEXHNRIR, WRREWIEHEIR
, BMfEiZEcEXHEFRBIEMNLt.

5. 5% * R17 7
= RIRbRImISECE S
MREABITRIERFFREIDEEX M, HEIECESX S IREEMA ILM NP EEA,
NATLUMEAE,
ERBENNS
- AR R IR EIRIE S Web MK,
© EEEEM IR,

* BEMINKE EERITAUNRERSEEERFNEFERATE, NRESHAEHEPEAIREETHITIERR
PRRIDECE XM, MZiRE—FEIRES.

XFIES
(ERERRILEE XHRT, ZELE XHhE ER1E "Erasure Coding Profiles" TUE £, BERES K * BFH *,

Profile | Status | Storage Pool Storage Nodes Sites Erasure Code Storage Overhead (%) Storage Node Redundancy Site Redundancy
' DC12-1 I DCi1 3 1 241 50 1 Mo
DCc2 2-1 pec2 3 1 2+1 50 1 Mo
DC3 2-1 | | DC3 3 1 2+1 50 1 Mo
o Allsites 63 | Deactivsted | All3Sites 9 3 6+3 50 3 Yes

EREBEABFERANBRRIEEEX 4. 7 ILM RNEIZERE RN, F2ETREFEANEEXH. BXX
EAEEFERNEEX
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MBHEUTE—SM, StorageGRID ¥ MH LG ERIRMRRIDECE X5 :

* ILM RN AR S a0 AR IR R RS EC E X 1o
* Erasure Coding EEEXAFABEEM ILM MNPER, EIZECEXFRIXNREENEFHBREA BRINFE,

p
1388 * ILM * > * $BERYRED * o

HEB R B R RIDECE XX TUE, * Eend * 1 * 2/ * IRHHIERR,
2. BEF RS Y, HBIAEERERRIEEREXHRETER ILM AR,

INRIBFRIRISECE AR ILM NP R, NWEEERE. FERRGIFR, ZE0E—D ILM RN EER
Y 2_1 EC Profile

Profile Status Storage Pool Storage Nodes Sites Erasure Code Storage Overhead (%)  Storage Node Redundancy  Site Redund
' 2 1EC Profile Used In ILM Rule Dc1 3 1 241 50 1 No
O Site 1 EC Profile Deactivated DCA1 3 1 2+1 50 1 No

3. MNRE LM MNP EAREXH, BHRITUTLE:
a. R *ILM * > > JI *

b. ?;FEFZ?'J HEE NN, ERFEIHAAEERETEEUREZMNI S ERZERANBRRIEEREX

FEURBIR, * =ik EC for larger objects* ANEEA & A * Fif 3 PNudm * BIFHEMA * FiBIA=
6-3* IEIMRIOECE X . AMARIBERE R TERRR: G
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ILM Rules

Information lifecycle management {ILM) rules determine how and where object data is stored over ime. Every object ingested into StorageGRID is evaluated against the ILM rules that make up the aclive
ILM policy. Use this page to manage and view ILM rules. You cannot edit or remove an ILM rule that is used by an active or proposed ILM policy

| 4 Create |ﬁ Clone || # Edit || % Remove

Used In Active Policy Used In Proposed Policy

Name

. | 2 copy replication for smaller objects v
'®  Three site EC for larger objects v
) | Make 2 Coples

Three site EC for larger objects

Description: 6-3 erasure coding at 3 sites for objects larger than 200 KB

Ingest Behavior: Balancad

Reference Time: Ingest Time

Filtering Criteria:
Matches all of the following metadata:

System Metadata Obiject Size (MB) greater than 0.2

Retention Diagram:

Trigger Day ©

P ) I >

Duration Foraver

a. YR ILM RN ERBRERIRRRIBEEX, TREZMNEEED) ILM REPERTEZEZEINAIR
BEAREA

ELERBIR, JERD ILM SRE&ER T * = Mihm EC for larger objects* #111,

b. RIBAM IR E X HFHIERME, TRRTPIHEBIE.,

=
%
lIE

IECE X ERAIRER? FREEXIEBEHRITHEMDE 55 I LR

iER
MATEAEST ILM RN R TRHIITEMP R, BRERITIHIREDE, 7 _

TEMKRIEER ILM KBS | RESMRFAER MY ILM RN, IRHRE A LM L0
BY ILM FR LERRI, BB ERRMRRIDEEXHRIFRE A ILM 5k
MEMLE,.

ii. HEHITIIRIED B



IECE X EEAIRER?

LHIRTFSEDD ILM SEERPAY ILM
e

LHFITERINAY ILM KRBT ILM
Al

EFAE ILM HKEHAY ILM R0

FREEXAIBEHRITHEMDE

Vi

Vil

Vi.

TePEIETNERES
TIBRfE AR IRERRIDEC E SCHRY ILM FEN,
AIN— NI Z D ILM A AR RIS RZ 2R

e}

*"7F, BEINFIBUEHTRES,

SRV AMREE, HRERMNBFANEIRE
NEREEFIE,

SR *IRIEXMR¥EM StorageGRID &
FHIK/, ILM BRIETREREHRAEEH
B 8eiRIBFHY ILM NS RIEEHEIFHT
(VA=

BRG] R MR BIEMRRISECE X4
, BEMSHIEEXEL, BERIRERKK,
MREEXHEREFFER, WIETR—%

HIRH BB,

SRAE S PR M SRR FRIBRAVALN, SNRERAELL
R, JEMIEREE R IEPRARADAC B X 4 BIFR B X
BUE,

BERITHIR RS B

IRIBIZINAYSRER,
TIBRAE R EFRRIDECE SCAHRY ILM AR,

AIN— PRSP ILM A AR RFIE X R
BRRIP,

REFRINBIRES,

SRAE M PR M ERBR FRIBRAVAL, SNRERABLL
FR, TEMRREE FRIEPRARADAC B X BIFR B TR
BB,

BEERITHIRED B
SRAE U MIBRARN . SNRGRABLCFAN , TEMERM E

BRI E X HFRIFMERENE, (M
M ITERGTED L ERBE R B AFHERM, )

il. REEITIHEIRIED B

C. RIFTIRIRRIDECE S DIE, UMRILECESHARTE ILM MNP EER.
4. YNRTE ILM MNP RERZEEXH, BEFREIRAHEE A

T 2R 1EA EC BREXHIIEIE,

1S DX LEHIAN
1HR
* A ILM 5K
A&

* A ILM
AN ILM 5
B&

* BIEE ILM &
B&

* A ILM F
MFD ILM 5
B&

A ILM 320
M ILM ZEBE
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Deactivate EC Profile

Are you sure you want to deactivate the profile "All sites 6-3'7

StorageGRID will confirm that the profile is safe to remove (not used in any ILM rules and no
longer associated with any object data). After this profile is deactivated, you can no longer use it.

S. NRMHELEEFALEEN M, FEEFE*EFH .

° 9N StorageGRID BEBBIFRABEMRHRIZECE X, MERTN * BFFA * o EREBNEMA ILM ANERE
IEECESX o

° 9N StorageGRID TAFRAMEENH, WEBR—FHERHER. HId0, MNRWNKREIENSIEEXH
KEX, NEETR—FHIRHES. BARFESFFH/LAZEBRZRERATRE.

FCEXE (RIE, {XS3)

ILM #EN BT LURIE IR S3 FiE 0 ER YDt &R, M AT UG A [E) IR RIFAETE
ARTFEME, MWRBEMNSBEER S3 DEXI{FAMmERR, NARcelZAIRERGH
B9 ER fE A RI X I,
EREHNE

* S EREREIFIREIRE 2 Web 145,

* 1R IR

KXFUIAES

Bl S3 FhE DAY, ERLSEEREKEEIBEFMED K. BSiEEXE, FEIRAUEHIEUE FFEAA
F, MMBBTRMIER, RAREMERMAHHEENENR,

B ILM FNEY, EFIREREM-RAS S3 FE R RENIXIEFABR IR kS, fla, ERILULIT—MUERT
£ us-west-2 XIFEIERY S3 FHEDERFBII RN, 74T, ERILIEERXENRNEIRKETEZXER
SRR OERINEETRLE, URHIER,

FCEXIAT, HEEUATEN:

* RANBRT, IERE3IMARBETF us-east-1 X1,

* EEREFEIERNE S EIE AP QIEEFED BT, BT LocationConstrcont Request JTTE /I S3
PUT ZfiE7 & AP TR EIRTFE D ELRY, SRS EIERCIRXE, AR EEEIERIAXIE,
R PUT EED ERIEREAMIX I B KTE StorageGRID FENX, MEKLEHEIR.

* SRR S3 AR, AABARTMKEEN. KEEHRAKNS, HAXATLEE 2 MFH, HE
B 32 MFH. BRFHEERT, TENETH,
() EU-west1 FANSIE, MRBERMA EU-west-1 40K, MATEBHINE,

* MRFEANKIEHFITTIER ILM HRERSEINY ILM HREEPER, MAREMIPRIEIZ X,
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* WNSRFE ILM N BIFSRImERHIKINT, RN INEZINRIREEH, B, MREZHRT
SRR RINIRER, MR EHIR, GIREE LM MU PERENKEFASRTGIERE, EBFEERFRZX
15, HEFAMREE AP SIEMNHEERREXHXE, WrAgEsSBRETM. )

* MRAEAENTXEEIR S3 FEDRERHEMR, NINREEERUERGSHRITERELIZFMEDRT
FIXR, MEEEFANZEKE.

pr
TEFE X ILM * > Xig *

ﬁ;ﬁﬁiv”rfua—ﬂziﬁﬁﬁiﬁ, HehFlIH T HaiEXRIXIE, * Xig 1* B REIAKIE us-east-1 , TAECREM
FRo

Regions (optional and 53 only)

Define any regions you want to use for the Location Constraint advanced filter in ILM rules. Then, use these exact names when
creating 33 buckets. (Region names are case sensitive.)

Region 1 us-east-1 (required)

Region 2 us-west-1 + X

2. BRI, BHRITUUTRE:
a. JEFENET 4 RE—TFEEM,
b. I NETERE S3 Fif 5 EREMERNIXIHE .

ECVEAMAMNE S3 FEDERRY, EfER IR RAFREAN LocationConstraint 153K T,
3. BMBRARFEANIXIS, HEFMBRER %o
WNRZ A MR BN ERES SR IR P HAIFEANXE, NsEr—&EIRES,

@ Error

422 Unprocessable Entity

Regions cannot be deleted if they are used by the active or the proposed ILM policy. In use:

us-test-3.

4. TREE, EERE

WE, ERILMEIR ILM NEFHY " Bkinik " TUE LAY * (IELR * FIRPERXEX S, HE0E
ILM RN SR fE A B hikes.
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BIZE ILM FR M
SIS ILM A S

EerLiEd ILM AN E BN REPERER RN E, ZeIZ ILM N, BFERLIE ILM M
=S

(D) mEErmEmseRets LM AN, ERBIRESE ¢ QEEA LM A,

EREONE

© EEREREIREEIRE T Web 1K,

© EEERHENIAIR,

© MBBEEUAVERHE TSRS, SIS " PR " AURRALES MK B 1D

* IREAREMNIR LRipEEETEIEREN R, WBFuET S3 HITFiED EREL Swift YA 282 A _LXiA1R)
B {B] E#o

) %%EQUEE%UE’\JEUZ!S, NEEEITYIERNERFE BN aF E L. T2 eIEFMEL M eIZRFE

* NRBABAUMMRDEIZA, NEEBLMBBIEEX . ESN CIRIEMRREILE X,
© EEE BT HNARBIRRIPIED,

* MREFZCNE—NAT S3WRBMENSHAMN, FRE S3 WRBENERK,

s BRI LIME L TMSR: "W4M:  StorageGRID ILM M : N1

*FUES
BIZR ILM FR A :
* JBE[E StorageGRID RAFARVIRINIFEECE,
 BEEECENNREIALE (ERIFIEMRREE) UNFSENE M NRINEIEEHE,

) bgi‘ﬁ?ﬁﬁu StorageGRID RLHIN AP EARIN RITHHESEE, ILM FNIRYEX R B9 TR THiE s
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* B SN EER N REISHRE L E.,
* MEEBNEHERMMEIRFRIPIET (5%, M™RIANIER) -
S
15E8F *ILM * > > J *
AR 2R "ILM Rules" T, HAIEAHT "Make 2 copies" #M,

ILM Rules

Information lifecycle management (ILM) rules determine how and where object data is stored over time. Every object ingested into StorageGRID is evaluated against the ILM ruies that make up the active ILM policy. Use this page to manage and view ILM rules. You
cannot edit or remove an ILM rule that is used by an active or proposed ILM policy.

ﬁCIuna‘ /# Edil || % Remove
Name Used In Active Policy Used In Proposed Policy
* Make 2 Coples L

Make 2 Copies

Ingest Behavior: Dual commit
Reference Time: Ingest Time
Filtering Criteria: Retention Diagram:
Matches all objects. 3y
s O —
)
Duration Farever

@ YR BN StorageGRID ZZABHALF S3 WEKRBEIRE, N "ILM FN " TEEEREER
B, HEXRBE—*FE 7, EEMNNFAEEEE—* e * FKo

2. R R
LR ERel ILM MUESHE 15 (EXEMEIR) o ERILER " & XEMAIR " STEE X RNER
= BN R
15, #£3F: EXEMAIR

%Fﬁﬁﬂ@ ILM MWREFSHE 1 T (EXEAER) , ErIESRN R SR ik
KTFUAES

RAE ILM MNTEITREY, StorageGRID SR RITHIESMNBYHikaf#H TR, MRWRTHIESFRIB R
#E2EILEC, StorageGRID BEAMNUBEN R, ErILULITT—MIMUNAFFRENSR, BelbtsE &Rk
2%, FlIIN—1PES T EFKFA R RE, HEEESRIRIERS, FIEIXREIA/NAR TR,
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Create ILM Rule step 1 of 3: Define Basics

MName
Description

Tenant Accounts (optional}

Bucket Name matches all ™| Value

/& Advanced filtering... (0 defined)

p
1.7 * B FERPBAAMAIE—ZT,

N 1 B 64 NFRFo
2. 5, WAILUE * [ERER © FERH AN\ — MR o
NI BALE RN B B RIS ThRE, LAEAERIRA LRI

Mame Make 3 Copies

Drescription Save 1 copy at 3 sites for 1 year. Then, save EC copy farever

3. 5E, WAILUAE—I LS MERLMNA S3 5 Swift AP KA, RN AFRERFFNERZE ,

FRLFRET,

YNR1EZAE root IHRIRREFEA KR, MEEMFIRFIEZFEF, M2WAEF ID THRAZSD ID 15
2573 RV F T o

4. FE, FEELHNERR S3 5L Swift BEs.

NRERT * RS2+ (BRIN) , WAMNERMZR all S3 b 5 Swift FEso
o HE, W BRIHLE * LIS Hthm kRS,

MRFEERRTHE, WRANERTR SEARMESLENAENR.

SNSRULFNEG B RS IRPRRIZRVRIAS, R * WRA/N (MB) * BRMESRFHBHIREN * KT 17,
R/NERE AR 1 MB BB/ DRI R A HEITAMIZRED.

@ UMREREEART 1 MB BIXN R, IB703/NF 200 KB BIXSRIEALUMIRED, LU G EIER
INBYEU R4S i ER PR E BYFF3Ho

6. HiE* F—4 .

HRERERE 25 (EXHREME) -
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BXER
* fFAZ ILM RN

* £ ILM RN B {E R S 2R Thikes
cE2%, 3% EXHENMNE

7E ILM NP ER SR T ikes

B SR IHIELIRE ,
AN B =2k h ke,

SR LA ARIEAS E X REVTTERIEN B TR EN R ILM N, 7
SR LOARBR LA TTHRIERE, EREEAHEE THEE. 1T

EXTRET, ILM BN AT isiES Sk imtas LA R,
TRERT EANESATFEETEENTRIELY, TRATEMTRELENEERURRNTIEE,

ToEHESREY
=N EINC e

ERiiE]ediE] (FRAED)

SRR
- 5T
F FETF
CNF
CNFRETF
- KF
- KFHEF

=
- REF
k)
- FBE
Eic>,
© RUFFA
- GEER
© ERTR

F &F
* AETF

-« INF
CNFHEF
*KF

C KAFRETF
* exists

- R

TCEHEE

X RAVETEIFD B HA,

R BIERUER ILM EEREDE R ZRRE, &
B LE R RE ECA A EMAE XN RIUEBIERIFN
A " E\BYE] " SR ThikeR. FHENREIREANK
FEFTHERBEEMBIAZATE], UHBERINENR
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EXBRImER, ErILUEE SRR THIEN S M TSiEE. fla, MREFZEEIMNSK/NTTF 10
MB Z| 100 MB Z[EBIMRILES, MIRGERR * MRA * STHIELRBEHIEE R TR E.

* B EIRERTIEEARTHSFT 10 MB HIXN R,
* BTATHIRERTEENTEHFT 100 MB BIM R,
Advanced Filtering

Jse advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (33 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter.

Objects between 10 and 100 MB

Matches all of the following metadata:

Object Size (MB) «| areaterthan or equals j 10

Lk
+
x| x|

E
Object Size (MB) j

less than or equals j 100

|-

[+] %

Cancel Remove Filters

ERZ N F B LEHRIERLENN R, EUTRAS, AUERTSR NRFGmE A SR B (FARGHEE
AP TEENE. B2, MUXF/NF 10 MB @k B WRHIITERT= -
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Advanced Filtering

Use advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (33 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter,

Multiple filters

Matches all of the following metadata:

User Metadata j camera_type equals j Brand A +

+ x|
Or matches all of the following metadata:

User Metadata j camera_type equals j Brand B

+
Object Size (MB) j less than or equals j 10 = |+ x

+ x|

g2H, £33 EXHEUE

IR LM MWREFHE 2 5 (EXHREMNE) , ERIUEXKERRA, UBEXNRA
frfigRda), BIZARYEE! (EHITHRERRNE) , FREAUEUNEISHRE,
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BIERGIEESY, HEAEDBE—MESBIME 0 K18, XERBAALUKAYLE, Walbl—BHEEIFE
FEEMANREIRNLL,

NREBEZNERAIEZFTELRENE AR ERAFTRNMUE, WsMHEESTUEEEIT

LERE ILM MU A E—-FLIBR N EFEE. STEIFSREETARMLRNEFELT. —FE, KElZ 2+1
AlmisRl 4, HNREFE— TR L,
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Create ILM Rule step 2 of 3: Define Piacemenis

Configure placement instructions to specify how you want chjects matched by this rule to be stored,

Example rule
Two copies for one year, then EC forever

Reference Time Ingest Time

Placements @

Fromday | o store | for v 365

v

It sort by start day

Type | replicated v Location | Add Pool Copies | 2 El"

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more

information.
From day 365 store | forever v
Type | erasure coded v Location | DC1{2plus 1) »

Retention Diagram &

Trigger
be1
‘bcz2
-DCL
(2plus1)
Duration

p

[hdd
Copies 1 Ei

i Refresh
Day 0 Year 1

E%ﬁ >

1 years Forawver

1. %F * SE8E * , EFIHEREESHFIAT B Z AR EI2EE,

WET
B8]

ERiR]AS 8]

I3 E:NE)

Description
MR AVENETE],
EREER (ERHES) WRIETE,

COERC r BERIGED, A0 S3 FAEDEREL Swift BEEEA L
IR B R, ES 7E ILM FUN AR s A _E R 1E] B iE)

X SRR R F N FThR A H 40 0 S Al AR AT 2 9 JE BV B 18l

. g * S EIEMER T E B BhRAIZHIBvFiE 7 ERPaY S3 Xt

1R LAE AR I e @ 028 3 F 2 B X SRR S SRR D ARSI B B I R BY
FHERE, ESI R4 0 S3ARAXRAY ILM FNFIHE,
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1IN Description

AP EXBIEIZRYE] AP EX BT EERIEERRTIEL

() mEBeimammu, BFEE - HNBE .
2 15 * MEBMIE * 850, HEE— N IERA T AR AR A,

flan, EAIREEEEEF—FENRNEMFEMUE ("day 0 for 365 days") o ELE—NMESHIME
0 XFF48.
3. IRECIESFINEIZS:
a. M+ KB TSRS, EE - BER
b. 7 * (& * FEF, AERMME NMFMEAMERE * Fmt ~,

" MRMIEE— MM *, 1HER, StorageGRID REEEEFILEFET S LFE—IHRH—
EHEIZA, MRMREE=NFET R, HEEER 4 (FARITEH, WRZEE=1EIFx—B81F
T R — AN,

() moems - TESI M KE * BB, WETTEARLEA LM AW,

* WIRIBESMFMEM * , IFIESEL TR
" BIBERRERTEFENHE,
* IRBIAMFTFERLE, WS NMAEUPREE—TNREIE.

* IRBIABUNTEFEBE. WSEBNEREFE—TEIER. ARG RKEREIER. DR
PHHERERERIFTE. ANBERTALRKBAZIRE—THNRNZSTEIZ.

* NREFELEE (BSHERNEETR) , WNSKNFERIFATREIAREFE— bR L. Eit,
BHEERIABFI B FET R BB 5S — N 2,

Placements € 1 Sort by start day

Fromday | 0 store | forever v m

Type | replicated v Location ||DC1 ||AII Storage Nodes Add Pool Copies | 2 |i

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
infarmation

C. ERECIRARIAE.

MRBRIEHENN 1, WEBFR—FES, R ILM RUEERENEBRRNEIEZ—NEGEZAR, W&
ESIEEIGKAZRBINIL, EER AT ATNERREIAER,

Placements © 1t Sort by start day

Fromday | 0 store | forever v m
Type | replicated v Location | Data Center 1 Add Pool Copies | 1 Temporary location  — Optienal — v E

An ILM rule that creates only one replicated copy for any time period puts data at risk of permanent loss. View additional details.

362



BB RN, FHITUA TS TuEF:

* 1B E] B ARV RIAER,
C EENNSE 4 EIRERACIBEMEIR, RS, EREMEFEEBSRSEE.

* & "Erasure Coded* " fE/9 "Type" , AR " BEHI * o MRV EZEFERIEEREIESZTE
7, MAIUReMBERIEES,

d. MBAREE— M, 528 ISIAE * FE.
()  EHEBEHRE, HEREARRR. BER EREELENENIE E5) .

4. MNRBEIBREIAMIRIRIE 2N :
a. M * RE - ThIFIRA, SR LIRS o
BIABUISERN 1. RMNZEER IR KB 200 KB HE/NHINR, WEERES

Erasure coding is best suited for objects greater than 1 MB. Do not use erasure coding for objects that are 200 KB or smaller. Select Back to return to Step 1. Then,
use Advanced filtering to set the Object Size (MB) filter to any value greater than 0.2.

C) AMRmIREGAT 1 MB BIX R, B73/\F 200 KB I RIEALUMGRET, UBRE
ARV M 2 ED Fr ERFR = £ BYFF 3R

b. {IRBIMIEA/NES, HikfF *iRE * LUREZEIFE 1., A, &F * SRk * FEWKRK)N (MB
) TmikERIREAART 0.2 HEMRIE,

C. ERTFEUE,
BRI R SN ENEBEFEBIIRTR, ERIERRmIDEE X HRIR M,

From da 365 store | forever v :
& Erasure Coding profile name

Type | Erasure coded v Location | Al 3sites {6 plus 3} v Copies | 1 |—._+_ »
Storage pool nhame
S. 5, WAILEARRNERNARRIR BRI E)ZEtE s
© EENMNS BRI R EERAEE MU E S B HE MR,
pvirs = Sl || Rl DR )is 6= R L2 )| S| SN T 528

() HERE—RIERL AR * ER, BUNRBERE— HERERT SR

6. MREVHNREFFERFHEMP:
a. M *RE - ThIFIRAS, &R BER ¢,
b. 7£ * & * FE&H, & Ft . AR, EF— I EEFE,
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Fromday | 365 = | store foreverj m

- | Example Cloud Storage Pool & | "
Type | replicated j Location o copies 1 =]

ERTEFENE, B EL TN

* BARAE—THERLSPERZS I EEEL. FF, BUFEERN—MEESTERSFELNE
fi#ito

Type | replicated v Lacation “testpooIE o ”testpool3 o |Add Pool ‘ Copies | 1

If you want to use a Cloud Storage Pool, you must remove any other storage pools or Cloud Storage Pools from this placement instruction.

* BREEEAGENSEELTFEE—NRN—TEIZ. ORFE*BE REN2HES, N

== P =N
M 7N %fal?&/ﬁ:%\o

Type | replicated v Location | testpool 5 Add Pool Copies 2|

The number of copies cannot be more than one when a Cloud Storage Pool is selected.

Ak

* FRERNEEACEFELREFES I NREIDR. NIRERACSEFELNZS TREUENBRES, =
ER—MEFNSMIERCEEL, WREREHRER.

Placements @ It Sort by start day

Fromday | o store | for v 10 days
Type | replicated b4 Location || csp1 Add Pool Copies | 1 |i| x
Type | replicated v Location || €sp2 £ | Add Pool Copies | 1 + X

A rule cannot store mare than one object copy in any Cloud Storage Pool at the same time. You must remove one of the Cloud Storage Poals (csp1, csp2) or use multiple
placement instructions with dates that do not overlap. Overlapping days: 0-10.

To see the overlapping days on the Retention Diagram, click Refresh.

Retention Diagram ©

 Refresh
Trigger Day 0 Day 10
s &y |
csp2 o

Duration 10 days Forever

= IR

TR RN REEECEFELT, RFZNREFMEN StorageGRID FEYE HIEIZ<S LU M 4wEI R
&, BR, MATRAIFR, SOMERERIRERBFEESTRE, UMEASMIBEEERIS
HUERE LR,

364



Placements ©

From day 0 store | for v 365 days
Type | replicated v Location ||DC1 * || DC2 * | Add Pool Copies | 2
Type | replicated v Lacatian |testp|:|{:l2 £5) |_=‘«-.:d Pool Copies | |

7. 3eEE - B - UERRBREEHEARERR.
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= =LIOEIES
G U RIS
- SR
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MmIEE R, BREIUMBMIBEIARET 10 F. 11 Ffa, XEWNRKM StorageGRID xR,

Trigger Day 0 Year 1 Vear 11
pet w
pcz2 L.:1
All 3 Stes f:;:[]ﬁ
(6 plus 3} o
Duration 1 years 10 years Forewer
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Create ILM Rule step 3 of 3: Define ingest behavior
Select the data protection option to use when objects are ingested:

Strict
Always uses this rule's placements on ingest. Ingest fails when this rule's placements are not possible.
® Balanced
Optimum ILM efficiency. Attempts this rule’s placements on ingest. Creates interim copies when that is not possible
Dual commit

Creates interim copies on ingest and applies this rule's placements later.
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B
1. EEBEEH AN REERR IR RIF A
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FULRBER, AR REERERTmESR. COMNATFREERF, FrEoRANPERN
EEAS

ERBNNE
© RS REIFEEIREE S Web 114
© EREREMS IR,

RFUIES
AOAMNZ ILM SRES R EREITERTAN, RitEFaEERERTRERHIFSMSEE. AIAMNBRELRA
RN AR F R E LA AR E AT R,

FURAIZREES, - IRMUERTRETES ANMREINAN, BEFREEMEFIKFPIERTR MR
AYERfE— AN,

Configure ILM Policy

Create a proposed policy by selecting and amranging rules. Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using tesi
objects. When you are ready, click Aclivate to make this policy the active ILM policy for the grid.

Name Exampie ILM policy

Reason for change Example policy

Rules

1. Select the rules you want to add to the policy
2. Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved

[+ Select Rules

f = 1
Default Rule Name Tenant Account Actions

” EC for Tenant A (& Tenant A (91643888913299990564) x
v | 2 copies 2 sites % = »®

|
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ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or delete a proposed policy; clone the active policy; or view the details for any policy.

4 Create Proposed Policy | | Kl Clone | # Edit || % Remove

Policy Name Policy State Start Date End Date
' Baseline 2 Copies Paolicy Active 2017-07-17 12:00:45 MDT

Viewing Active Policy - Baseline 2 Copies Policy

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.

Rules are evaluated in order, starting from the top.
Rule Name Default Tenant Account

Make 2 Copies (§ v Ignore
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Activate to make this policy the active LM palicy for the grid.

Mame

Reason for change

Rules

1. Select the rules you want {o add to the policy.
2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved.

i-+ Select Rules
Default Rule Name Tenant Account Actions

No rules selected.

NREFIEIETNREE, W * B * FERGEIENRIEHIRIR, HM—NhRES @ERFIFR "2 ") o
S B SRS AR AR AR R 2 5 S B 1 T R A B o

MName Baseline 2 Copies Policy (v2)

Reason for change
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Select Rules for Policy
Select Default Rule

This list shows the rules that do not use any filters. Select one rule to be the default rule for the policy. The default rule applies to any
objects that do not match another rule in the policy and is always evaluated last. The default rule should retain objects foraver.

Rule Name
2 copies 2 sites (4
Make 2 Copies (§

Select Other Rules

The other rules in a policy are evaluated before the default rule and must use at lzast one filter Each rule in this list uses at least one
filier {tenant account, bucket name, advanced filter, ar the noncurrent reference time).

Rule Name Tenant Account
| | EC for TenantA & Tenant A (91643888913299990564)

(] | 2 copies 2 sites noncurrent time & —

RN 2R E ZFAE BB (¢ UEBZANAIRE.,
HRFIERT ER TR ZER T ERRIAH ILM RNEIFAE B

Two-Site Replication for Other Tenants

Description: Two-Site Replication for Other Tenants
Ingest Behavior: Balanced

Reference Time: Ingest Time

Filtering Criteria: Matches all objects.

Retention Diagram:

Trigger Day 0
I [
DC2 H

Duration Foraver

7. 7F < EFEAN * SR, RRINAIRBGIEZFE— D BOARIN,

AIARNE A7 R SREPIEMANALENEANR. FRINANREEREMTHERS, HFEBRASER
[E#TIHE,
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8.

9.

10.

1.
12.

&1 Make 2 copies 3 FRAMIYEN SEBSHBRIARIN. * SR 2 4Bl " ISR — 1z hE
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LB FI SRR, BOARNAIFRE, EEmBEMI,
Rules

1. Select the rules you want to add to the policy.
2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved.

|+ Select Rules |

Default Rule Name Tenant Account Actions
* Isite ECEH Ignore x
& 1-site EC (§ Ignors ®
+ 2 copies at 2 data centers (§ Ignore x

=3 £

MRFAAMAZKARENR, WEERES, HUEIRERE, SONHIARE
StorageGRID 7EZRAINMLNBYRE R EMIFFN SR (FRIED B E s BRI KRR B I AT (8]

) o
Default Rule Name Tenant Account Actions
@ + Isite ECH Ignore x
& 1-site ECF ignore x
e 2 copies at 2 data centers for 2 years (5 lgnore x

The default ILM rule in this policy does not retain objects forever. Confirm this is the behavior you expect Ctherwise, any objects that are not
matched by another rule will be deleted after 720 days.

YR ARERIA R B9 T LARR E Tt X LA M B9
AR RAIARL Mo

@ TR HIA ILM RNBIRFEH. BUERERE, FKMIANRIFIRTHEIRE MTRERF
YR TS,
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ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or delete a proposed policy; clone the active policy; or view the details for any palicy.

I < Creale Proposed Folicy ' | &I Clone ‘ # Edit| | ® Remove

Policy Name Policy State Start Date End Date
' Data Protection for Three Sites Proposed
Data Protection for Two Sites Active 2020-09-18 16:01:24 MDT
| Baseline 2 Copies Policy Historical 2020-09-17 21:32:57 MDT | 2020-09-18 16:01:24 MDT

Viewing Proposed Policy - Data Protection for Three Sites

Before activating a new ILM policy

» Review and carefully simulate the policy. Errors in an ILM policy can cause ireparable data loss
= Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource
issues when the new placements are evaluated and implemented

See Managing objects with information lifecycle management for more information

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size advanced filter to prevent objects that are 200 KB or
smaller from being erasure coded. See Managing objects with information lifecycle management for more information.

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.

Reason for change: Added a third site

Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account
Tenant A
One-Site E Coding for T ta &
ne-Site Erasure Coding for Tenant A & (20033011709864740158)
Three-Site Replication for Other Tenants & v Ignore

e
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ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or delete a proposed policy; clone the active policy; or view the details for any policy.

| = Creaie Proposed Policy | | Wi Clone | # Edit || X Remoye
Policy Name Policy State Start Date End Date
'* Baseline 2 Copies Policy Active 2021-02-04 01:04:29 MST

Viewing Active Policy - Baseline 2 Copies Policy

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.

Rules are evaluated in order, starting from the top. The policy's default rule must be compliant.

Rule Name Default =~ Compliant Tenant Account
Make 2 Copies (§ v v Ignore

Smuiate |
2. 11 * B * FERPAENHREBBA—E—R TR,
BRITHANED 1 NFRF, HETEEET 64 MFFo
3. 71 * ENREEA * FERAPE N SIE R I ERRAIRR,

BRITRANED 1 MR, AEREEET 128 MNFFfo
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Select Rules for Policy

Select Defauit Rule

This list shows the rules that are compliant and do not use any filters. Select one rule to be the default rule for the policy. The default
rule applies to any objects that do not match another rule in the policy and is always evaluated last

Rule Name

Default Compliant Rule: Two Copies Two Data Centars (3

Make 2 Copies (§

Select Other Rules

The other rules in a policy are evaluated before the default rule and must use at least one filter. Each rule in this list uses at least one
filter (tenant account, bucket name, advanced filter, or the noncurrent reference time).

Rule Name Compliant Uses Filter Is Selectabie
@ Ccrr;pllant Rule: EC for bank-records bucket - Bank of AB v v Yes
cE
Yes

| | Mon-Compliant Rule: Use Cloud Storage Pool (§
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Configure ILM Policy

Create a proposed policy by selecting and arranging rufes. Then, save the policy and edit i later as required. Click Simulate to verify a saved policy using test
objects. Whean you are ready, click Activate to make this policy the active ILM policy for the grid.

Mame Compliant ILM Policy for 83 Object Lock
Reason for change Example policy

Rules

1. Select the rules you want to add to the palicy.
2. Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule (and any non-compliant rule without a filter) will
be automatically placed at the end of the policy and cannot be moved.

i == Select Rules

Default Rule Name Compliant Tenant Account Actions
Compliant Rule: EC for bank-records bucket - Bank of ABC (& "4 Bank of ABC (90767802913525281639) b 4
Mon-Compliant Rule: Use Cloud Storage Pool 6 Ignare x

s Default Compliant Rule: Two Copies Two Data Centers (§ o Ignare x
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EARBEBTIFAMNHA S " default " MM
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ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or delate a propesed policy; clone the active policy; or view the details for any policy

< Creale Proposed Policy | | 4 Clone | | # Edit|| % Remove

Policy Name Policy State Start Date End Date
® Compliant ILM Policy for S3 Object Lock Proposed
' | Compliant ILM Paolicy Active 2021-02-05 16:22:53 MST
Non-Compliant ILM policy Historical 2021-02-05 15:17:05 MST 2021-02-05 16:22:53 MST
' Baseline 2 Copies Policy Historical 2021-02-04 21:35:52 MST 2021-02-05 15:17:05 MST

Viewing Proposed Policy - Compliant ILM Policy for S3 Object Lock

Before activating a new ILM policy

« Review and carefully simulate the policy. Errors in an ILM policy can cause irreparable data loss
« Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource issues when the new
placements are evaluated and implemented

See Managing objects with information lifecycle management for more information

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size advanced filter to prevent objects that are 200 KB or smaller from being
erasure coded. See Managing objects with information lifecycle management for more information

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active
Reason for change:  Example policy

Rules are evaluated in order, starting from the top. The policy's default rule must be compliant

Rule Name Default Compliant Tenant Account
Compliant Rule: EC for bank-records bucket - Bank of ABC (& v {9075?2;;;105522281639)
Non-Compliant Rule: Use Cloud Storage Pool & Ignore

Default Compliant Rule: Twe Copies Two Data Centers (4 4 L4 Ignore

Simutate
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Before activating a new ILM policy:

« Review and carefully simulate the policy. Errors in an ILM policy can cause ireparable data loss

« Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource issues when the
new placements are evaluated and implemented

See Managing objects with information lifecycle management for more information

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change: Example policy

Rules are evaluated in order, starting fram the top
Rule Name

Default Tenant Account
Tenant A
% e
e e (94793396258150002343)
PNGs & Ignore
Two Copies at Two Data Centers (§ s Ignore
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Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object m cket/m ect-name or my-containerimy-object-name
simulation Results ©
Object Rule Matched Previous Match
photos/Havok.png X-men (8 *
photos/\Warpath_jpg ¥-men (4 ®
photos/Fullsteam.png PNGs (% *

A RERINEY ILM ZRER BT IRERR I
LR BIER T EE IR B SERE B 4N ST ERR
FEULRGIF, EFEHMNEDNDEPRVRANRIEN * RFEIILM 5R6EE * . EREREE=1N, tNTFR:

* F—FHN * wWNEIZAS, BN bucket-A* FE, {UEMATF bucket-a FHIR
* FEITEAM * EC MR > 1 MB* , &A% all bif but filters on objects AF 1 MB o
* BEERAMNWA * WIER, WIEIREPLO . EREEEATMES, BRAERIELTSEE,
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Viewing Proposed Policy - Example ILM policy

Before activating a new ILM policy:

* Review and carefully simulate the policy. Errarsin an ILM policy can cause irreparable data loss.
s Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location
might result in temporary resource issues when the new placements are evaluated and implemented.

See the instructions for managing objects with ILM for more information.

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size
advanced filter to prevent objects that are 200 KB or smaller from being erasure coded. Using EC is best suited for
objects greater than 1 MB, See the instructions for managing objects with ILM for more information.

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make
the policy active.

Reason for change:
Examiple policy

Rules are evaluoted in order, starting from the top.

Rule Name Default Tenant Account

Two copies, two years for bucket-a c -
EC objects> 1 ME (B =

Two coples, two data centers (4 v —

p
1 RN HRTF RS, SEF - &I

HEETIE BRARIA ILM SRBEITEE
2. E* WER*FERP, WNIXNREY S3 FED R / WREAHK Swift B2 / WRBIR, AREE &N,
LB 2 TEING R, ERER T REHSENXNE R ITERIFR,
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3.

£

a.

w2

Simulate ILM Policy - Example ILM policy

Simulates the active ILM policy or, if there is a proposed ILM policy, simulates the progosed ILM policy. Use this simulation fo test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended

Object my-bucket/my-object-key or my-coniainer/my-object-name
Simulation Results @
Object Rule Matched Previous Match
bucket-a/bucket-a object pdf Two copies, two years for bucket-a (4 ®
bucket-bftest object greater than 1 MB pdf EC objects >1MB (§ ®
bucket-hitest object less than 1 MB pdf Two copies, two data centers & x

INE IR EER EFHRIA T TICAD,
It

bucket-A/bucket-a object.pdf SFE—MMNIEMITE, ZFNEX bucket-A FRIXRFITH
.

bucket-b/test FWRAF 1 mb.pdf UTF bucket-b F, FtSE—FMNARLE, MIESBEIE_
SHNEFFITED, ZANEIAF 1 MB B9 RFITIHIZE,

bucket-b/test MR/NF 1 mB.pdf SEIFE NN THEZSALE, EttERBERIANKE,
ZAN A B E R THiEs,

REINERINEY ILM SRBEES BT HET AN

HREIER T ERIAERBS B IR ERTREFIMIN IAE CREE R

UGS, EERI BT - R ILERBEATERAS series=x-men AR THIENNR, EESUT=

oy :
* F PN * PNGs* 27k * .png’ LEEZEHAT,
° """_ﬁ

ZEFN * X-men* ({GEATFHEF, ABKRUMN series=x-men FAF JTTEERTHIESS

* RE—FAN * WBIARAEESOC * ZFINAN, ERESHIHE NN TEMNERNR.
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Viewing Proposed Policy - Demo

Before activating a new ILM policy:

= Review and carefully simulate the policy. Errors in an ILM policy can cause imeparable data loss.
» Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource
Issues when the new placements are evaluated and implemented.

See Managing objects with information lifecycle management for more information.

Review the rules in this pelicy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.

Reason for change:  new policy

Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account
PNGs (F Ignore
Tenant A
i 7
oamon 65 (24365814597594524501)
Two copies two data centers (3 v Ignore

Com | e

g
1 RN FHRTF RS, 2% - R
2. F*JWER* FEP, WNMAMRAY S3 FESDER | WREAH Swift B2 / WREIR, AGEFE &N~

LB B RIAE R, HRER Havok.png MRS * PNGs* #M LA,

Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the propesed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object my-bucket'my-object-narme or my-containermy-object-name Simulate
simulation Results @
Object Rule Matched Previous Match
photos/Havak png PNGs (& o

{82, Havok.png MREFMIFNZ * X-men* FLN,
3. BfErnEER , BN ERHRE
a. JEFF * FERR * LAKERIN ILM SREETIE,
b. %% * 4RiE * LIJRIEERES,
C. ¥ X-men R NEEHEIFIZRINER,
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Acfivate fo make fhis policy the active ILM policy for the arid.

Mame Demo

Reason for change Reordering rules when simulating a proposed ILM policy

Rules

1. Select the rules you want to add ta the policy
2. Determing the order in which the rules will be evaluated by dragaing and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved.

| 4 Select Rules

Default Rule Name Tenant Account Actions
- X-men Tenant A (48713995194527812566) x
% PNGs (3 — x
v Two copies, two data centers — x

B3

d. E&EFEREF
4. GERFHEPL Y
AR ENERRBEEINTG AN R, HETHAENER, EIRF/FR, Rule matched 7
£/R Havok.png MRINES X-men TTEIEMNITES, W0F0HA, E—ILEZSIER PNGs #Il 5 E—M&E
WA R ILED,
Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object my-bucketimy-object-name or my-container/my-object-name Simulate
Simulation Results @
Object Rule Matched Previous Match
photos/Havaok. png ¥-men & PNGs (5 x

@ NREEBERERBNE L, WEILTE#TEGEREMRE, MEAHFEMBNNAS
KEIRRo

3 ARPEINAY ILM SRERES B IE AN

ERBIER T AR IASRES , B 1E SRBS R BIRLIN LUK R SRR Ao

FEURAIR, EEEM BT - R RBATENRE series=x-men AR THIENNR. B, EHHN

Beast.jpg MREMILRERES, ZHIABINER, ZHNRSIRIUNANITE, MAZS X-men FTEHFEMN LA
, MEERENEIEFRO.
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Simulate ILM Policy - Demo

Simulates the active ILM palicy or, if there is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILIM
rules and determine whether ILM rules copy and place object data as intended.

Object my-bucketimy-object-name or my-container’/my-object-name
Simulation Results @
Object Rule Matched Previous Match
photos/Beast.jpg Two copies two data centers (& b4

MR MR R 5 REEPBIFAEAFR AR ICES, WA Z5ie E RSPy E NN H B EE AR,

p
1. M FREEFEE AN, EEANZHRHEZFRESERUATEMRNIRE (¢ ETANERIIEE L,

2. EEMNBEF K, SEREFTHEEZ S
EUERBIHR, X-men MNP THIEE SR, TTHIBRERAN "x-men1” ", MAZE "x-men.” "

X-men

Ingest Behavior: Balanced

Tenant Account: 0B846027571548027538
Reference Time: Ingest Time

Filtering Criteria:

Matches all of the following metadata:

User Metadata Seres equals *-men

Retention Diagram:

Trigger Day 0

e wi [

Duration Foraver

Close

3. BELRILTEIR, HIRIN PR EELCAIN
° WNRAMNZEINERBRET—EF 7, MR LASERELERIN, tha] DAMSRBSRMERIEARNY, A3 E#HITREE,

° SNRMN 2 EERBEEI—EB Y, NI FERUIEAMN, EFRELRAR A RSP BIMINIBG H M ETh SRE&
AIBRo

387



1IN Description
sepEF IR < ILM * > 2 FI
ii. SRR IERAGFIN, SAFIERE =g,
iil. EAREWNER, AEEE* RE
V. IR LM * > * SRR ¢,
V. OREFRINAVERRE, SASEERR * YRIE o
Vi, FERE YRR ¢ o
vil. ERFTIRNAEENE, BURERRIEMNAIEIRIE, AEEEFE A .
viil. R * 4RTF o

SRIEFII LSRRI, SAIRE  REE

ii. FEERPREAT % ERIPRRERBIRN, HFXEFEREF .
i, SRR * ILM * > * R * o

v, SEFRRIEMBIRN, AEIEE * RIE o
V. ENAERNER, AERER®RE",

Vi. B FILM * > ¢ SRER ¢

vil. JFAERINARER, AEIRE CRE

viil. FEREIFERMN, %% * A, REEE *REFE S

4. BRITIEDL

@ BT &AL "ILM Policies” TUE IAZRABLLAN, FUILARARIMBANHREFBET. &
WINE A RBIZ o

;:Ezliﬂ_'ﬁuq:', BIFER X-men MNIRIESIRIE series=x-men AP TTEIES Beast . jpg WRILED, NFR

Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object my-bucketimy-object-name or my-container/my-object-name
Simulation Results €
Object Rule Matched Previous Match
photos/Beast jpg ¥-men »
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ECE ILM SERR
B ILM FINZRANERINEY ILM 2REE, BIPNZRIRHBIAEITT AR ETIHEE, BEABEE
IWEY SRS,
BEBHNAR
s RIGFERAERIIMREIESR HIH09 Web 3 H2E,
* EEBRSERHIRINR.
© BEFREHIEMEINA ILM R,

@ ILM ERESFREVIRIRPIRE R SRR EIRE FRFRIIMEREHIE, ERUVERBZA], BFATEHIR
IARBE, LU SRBSISIRINERIZ T,

BOEHH ILM 5556Y, StorageGRID REMEREEFMEHSK, SIEMAHKAHENM
(D & ERssm LM HBE2 8, EEEHNEE SN RALUMEDHRIRE S LR ROETE
B, TS EN, ERMANRIE TR SR AR,

KXTFULES

BOE ILM REEEY, RASRKHERBRORIMETR. B2, RBEEMERNRT RYeIZKRIEZE, HivE
EERBEA REFRER. ARLEBRT, RASFHFREMEVEENRES, UBERASEIMIBRRIBE R,

* NRHATREERURSBIBEURIFTAN, WXEESREIIAK. F, MREHEEE=TEIERN
AR B A RN BIFHREE, WIZRBGILEIKNE, EAEEMBIETR.

* IFRHITHUERBS ECA Pl RE R R IR TR BT AN, WRABEFMEMNB T RYATARE, XEBERT =K.
fBlan, MREBLERFRIBERIZNEI AN, MAS=EIAMN, NHREEIFIFICH “Active , *", B
SREFERETRENBENRRE, ET3EN.

g
1. ERFHERINAISRERS, 1E7E "ILM Policies" DU Lz SRBRHIERE * #E *

R ER—REEHER, RAEHRIARSEREERINAIER,

A Warning

Activate the proposed policy

Errors in an ILM policy can cause irreparable data loss. Review and test the policy carefully before

activating. Are you sure you want to activate the proposed policy?

MRFEHKIAMUASKARERNR, WEHFSEEFEER—FIET. ELRFIF, RETEEERRIA
FINIETE 2 FEMBFH R, EHRREXSEFRENAN 2, DHIAKEPRS UL ERERIEE 2 F
f& M StorageGRID HfilF&.
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A Activate the proposed policy

Errors in an ILM policy can cause irreparable data loss. Review and test the policy carefully before activating.

The default rule in this policy does not retain objects forever. Confirm this is the behavier you want by referring to the retention
diagram for the default rule:

Trigger Day 0 Year 2
= [
Dc2 [.11
Duration 2 years Forewver

Mow, complete the following prompt:

Any objects that are not matched by another rule in this policy will be deleted after years.

Are you sure you want to activate the proposed policy?

3 3

2. R HE o
&
BUEREY ILM KBRS

* tEERBRTE "ILM Policies" TUE LRIRFE R "Policy State Active" . " FFIGHHR " £ BIERREAECERER
Fnagia,

ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or delete a proposed policy; clone the active policy; or view the details for any policy.

= Create F'roposedF'oIic:y”l’i Clone | # Edit | | ¥ Remove
Policy Name Policy State Start Date End Date
*  New Policy Active 2017-07-20 18:49:53 MDT
" Baseline 2 Copies Policy Histarical 2017-07-19 21:24:30 MDT | 2017-07-20 18:49:53 MDT

* B ERFRIESIRRES, HERBKTA "HE". "FIRAH "M " ERAMH " FERATETREEMAR
R FEEPIRSURABS A BE K.

BXER
w5 6 ;. R ILM SRES
EANRTHIEEIRICIE ILM 5RES

BUE ILM JREEE, MNOERRMENMNILFTREN StorageGRID &%, AG, EBNHITHRIT
HIEE, UMIABIXNESETEACIEN, HBREEERINUE,
TEBNAR
* BE—WRIFAR, AAURU Tz —:
° *UUID * . WRABEAE—ITIRFT. UEAGHREA UUID
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p
1 EEHANR.
2. PR LM ¥ > * WRTHIEEH * o

3. 7 * fRRTT * FERPBAWNRIITIRF, EAILUGA UUID ,, CBID, S3EFESDE / WREHAH Swift B8
| IRZMo

4. 5, WANKRBARA ID (KPR S3) o

o. WEHE

° * CBID* : StorageGRID ¥ RAIMEE—IRIRRF. EATLUMEZBEFRRENRE CBID , MALEKRE

A CBID ,

° * S3 FENERMNKREIA * | B S3MOBAMRE, TP imNAIZFERFENRIAN KRR

MNREALESG, WNR S3 FESREMAESR, HEEFERREHEDBRINREREIFEMRAR S3
MR, MERE * vz ID* -

° * Swift BB RZ * © B Swift REMANRE, EFRHENAEFBERSSMINRBMASGTHK

FHREMIRIRIT R

Object Metadata Lookup

Enter the identifier for any object stored in the gnd to view its metadata.

Identifier sourceftestobject
Version 1D VEJGMKkMyQzgtNEY 50 COxMUUILTIeMEYIRDkyNTAWQKY 51
{optional)

It

o

LR BRI RTHIEE IR E R, IIEYIH T U TFRENER:
© RGTIHE, BENRID (UUID) , WREF, FERE, HAKF R D, HREBEEA/N,

BEUREIE N RBY B HAFN BT IE] LUK ERAECA X KR A9 B HAFIEY 8l

° SXERKREBER B E X AP SRR E,

° WF SI MR, BIESEMNRKEKIEMITRITICREN,

° WFEFNNREE, AT RIS REYRIFMELE.

° WFETIBRFMGHINREIE, AETHERIVSRIFHEUE,

° WFEFEHPHFNREZ, HWROUE, SIEIMERFEDRNZ AN RAM—IRIRRT,

° WFREMNEMZEONR, BSDEARMATMBIERNDEIXNRD KR WTEE 100 N EKIREY

WER, XETET 100 MR,

° AN RITHRIEYIRARCENASEFEEN LWRIGTEHIEREERNBRRTHIE, FRERIEXETI

TETERR A Z Bl 4077 1o

391



UTFRBIERT FEAMDERIRIAH S3 MIXWRIMN RTHIEEIER.

System Metadata

Object 1D ATZE9EFF-B13F-4905-9E9E-453T3FEETDAB
Mame testobject

Container source

Account -1582139188

Size 524 MB

Craation Time 2020-02-19 12:15:59 PST

Medified Time 2020-02-19 121559 P3T

Replicated Copies

Node Disk Path

99-97 fvarflocalrangedb/2/p/06/0B/00nMEHSTFEnQQ) CVIE
99-99 ivarflocalirangedb/1/p/12/0A00nMEBHS [ TFEoW2BICXG%
Raw Metadata

THPES S CETHES

“CHND": "AlZE9GFF-B13F-49@5-0E0E-45373F0ETDAR",
"HAME": “testobjsct®;

"CBIDT: “8x38323DETECTCIBRIE",

"PHAND": "FEABAES1-534A-11EA-9FCD-31FFBACIB056",
"PPTH™: “source”,

"META": {
"BASE": {

“"FAWSS: =27,
6. MIANREFHEEERNUE, HERERNEIZAEE,
WRBAT Audit 3£, NERI L EIEEZBEEPEE ERT "ORLM Object Rules" JH
(D :%\o ORLM Eﬁ*z/élﬁx__“«/(jj/u\*fﬁ{ ﬁ;& ILM 142{311_*5%/@\5’]-13'2251;:%\7 1ET jj/l_.\j:l'»Ef ﬁ;é

ﬁ%a&?&ﬁﬂ(%x‘% SIEMEL ILM SREEE S ENER. BUHES#HITIHE, BXFHAER,
/ rl §E$$;—EIL‘\O

HXER
* {EF S3
* M Swift

fEF ILM #RFD ILM B
S ILM FLAD ILM RBBRfE, @RI ERTEN], HMEEERNTHEBNERS,
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BEBNAR
* RIS EREREIMREIERE ZIFH9 Web 3 528,
* EEBSENHIRINER.
B 1ILM F0
EBEYE] ILM MNFIRZ FTEE, EMERAAIsEERREM ILM 0,

NREAN ILM HN HE B RS TRINBVERBE R ER, WAEFEMIER. WRFZEMERFERREET ILM 2
W, BAERITUATIER:

1. AT RER SRR R I Y R ER

2. MERBEHRRR ILM T,

3. 717, RIFIBCEIRES, LR RIZTMEAZ R,
A

103 % ILM * > * 30 *

2. EEERRRIIFMNEIREE.

FIALEFNARTE SN ILM SRESEZINAY ILM RE&RfER,

3. NREMIBRAIRNIARIEFER T, IHEFLERAFFIER * Wb * o
4. %R * HE * BIAEMIER ILM 0,

HEBHRE AR ILM R0

SNRMIFRFH ERBEPERBHIN, NWEER @ EERBHNIETANE, RRIEANENR
FIFA LR,

Viewing Historical Policy - Example ILM policy

Review the rules in this policy. If this is a proposed policy, click Simulat
Reason for change:  new policy

Rules are evaluated in arder _starfing from the fon

Rule Name
This is a historical ILM rule.
Historical rules are rules that
2 copies 2 sites) (3 &  were included a policy and then
edited or deleted afier the policy
became historical.

Erasure code la ger abj
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S4B ILM 210
EFNImERENEIES, BURERERLE ILM N,

INEREANNEFEZEIYA ILM HBEESERD ILM RESPER, NTTEREZMN, TR e L Fe X R N H 3t 572
FENRIAHITERNENTR, EHBREEHRIBIE StorageGRID 10.3 ZAISIZEAER ILM M0 (81# 2 MNEIZ
) =% ILM I,

@ TR EARIBEIMNIARINELERD ILM R AEIRE 281, FEE, ENKRIREESARZTH
RYT o EIE M,

pA
TR > ILM * > * F

lﬂjﬁiﬂ%"rfm_'\ "ILM Rules" T1HE, IttTTEERFAARTAMN, HigRiEansRIEEE RS R IETEERMPLE
s

ILM Rules

Information lifecycle management (ILM) rules determine how and where object data is stored over time. Every object ingested into the StorageGRID Webscale is evaluated
againstthe ILM rules that make up the active ILM policy. Use this page to manage and view ILM rules. You cannot edit or remove an ILM rule thatis used by an active or
proposed ILM policy.

+ Create | | # Edit | | Ei Clong || ® Remove

Used In Proposed

N Used In Active Poli
ame n Active Policy o olicy
| Make 2 Copies v "
 PNGs v
& JPGs
© X-men v

2. ERERGERNAN, SAEERE * JRiE
HEBPREFTFF4RAE ILM AR =) Fo

Edit ILM Rule siep 1 of 3. Define Basics

Name JPGs

Description

Tenant Accounts (optional) Tenant-01 (16229710875421005503) H Tenant-04 (83132053365229508098) ‘

Bucket Name contains % az-01

/ Advanced filtering... (0 defined)

2
3. HBHPS BT ILM MUBSHENE 02 ILM FN f EHER e RIES
YmiE ILM LMY, FEEFECREHBR,
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4 R RE

SOSRRABA SLERBEPEARIAN, WAILER @ EERBENIETMUELR, RTINS
B £ R

Viewing Historical Policy - Example ILM policy

RHeview the rules in this policy. If this is a proposed policy, click Simulat

Reason for change: new policy

: Rules are evaluated in arder starfing from the fon

Rule Name
This is a histarical ILM rule.

Historical rules are rules that

2 copies 2 sites) (&  were included a policy and then

edited or deleted after the policy
became historical.

Erasure code larger obj

FefE ILM AL

WNRENFNIEFERINAY ILM RBESESR ILM REEER, N ERIEZAN, T2 Rl LA N3t 52 fERY
BIARHTEMMBRENER, ARG, NREFE, ERJLIMBINAREFRRIFRERIGIN, FEESERNESRER
s, N8R ILM N2 MER StorageGRID 10.2 S E R hRZASGIER, MTETeFEIZFRN,

R EMNARMETES) ILM REELZERR 281, 1518, BENRNKEELHESSBASAHILM,

p
10385 % ILM * > * J1I +

LA 278 "ILM Rules" TiE,

ILM Rules

Infarmation lifecycle management (ILM) rules determine how and where object data is stored over time. Every object ingested into the StorageGRID Webscale is evaluated
againstthe LM rules that make up the active ILM policy. Use this page to manage and view ILM rules. You cannot edit or remove an ILM rule thatis used by an active or
proposed ILM policy.

= Create | | # Edit | | i Clone || ® Remove

Used In Proposed

Name Used In Active Policy Policy
| Make 2 Copies v 4
| PNGs v
& JPGs
| X-men v

2. PR ER ILM AN, SAREIEHE * ebE
HERHFFT AR ILM AN @ Fo
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3. ¥ZERYRIE ILM FRNF(EFE =4k st 28 0925 B8 S e P& RO AL
FefZ ILM FIET, AN = TRo

4 JEERE
EERTIFRZFBY ILM RN,

EE ILM RE&EIEATY

TR LARERT EE TR ERE ILM RS TITEPINRKE, ErFERE ILM BIEATILHAE RS1ERE.
AT ARIRER T RAT AR ERNRRRIE R, BRRNARFHNARHIASHEFEREE .

1‘ ﬁ*% * 1%1%\*& * o

= N NetApp | StorageGRID Grid Manager Searchbypagetite O @~  ARoot v
DASHBOARD

m— Dashboard

Current

Resolved Health @ Available Storage @

Silences @

= DataCenterl H
Rules t Overall 3

Email setup

NODES Recently resolved alerts (4)  License

TENANTS

Information Lifecycle Management (ILM) 9 Data Center2 &
ILM
CONFIGURATION Awaiting - Client 0 objects _i
Awaiting - Evaluation Rate 0 objects / second = 31 TB
MAINTENANCE Scan Period - Estimated 0 seconds ﬁ

SUPPORT Data Center3 H
Protocol Operations @

Free

S3rate  Doperations / second

=

Swift rate 0 operations [ second

2. i

VR AERERE (ILM) &5

oif
C

7

TR LUER RS @ UEBATHETRYREER

¥ 83 WRBMES ILM L5 fER
£ 3 WRUMEEENR

ERAMIREIRR, ERILLA StorageGRID R4E2H S3 MR BIE, HEMEIAT ILM SR8
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+ Create | | B Clone | | # Edit | | ¥ Remove

Name Compliant Used In Active Palicy Used In Proposed Policy
2| Make 2 Copies ' +
@® | Compliant Rule: EC for objects in bank-records bucket J .
‘0 2 copies 10 years, Archive forever
() |2 Copies 2 Data Centers +

Compliant Rule: EC for objects in bank-records bucket

Description: 2+1 EC at one site
Ingest Behavior: Balanced
l Compliant: Yes l
Tenant Accounts: Bank of ABC (94793396288150002349)
Bucket Name: aquals 'bank-records’
Reference Time: Ingest Time
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HINREIA, ~ XEXNRRBEFFEERMEIERONEFET R Lo

Comphiant rule: 2 replicated copies at 2 sites

Description: 2 replicated copies on Storage Nodes from Day 0 to Forever
Ingest Behavior: Balanced
Compliant: Yes
Tenant Accounts: Bank of ABC (94793396288150002349)
Reference Time: Ingest Time
Filtering Criteria: Retention Diagram:
Matches all objects. Triguer Have

Del B I
Dcz FZ] g
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Buckets

Create buckets and manage bucket settings.

1 bucket Create bucket

Name = S3ObjectLock @ [+ Region + ObjectCount@ = Space Used @ = Date Created =

bank-records v us-east-1 ] 0 bytes 2021-01-06 16:53:19 MST

1
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AT 21 "S3 Object Lock Settings" T,

53 Object Lock Settings

Enable 53 Object Lock for your entire StorageGRID system if 52 tenant accounis need to satisfy reguiatory compliance requirements when saving object data. After this setfing is enabled
it cannot be disabled.

$3 Object Lock

Before enabling 53 Object Lock, you must ensure that the default rule in the active ILM policy is compliant. A compliant rule satisfies the requirements of buckets with S3
Object Lock enabled.

« It must create at least two replicated object copies or one erasure-coded copy.

« Thease copiss must exist on Storage Nodes for the entire duration of each line in the placemeant instructions.
» Object copies cannot be saved on Archive Nodes.

= At least one line of the placement instructions must start at day 0, using Ingest Time as the reference time.
= Atleast one line of the placemant instructions must be "forever”

|- Enable 53 Object Lock

INRIGEEATHINRAR StorageGRID BT £FEMMIRE, NtTEFEES U T EESIL

The 53 Object Lock setting replaces the legacy Compliance setting. When this setting is enabled, tenant users can create buckets with S3 Object Lock enabled.
Tenants who previously created buckets for the legacy Compliance feature can manage their existing buckets, but can no longer create new buckets with legacy
Compliance enabled. See Managing objects with information lifecycle management for information
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Enable 53 Object Lock

Are you sure you want to enable 53 Object Lock for the grid? You cannot disable 53 Object

Lock after it has been enabled.
o
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422 Unprocessable Entity
Validation failed. Please check the values you entered for errors.

The default rule in the active ILM paolicy is not compliant.
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c HPEESAFRIEIMUTHRER:

@ Error

503: Senvice Unavailable

Unable to update compliance settings because the changes cannot be consistently applied on
enough storage services. Contact your grid administrator for assistance.
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Edit ILM Rule step 2 oi 3: Define Placements

Configure placement instructions to specify how you want objects matched by this rule to be stored.

Two Copies Two Data Centers

Reference Time Ingest Time v

Placements @ 11 Sort by start day
Fromday @ 0 store | forever v m l_
Type | replicated v Location || Storage Pool DC1 H Storage Pool DC2 Add Pool Copies | 2 E x

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information

Retention Diagram @ T Refresh
Trigger Day 0
PR RRB L 5 I >
Storage Pool DC2 ﬂ
Duration Faorever

o | oe [

ILM 30 2 R0 1 : SERTEES ERILER A MIRDREE SO 1
MR ILM AR e FRRRR RIS EC B S S3 77 fif 53 FRR B E XM RV TF B B FfERTIEl,

A E X THE
M mIECE S * EENEUEFRO (283 MAR) ZEERE—MEE
* {2/ 6+3 AR5 5

B AT S3 #fiEn 1 S5iE R EC
SE i8] B8]

AEHE F+F 8 A finance-records Y S3 FE RIS R, 1BTE Erasure
Coding B E XA E MBI Z— T LU MIRIZAIEI AR, 1BKARE
[ligt=]] s
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Create ILM Rule step 2 of 3 Define Placements

Configure placement instructions to specify how you want objects matched by this rule to be stored

EC for 53 bucket finance-records

Reference Time Ingest Time v
Placements & 11 Sort by start day
Fromday @0 store | forever v m | Remave |
Typs | erasure coded ¥ Location | All 3sites (6 plus3) ¥ Copies 1 Ii x
Retention Diagram © 5 Refresh
Trigger Day 0
All 3 sites
{6 plus 3) I

Duration Forever

3
ILM 5B {5 1

&R L@ StorageGRID R45&1TE Z2ME 200 ILM 5RE&; EBSEFFLE, KZE ILM RSB RE £,

Lt RN BVEEAY ILM SRBRETREEFELLT ILM A

* IEENBY, F/H 6+3 WMmIZEETF RN finance-records BY S3 FED ERHIFAIBE N RIFHEIE=1EUE
A,

* WREANWNREE— ILM RNARILE, BERIZREBIEIA ILM BN " SRIK N EHERC ", UEFZH
KERIAFHEEM T ERIEF O DC1 A DC2 H,

Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it fater as required. Click Simulate to verify & saved policy using test
objects. When you are ready, click Activate to make this policy the active ILM policy Tor the grid.

MName Object Sterage Policy
Reason for change new propesed policy

Rules

1. Select the rules you want to add to the policy.

2. Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placad at the end of the
policy and cannot be moved.

+ Select Rules

Default Rule Name

Tenant Account Actions
EC for $3 bucket finance-recerds (4§ Ignore x
v Two Copies Two Data Centers (3 Ignore x

Lcoes [ o
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Tl 2 1 BT EC WRA/NGIER ILM FLUFNERES

TR LUER LRGN SRBSEARE R K EX —1 ILM |RE8, RS RANEITIRE
LU EBINRY EC E3K,

C) T ILM SINFISRER I ARG, ECE ILM MNBYSEE 20, EAUEMREEZ AT, BRI
RE&, UHIACHETEITIE, UMLEREER.

ILM #2001 7”5 2 @ XFAKF 1 MB BIX R EC
IR BIFEY ILM FINZBRIE XS AT 1 MB I R#I TR,

C) UMREEREE AT 1 MB IR, 1E70%/VF 200 KB I RIEAUMRIT, LB R EIRR/
BYZU 4D ER PR £ BYFF 35,

AMTE X THHE

B i X EC &R >1 MB

SE B8] PN

MIFRA/NHI TR THE HEAN (MB) KF 1

NEHRE ER= LR 2+1 AR

Matches all of the following metadata:

Object Size (MB) v | | greaterthan vl +

e

ILM AN 2 7= 2 0 RAERIEIZ

LERBY ILM RN SRR N ERIEIZA, MARRA/NEITIHRE. AN REEIEINRN. BFE— RN
SIFIEHATF 1 MB BIFFEXR, FALLIEANRIHIE 1 MB SiE/NIERTR WK

AMTE X hlE
B M ERIRIZ
S 0ta) EPNNIE]
TR A/ NHI TR HE x
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AR TE X ThlE
RNERE

SIEM N ESIBIAFHRFEFREER T ERIES.C DC1 M DC2 £
T 2 FREY ILM SRB&: 3R TF 1 MB BIXRER EC
LAY ILM SRESELFER S ILM AR

* BN AT 1 MB BIFRBE W R#ITIRID,

BTN GUN LM ANSCIZER AN ERIRIZA, BTN 1 EMEHARTF 1 MB IR, EULHN 2 X jHik
1 MB HE/NHERATR HRo

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click

Simulate to verify a saved policy using test objects. When you are ready, click Activate to make this policy the active ILM
policy for the grid.

Mame | UseEC for objects greaterthan 1 MB

Reason for change new policy
Rules

1. Select the rules you want to add to the policy.

2. Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will
be automatically placed at the end of the policy and cannot be moved.

= Select Rules

Default Rule Name Tenant Account Actions
EC only objects = 1MB (% == b
4 Twa replicated copies (§ = x

-

3 0 BT EFHRIPBRESERY ILM AL NAN EREE

ERI LR LU R AN KRB RIT AT 1 MB BIBREGIHITAU MRS, HERBUIB
BREREIEM T BN,

@ I ILM MNFISREE ARG, BEE ILM NS EE SM. TAEMRIBZAT, BIRINEINRY
RES, LUBINERIRTHEATIIE, UBLERBER.
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ILM #L0 1, 1903 : 3FKTF 1 MB BIBRESXH{ER EC
IR ILM FNER SR IFEITEER K TF 1 MB BIFRE UG X TIRFR SIS,

@ UMREEREE AT 1 MB BIM R, IB703/vF 200 KB BIXRERLUMRET, LUB G EIER/
LY B4RES F B P SE RO FF 8o

AMTE X ThlE

B EC BR&Sf > 1 MB

S B8] EPNNIE]

MIFRA/NHI TR THE MEAN (MB) KF 1.0

AP TR S R hiE RPRTHELEETIRE

NERE ERA=MERENE 2+1 LRI EIZA

EC image files> 1 MB

Matches all of the following metadata:

Object Size (MB) v | | greaterthan || 1 + | %
User Metadata v | | type equals v | | image + (=
+

BTN ERE N REPINE—FAN, HLAURRLREESNEAT 1 MB ERTR &R,

ILM 0 2 7=f5 3 - AERFIERGEX AR 2 MEFIEIZ

LR ILM RN E R S LR st sRis E S HIAVNIBRES M. BT EREEFRIE— M NES AT 1 MB BIIREX
fHICES, FEULCEMNZRT 1 MB B/ NBIERTR MG H#EITILES,

MR E X ThlE

IE=Ru 2 PRIESHEIZS

SE 8] PN

BRI E R Ihik R P TR B ST IRIR X 1
RNERE ERINEFEETEIR 2 M EREIE
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I 3 FREY ILM BRRS: EEFHIRIPBME SO
IR G ILM ERBE ELIE =N
* B MANEBREM AT 1 MB BIFTE UGS T4RID.

* EEMNSAEARIRRESHE (B 1 MB E/NRIRE) SIRRDEIZ
* RNHNER TR FRERIANSR (BMEMIERESH) o

Reason for change:
new policy
Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account

ECimagefiles>1MB (& =
2 copies for smallimages 4 _

Default rule (& v 4 —

Tl 4 S3 ARAIIEREY ILM RLNFN SRR

NRIEH S3 FESEREBRARAER, MeILUBETE ILM SRR EEFER * IEZHF08TE *
FASZ R ERMNIREERIF S FIX RN

NARBIFRTR, 180 OB X IF S A0 R b fE A A E R E it BAR I IR A 5 B RIE BB FE R

@ T ILM SINFISRER N AR B, ECE ILM MNBYSEE 2, ERUEMREEZ AT, BRI
RES, LUBINERIRITHATIIE, UMLERBEER.

IRTOIE ILM SEREREIRIE SRR RIRAS, B, BRI, CXRAERRARA
() UUD S CBID, EEHFRM UUID Al CBID , MR RIRSI R IR TR,
HE N EAMSTTHIBEIRIIE LM 588,

BXER
* SNMATARBRIT &R

ILM # 1 =~fl 4 : RE=1EIEK10 £
RG] ILM N SEE N RE— MBI EEE=1EIRPO, 15410 F.
LEMNEERTSR FIEXNR, BIRE(NIRE EZRAEEH,

R TE X THE
FiEts =MEfEM, DRTFARBVEREFC, 7527 DC1, DC2# DC3
B =PEIA+EF
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AR TE X ThlE
SE Y8 ETPNNIE]

NBERE TEOX, RE="EHEE10F (3, 652X) , —PMEDC1, —
MEDC2, —1M7EDC3, 10 FfF, MFENRIFIBRIZ.

Create ILM Rule step 2 of 3: Define Flacements

Configure placement instructions to specify how you want objecis matched by this rule to be stored.

Three Copies Ten Years
Save three copies for ten years

Reference Time Ingest Time A
Placements @ I Sort by start day
Fromday | 0 store. | for v 3652 days [ Bemeve|
Type | replicated ¥ Location || Det || pc2 ~ || DC3 | Add Pool Copies | 3 + | %
Specifying multiple storage pools might cause data to be stored at the same site if the pools overap. See Managing objects with information lifecycle management for more
information
Retention Diagram @ & Refresh
Trigger Day O Day 3652
pe1 3 e
pcz CA| =
e S ——
Duration 3652 days Forever

=1 £

ILM FR0 2 7= 4 @ FRDIERREBIERE 2 F
LERBY ILM RN =3 S3 hi A3 R M IFSRAThR A BI A2 5 2 o

BT ILM N 1 SR ROFABRAHITIER TSR LB, RIEQMeNES— M NR TGS EFFERHhR
7, IWHNMSEREER * IFHFIETE * £,

FURBIR, NEFERDIFRMRAER, XERIAFFERE,

MR E X ThlE
FiEth MAEEL, DAMITRENZESRC, 250%7 DC1FDC2,

B IEEHARA: BB, WE

SE 08 IFHAIETE]
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AR TE X ThlE

NBERE EAEFAEHFIEYE] (BDMISRhRAAAIFEFIRAZ BFIR) % 0 X
» BRI RRANERIBIARE 2 F (730 X) , —17E DC1
I:P, _/|\T:T: DC2 I:F'o 2 EE, ﬂﬂ“ﬁﬁ#?ﬁ?ﬁﬁﬁﬁio

Noncurrent Versions: Two Copies Two Years
Save two copies of noncumrent versions for two years

v

Reference Time Noncurrent Time ]

Placements € 11 Sort by start day

0 store | for v | 730 days m ' .

From day

Type | replicated ¥ | | ocation ‘ DC1 Add Pool copiss | 2 + =

Specifying multiple storage pools might cause data to be storad at the same site if the pools overlap. See Managing objects with information lifzcycle management for more

information.

£ Refresh

Retention Diagram @

Trigger Day 0 Year 2
= wl
pc2 C1 . -
Duration 2y Foraver

ILM BRI 4 1 S3 ARAEWR

IRELS SRtk AF RS NEENRIBMRA, WEEA * IEH08E * FASZHEIRNLRTRRE
ILM ZRB&H, PAIEBERERT SR RhikZ<BIN,

S3 hRZAXRBY ILM SREEFATAEEELLT ILM AL :
* MESIHREEMRIA GQF&H) MAZRIFESRHREZBE, RERE,

@ AN AT HRIN KRN ZE, JEHFIR RN IERERREF. TN, FEHFHR
ARARE X EA = S5 IF R Rd E] AN LA,

* BN, QIE=AEREE, AE=1HREFOPHNETRIEROEE—TEIE. FHaNRRAEREIZAR
¥ 10 £,
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Configure ILM Paolicy

Create a proposed policy by selecting and arranging rules. Then, save ihe policy and edit it tater as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Aclivate to make ihis policy fhe active ILM policy for the grid.

Mame ILM Policy for 33 Versioned Chjects
Reason for change store 3 copies of current version for 10 years and 2 copies of noncurrent versions for 2 years
Rules

1. Select the rules you want to add to the policy.
2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved

| == Select Rules

Default . Rule Name ) Tenant Account Actions
l Noncurrent Versions: Two Copies Two Years (3 lgnors x
U4 Three Copies Ten Years § Ignore x

The default ILM rule in this policy does not retain objecis forever. Confirm this is the behavior you expect Othenwise, any objects that are not
matched by another rule will be deleted after 3652 days.

IEPALL R B SRREEY, A& IR0 NPT &R

* B MBI EFERTNM SRS, NRIFLFRIRAET 2, W ILM SFEARBI (3FL450
KRS HOFFE BIZE 2 MV ERIES) -

@ BEINAEYFINRARA, DIEHIZAMRAR UUID 8 CBID » BAWNRIINRHNR, BF
B AEARNRTHIEEFREIRE UUID # CBID

* SR RIS E - NMANLE, HRINRREEFE 10 F/5, LM IREZZFN— MM ERTRE

HAThRas, HESHBMNRRES " noncurrent.” TR#1T ILM 1HERY, IHIFSRIRARE S E— N IT
fd. Et, DC3 EHEIZAIE#IERR, DC1# DC2 MMM EIXREEME 2 &,

5 0 BFRERENITAR ILM ANFISRER
AR LAEM N SR AR & Tmit 88 M AR BV RN TT AR LN RRFER ESEF O E,

FARGR, BEFERNEAFPETRESENER, FAREERBEDIMAERENR. HtR, SEREHEM
HEAKFBIFENSR, AILUFEEEREER OHEESEFR .

@ U ILM MNFIREECARE. BEE ILM AN GEE M. TREMRIEZAT, BRINEINAY
RES, LUSBINERIRTHEATIIE, UBLERBER.

BXER
* BTFHAREIRERIPEDR
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*E3Y, HIP! EXHANTA
ILM A0 1 R 5 : PN R B R IR

HER B ILM FENEFR AR AV B NIT A SRARIE, TEREKIEIRE N EU-west-3 Xi8 (B3R) BERT, EFERMN
A REFE S3 D ERETNKRKIZA RFHEERELREF O

LA E FEREF B S3 DERKIEIRE N EU-west-3 (BR) HNERTR WK

FMME X TEIE

KA BEREr

BRI M ELYRETF EU-west-3

=it DC1 (B%)

WUE=E i FEAEEAURIEBREER ONE S

SEEYE B8]

NEHRE E$E 00X, EDC1 (BR) HXAREMNEFIRIZA

HANTH F=i&. IBRATEHNNEALMUNKENE, NRTETERZRHERO

FAEN REI N EIZ, MEHNFRK.

Strict ingest to guarantee Paris data center

Description: Strict ingest to guaraniee Paris data center
Ingest Behavior: Strict

Tenant Account: Paris tenant (25580610012441844135)
Reference Time: Ingest Time

Filtering Criteria:
Matches all of the following metadata:

System Metadata Location Constraint (53 only) equals glu-west-3

Retention Diagram:

Trigger Day 0
BELiRae) Wl [
] I
Duration Forever
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ILM F0 2 7R f5) 5 TR RN
LR B ILM FENER FEEANT AN E T NAF TR E AN REHERE ILM WX, [KEES N TECRY

FRENREIR N EIAE—— M ERERERC, —MEBREIEFRC. MRTAILEVFHELAN, WEFIGESEIZ
FHEEEAIRE,

LENERF B FEAEANERKEFERTR MR

AR TE X ThlE

HAKA feedicd

SE b RIEE _

e DC1 (E%) #MDC2 (%H)

B 2 MBI 2 MR

S Bta] B8]

NERE £% 0 X, BFRTERRIZAKARBERMEIEFR O

HANTH Fi. SIRATRE, SULMNIITECHTN SOFARIERIN B & R B TR E

B, IEEEATBAAERZIGEIZ,

2 Copies 2 Data Centers

Description: 2 Copies 2 Data Centers
Ingest Behavior: Balanced
Reference Time: Ingest Time

Filtering Criteria:

Matches all objects.

Retention Diagram:

Trigger Day O
i [ I ——
Dc2 (us) F—] I i»
Duration Farever
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ILM BRI 5 1 EAaENITH
T ILM SRERE3ETR N BB RREENIT AN,
FEAFMAREFNITAM ILM FERETEEEFELLT ILM F0:

s (VIEEREIEFOFERE T PARIS fEF B S3 FEDERXIFIEE N EU-west-3 ( PARIS ) FI R, R
PARIS #iBFROARIE, NI EH N

* B AEMNR (BEETEREFEAEFRANEBRKENNER) FHEEEEHEROMBREIEFC. M
REzRERERS, BEEMIBUERIZIREEIZN,

Configure ILM Policy

Create a proposed policy by sefecting and arranging rules. Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Acfivate to make this policy the active ILM policy for the grid.

MName Example policy for Sfrict ingest
Reason for change Do not store certain objects for Pans tenant in US

Rules

1. Select the rules you want fo add to the policy.
2. Determine the order in which the rutes will be evaluated by dragging and dropging the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved

| 4 Select Rules
Default Rule Name Tenant Account Actions
Strict ingest to guarantee Paris data center (§ Paris tenant (25580610012441844135) b 4
L4 2 Copies 2 Data Centers (8 lgnore x

EIURGIZRERES, EHRERWN TR TN R
* EF PARIS fHF H S3 &9 B XIS E 9 EU-west-3 BERIFTRIGIEE—PINIITE, H7ZM7E PARIS

HEFD. ATHE—THNERMREIEAN, RtXENSKTRRFEEREZIERC. MR PARIS £
EFONFETRAATA, WENERK.

* TR RIGEE _FANLTE, EFEERET PARIS P H S3 DEKIEIRIZE A EU-west-3 BT
Ro BINERHN—MEIXAREETENIET L. B2, ATFEZFANEAFERN, Hit, WR—HE
FOARAA, NRERAABUERER IR EIZS,

T 6 0 B ILM ERE

NRFEENIRRIPSRIFIL R, ErIRERECIEHBENN ILM ZRE&,
EERIR Z AT, BT R ILM B E RN IRETR20m StorageGRID RERVEARIERE,

ELLRBIF, T RBHHRIMNT — N StorageGRID hm, FEEBUEHMH ILM RS, UERKEIEFETRES

o
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@ T ILM A1 SRERIN AR B, ECE ILM MNBYSEE 2, ERUEMREEZ AT, BRI
RES, LUBINERIRTTHATIIE, UMLERBEER.

B8 ILM SRERUN(IRZMm 1L RE

AUEHTHY ILM SRB8EY, StorageGRID RLIRVMRERIRERE IR IR, LHEEMREEFIREHAERREIF
ZMENRBEHEFHUER.

BCEHH ILM $B56Y, StorageGRID REMEREEFMEHSR, SIEMAHKAF NG
(D . owaEmm LV S22, AEEMIE RSN RMANERTRNEE HRFARNETE
B, IS REN, BERNANRIE TS SR RN,

FEIRESEAYRIMA StorageGRID 14AERY ILM SRERE AR G14E
* BARERIRIRRIGECE XN A T A RRRIE Ro

@ Sﬁ’fora}ggGRlD INNEBMERRIBEE X R —R, ERMKEXHNTSEEERAER
mEI T ERo

* EIAMRFARNEIARE; fli, BREBSFMN RN LT URRIDEIN R,

* FRBENRNEIXBHEITEARNMUE; F, RRENEKBARBZLEEFEL, HERHEITRIL RN
MIZA2h R A5 T,

HXES

BIEE ILM B8

M) 6 FREGSESD ILM & TN ik S BB IR

FRBIG, SERD ILM BBV IWiLS StorageGRID RZEiEHHHY, HERIED ILM F0,

ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or deleie a proposed policy; clone ihe active policy; or view the details for any policy.

+ Create Proposed Policy | | Ei Clone | | # Edit [[ % Remove

Policy Name Policy State Start Date End Date
'*  Data Protection for Two Sites Active 2020-06-10 16:42:09 MDT
| Baseline 2 Copies Policy Historical 2020-06-09 21:48:34 MDT 2020-06-10 16:42:09 MDT

Viewing Active Policy - Data Protection for Two Sites

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the pelicy and then click Activate to make the policy active.
Reason for change: Data Protection for Two Sites

Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account
Tenant A
One-Site E Coding for T tA
ne-Site Erasure Coding for Tenant A CJ (49752734300032812036)
Two-Site Replication for Other Tenants (§ v Ignore

B3

7T ILM 5REgR, BTFHEF AN RE— bR LT 2+1 ARIRID#HITRIP, & TPiEEMEF R
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BT WEI A EFER DGR ZEH TR

@ RBHIFRE— RN ERSR IR EERARUMBIFT AT NENR, NREF A BRI
SKNF 1MB, MWESZEZNHMMEIRE, ZANERES,

A1 P A BRI SRR

WM wE

LI 22 F5 TP A BB IE S IEPRARED

il A

Tt AR 1.

NBENE M35 0 XEI5KA, £ Data Center 1 1T 2+1 £IHI4RES

MW 2 0 AEMEP#HITNERE S

MR E X ThlE

SRR v & AT H AR P IR = S

Vel v B

FiEth RO 1 FIBYESO 2

NBERE MZE 0 REFZIXKANFENEIA: — P RIAUFERESRO 1, —PEIE
FEIEFD 2,

T 6 BYEIY ILM BRER . =MbY EIERIF

I RAIF, EFEAN=55 StorageGRID R4 EH ILM R,
P BLURIFERE, MEEERAIET RN EMED: — BT Data Center 3 EFEEMN—1NEEFE

=NERBEEL (SFrEEETRRAEEBRR) . RS, EERIR TN ILM RN —NRE
MWLM RBE, ZEREE S ERIPPTE = N A R BV E R,
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Viewing Proposed Policy - Data Protection for Three Sites

Before activating a new ILM policy

« Review and carefully simulate the policy. Errors in an ILM policy can cause irreparable data loss.
« Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource
issues when the new placements are evaluated and implemented.

See Managing objects with information lifecycle management for more information

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size advanced filter to prevent objects that are 200 KB or
smaller from being erasure coded. See Managing objects with information lifecycle managament for more information

Review the rules in this policy. If this is a proposed palicy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change: Data Protection for Three Sites

Rules are evaiusted in order, starting from the top

Rule Name Default Tenant Account
Tenant A
Three-Site E Coding for T tA &
Vi DI BRI DU for T (49752734300032812036)
Three-Site Replication for Other Tenants (& 4 Ignore

AUELEHT ILM RB&E, BFHEF ARNRBE=MLR BET 2+1 AUMEBFEIRF, MBETFHEHMBE, (UK
BFHEF ARNRNNER) INSREEIT=EIAEGE= MR EFEIRF.

M1 FEP A= iE R YRR

MMTE X ThE
B i HP A BY =35 RIRERYRED

KA A A

FiEts 28 3 MUERL (BFEHIERC 1, BIEPO 2 MEEPO 3)

RNERE ME 0 REKA, TEFAE 3 MEIEFO#HTT 2+1 LIRS

M 2 WEMEAHTZIERER

HRIE X hlE
B ERTFHMEPHN =R ES

HAKA gt

FiEts AR 1, BRSO 2 BRI 3

RNERE ME 0 RERIZKARN=1EIZA: EHIERC 1 E6—1EIZA, EHE
il 2 EF—1 RIS, FEEEESO 3 Efl—1 RIS
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BRG] 6 BUERIY ILM KBS
BUEFTRINEY ILM KRBT, mlREARIEE RTINS EHRBFN PR BRI AN RS FFHAE, HE
NIMEX R EEFHHIITREN A

C) ILM ERESFREVIRIRPIRER SFRALIRE ZARFAMENSUE. EAUVERBZR, BFAEEHE
IAERBS, LABIASRBSRIRTIHRIZTT.

BCEHH ILM $B56Y, StorageGRID REMEREEFMEHSR, SIEMAHKAF NG
(D . moaEmm LM S8, AEEMIE SN RMANERNRNEE HRFAMNETE
o, TEIPERISTHEATAERY, EAIA MR E RS R R,
IS S R A TN R R AR

EATAIBNHERES) ILM REEF, BFHEA A BXNSFEESIETO 1 £/ 2+1 AURIRISHITRIP. RIS
ILM RB&h, BT/ ARNREELIEFRC 1, 25 3 A 2+1 ARIREHITRIP.

AUEFTRY ILM KBRS, FHITLUT ILM 24!

* P ARARFNRFEHFED AR NMEER R, ARN—TaERERR. AR, X=THRERPNE—1EH=
FEERERVEIEH O

* BFHEP ANIRAEXNKBEHTT ILM ST REFERITGE. BT ILM KERBBERHRAMREECE 4+
, Bt eMpARIRD FBRHRE D ZRE =P HEP 0.

@ A2EEFH Data Center 1 _ERVIH 2+1 FEX, StorageGRID IANAE MEFRIRIDECE X &
HWEME—, ERAFREXGNASEESFRIERRIEH K.

EfRESREZTUNRNTRERNARBR

FEULRAIRHRES) ILM SREEH, BFHMBFBINSIBEREIET.C 1 M 2 BEE PR EHBIA3HT
RiF. TEHTENEY ILM RE&h, BT HEMBEFPHMNSKKEERKIEFC 1, 2 3 NEFEREEFHI=1EHRI4H
7RIS

AUERTRY ILM 3RB8/E, BHITLT ILM #21F:

* IR, A USMIERTEFPEAFNR, StorageGRID #EE=MEIAHESNMEUER OFRE— RIS,

* BFXEHMBANIEXNKBEEITHR ILM BZRERERTG, BFHREFRC 1 MBUEFC 2 £/
MEXRENAABEH ILM MW EHZEK, Et StorageGRID RFENEHIEFRLC 3 IE—MHANR
Bl

BUE I SRS T T BEAY R IE

OB RAIR RN ILM 5EBRS, Itk StorageGRID RAMEAMERESERZEIE M, EAHHEF A WIERRE
AR A R, HESIEFD 3 AEMAFHNIMENREEFNEFIEIZR, FEENMERRELSSTE
BIKFE,

BT ILM SREEEZEERY, R HREAMENBERAUTESERNHILLERERSHER. BN MEPT2KE
BEWARE, ERRKIREEIERKT,

BEBUEH ILM RESENBERZURAE, ErRIAEAREAEMNENRUERNERMUPER " HNIE " 5%
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ks, WHNNEIREAARTHF TR EMBIAEE, UHRIEGNERAZRKEFTUENEE.

()  0%%E M EHFNERERERRENRORBERE, BHEARAZH.

T S3WRMMERFRS ILM RER

FEEX ILM SREELUBEE AT S3 MR BMENFHED RPN RANRERIFHRE E KA,
TR TR RIS fER S3 FiE7ER,  ILM AA ILM SRESEEE <o

@ YNRIETESHIBY StorageGRID IRAHERTRAESMIETNEE, N AIUUERILRAIREEER
BT RBEEMIEIEERE R INE FE D Ko

@ LU ILM MNFIRBE ARG, BEE ILM MNBYEEREZSM. EACEMRIBZAT, BIRINEINAY
RES, LUBINERIRTTHATIIE, UBLERBEER.

HXER
* {FF S3 WRIIEEERR
* SIE ILM SRR

S3 WRERI 5 R X R

fEURfFI%, #79 Bank of ABC HY S3 M IKFEEAEA EIERCNET —NEAT S3 WRBMENEFHEIE, B
FEREEENRITIER.

FEDERENX E

izlal Iuk=F i ABC {R1T
Bucket Name BITIER
FE7 R X us-east-1 (ZRiA)
Buckets

Create buckets and manage bucket settings.

1 bucket Create bucket

Name % S3ObjectLock @ |+ Region 5 ObjectCount® = SpaceUsed @ = Date Created =

bank-records v us-east-1 0 0 bytes 2021-01-06 16:53:19 MST
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AMNEBRITIER D ERES I NRMMNRMARE X redan-until date M legal hold REFEAMUTE,

NETHNRIKE

redan-until date

AERSE

ThE
" "2030-12-30T23 : 59 : 59Z" (2030 £ 12 A 30 H)

BN RBRAEBEBCH redy-until date &, LLIGERTLUENM,
BRaemEL,

URET (RER)

EREHRA, AR ERN R FHITEEAREXBUEGERE,
MRWNRATFEEZRERS, WEMEERAE redy-until BHE, FTE
BRI R

EAT S3 WRVE ILM RN 1 R Fl: EREFHED BRILERNAMRIESEE X 4

R ILM RNGER T2 9 ABC $R1THY S3 KA. ©5 RITIER FHEDRPREMNRILE, AGE
FREUMIZRES, (2R 6+3 HRERRISECE XM RN REFEE=MIER ORI EET R L. AR ERAT S3
MERMERFEIRIVER: M 0 REKA, FETRESERBLIERRILNVEIZA, HERFNNEIENS

Zialo

AMTE X
B i

VRl v

Bucket Name

Create ILM Rule step 1 of 3: Define Basics

Description

Tenant Accounts (optional)

Bucket Name

TE
BN RITIEREFMED PRI EC WR— ABC 1R1T

ABC 1T
RITIER
HRAN (MB) KF 1
©ED TR ATRRIZERRREIE AT 1 MB HE/NHHR,

Compliant Rule: EC objects in bank-records bucket - Bank of ABC

Uses §+3 EC across 3 sites

Bank of ABC (20770793806808351043)

~ | bank-records

/ Advanced filtering. . (0 defined)
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AR TE X ThlE

SZ8Ya] B8]
WE M Day 0 ZfExATFE
A RIS ECE S * E=NER OIS REITEET R LIRS IRIRRD AR

* 5 6+3 UMmIE A=

Edit ILM Rule step2 of 3: Define Piacements

Configure placement instructions to specify how you want objects matched by this rule to be stored.

Compliant Rule: EC objects in bank-record bucket - Bank of ABC

Reference Time Ingest Time j
Placements @ i1 Sort by start day
Fromday | 0 = | store | forever j | Ramovs:
Type | erasure coded j Location | Three Data Centers (6 plus 3) j Copies | 1 :’ + | x
Retention Diagram & Sk
Trigger Day 0O
s ]
16 plus 3) >
Duration Farewer

=
BT S3 WKRHIERY ILM FN 2 =G REFHT

RG] ILM RS SER N EFNNRESFEEFET R L. —FE, e —1TEIIKAFEEREFE
M. ATUMNERTE MY, FEEANEERER, AEFRINATERT S3 MRBUEN D ERFHIHR,

HMRE X TIfE

HME FEAN: ERREES

P i P RIETE

Bucket Name RIEE, BEATREM S3HEUE EUEGAIMEE) 1958
=L G
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Create ILM Rule step 1 of 3: Define Basics

Mame Mon-Compliant Rule: Use Cloud Storage Pool
Description DC1 and 2 for 1 year then move to CSP
Tenant Accounts {optional) @ Select tenant accounts or enter tenant IDs

Bucket Name matches all

/ Advanced filtering. (0 defined)

L TE X THE

S BYa] EH\BTE]

HE * £ 0 X, EHIRPO 1 FBEEDC 2 WE#ET R EARERNEHE
7 365 &

‘1 FE, B—1EHERKAREECEFHE LR

BT S3 MRBIER ILM FN 3 R"E1: ERIAFIM

HERA] ILM FRI = 3 R EEE HI 2 R SRR OB EE . EESMANZE ILM REEPRIEARN. ERE
RS, FERAIFLRISENE, FREBAT S3 WRMENFHEIERIIER: M 0 XEIXA, FHET
REREWIMREIE, HERA Ingest fEASERSE],

FMTE X mHIE
=g i PROASFAN . A BIAEH RO
Pk KIEE
Bucket Name RIEE
BRI RigE
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Create ILM Rule step 1 of 3: Define Basics

Mame Compliant Rule: Two Copies Two Data Centers
Cescription 2 copies on SNs from day 1 to forever, reference time is ingest
Tenant Accounts (optional) Selecttenant accounts or anter tenant ID2
Bucket Name matches all |E| Value

/ Advanced filtering. . (0 defined)

| conce | e

N TE X ~IE
S ZBYg] BT

WE M0 REPKA, BREMPERIEIR—NERIERO 1 NEFETRLE
, —INMERIEFO 2 BEET R L.

Compliant Rule: Two Copies Two Data Centers

Reference Time Ingest Time j

Placements @ It Sort by start day

Fromday | 0 = store  forever j Add ]

Type | replicated j Location “ Data Center 1 || Drata Center 2 Add Pool Copies | 2 :| + | X
Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information.
Retention Diagram @ i Refresh
Trigger Day 0
L 0 I >
[_)"a:!:a'if';é:;t:er' 2 ﬁ B
Duration Forever

S3 WRMUERIFRE ILM HRELR{]

EEIRBERRIFRRFAERNREY ILM K&, BIEEAT S3 WRMEMNDERPHINR, R FUEEHEFE 3
REFEERE ILM FNo AT, EOFUEMH RS INAI R,

[0 SRS FR AN IR
FHREIH, LM BEREE= ILM N, HRFDNT:
1. —FEAUMRSRIPEAT S3 WRMENREDRPATF 1 MB FINRIIEAMMN. M 0 REKA, 3
SIEEEFET R L
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2. — RSN, EFEETRLIERIEFINNREIE—F, AR —IHREIFKAZHEICFE
o WRMNANERTERT S3 MRUMENFHED R, RNEEANREEFEIL,

3. —MERAGHMN, AFEFET R LLIEM 0 REKANRENEHINREIA
Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Acfivate to make this policy the active ILM policy for the grid.

Mame Compliant ILM policy for S3 Object Lock example
Reason for change Example policy

Rules

1. Select the rules you want io add to the policy.
2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule {and any non-comphiant rule without a filter) will
be automatically placed at the end of the policy and cannot be moved.

i + Select Rules

Default Rule Name Compliant Tenant Account Actions
Compliant Rule: EC for bank-records bucket - Bank of ABC (§ ' Bank of ABC (90767802913525281639) x
Non-Compliant Rule: Use Cloud Storage Pool B Ignare x

o Default Compliant Rule: Two Copies Two Data Centers 5 e Ignare i

RN I AR

TEZINAYSRBE AR ARINARN , EFFOASTAMNHAHFIE AN G, ER@EdNAERT S3 WRMENTFiED K
MEMEFED RPN RRRIAULERRR, FI0, ERINROIREE, EHRERNTARITENHNR:
* BN S ABC IRITHEFPIIEFEDRIERF AT 1 MB RUMIA X RITES,
* BTSRRI H AP KA WA E R S D RPFIEN R,
* BRIAFIE 5 LU TR R ITER :
° ABC fRITHPHITFMED ERFEIERFHINKRFA/NF 1 MB o
° NFREHMEAIKPERAT S3 MRMEMNEMEM D ERFITR,

BRI
MR EE LIRS RTIRIH RIE, WA LOACE LS50S,
Aagiaztl

Zaafe: R
RaEtEiER

B REJHPR StorageGRID RFEHHIZ 2 X R IE,
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ISR T 45 E T StorageGRID FISRMEN], XEEN 21T AR ER S RILRIESSERA*NTE, Fi0, X
L ENRE R StorageGRID £/HRZMS, FH HTTPS A= HTTP , HEABRNEREFIERHNEHIE
o

fEREARE StorageGRID BY, BATEFX L RN SR AMENRLET, LIARIESRAN
T, REMRAREM.

StorageGRID i&1& _NetApp RRMEREE _ . RENKASRE”mE2BEINE AR HITIIENRER,

321k StorageGRID R4 —RREEEIN
7E581k StorageGRID R4HS, HAMEELUT L=

* &2HE T =1 StorageGRID MLZHBIH—, FiE StorageGRID RFERAERMIEMLE, BIEH AT LIE
BEEML, FRIHEMEHIXFE. FINEBERENLSFIEEIL

* StorageGRID 2LEHFE N T R EAMFEHE, StorageGRID TR R LUEFEE VMware B L, Linux
FH LB I ZRHEANTARMIEE. SHEENTEHBEECHN—ERRELR.

* HPIKFIRETREE. NRESEAFAEHEA KA MRS RER, WSXERREHAEEFEL, &
RElaFE R 2R,

F RERHEPLRLBRNNE, CAEREETHENAMRELER,
s
SRR
AR A58 N
Ak StorageGRID RYFANERARSS fRiFaRMN, LUREK .

4% StorageGRID %4

&N RETEE¥E StorageGRID I AR E=FHIEERRA S ILEINEERA, {F StorageGRID RiFE=FMBENTF
g5 B FREA FEIRSRBTE, FR/DEBAEREE, s, StorageGRID FRIThRZASE R S5 RHkRZ4s
TEENZ 2RI,

MREBEWMEF, NetApp SMENRIRECIEEH. ELEEMEF OIS RERERRES,

ETFH R StorageGRID HrAFIEER, 155 % StorageGRID B T H I, BXxF4K StorageGRID %X
UMD LA, 1ES A XFHL StorageGRID B, BXMNEABIMEFBIREA, ESREMLAEFHA,

FHREIFMNERARSS

SMERBRSS PI BETFTE (B)1ZR2M0 StorageGRID FYJRIE. B HA1R StorageGRID Frk#i VRS RIT R, XLEARSE
3% LDAP , KMS (8f KMIP fR%%28) , DNS #I NTP,

M NetApp Ei2{Flt &R T ARFRENR SZHFhRARIT &R,

FREEPNEERER

YNER{ERY StorageGRID TIRIETE VMware SREMEIMERIZF LinlT, NAHREM EERFRAFNE
R RHHY.

430


https://security.netapp.com/policy/
https://security.netapp.com/policy/
https://security.netapp.com/policy/
https://security.netapp.com/policy/
https://security.netapp.com/policy/
https://security.netapp.com/policy/
https://security.netapp.com/policy/
https://security.netapp.com/policy/
https://security.netapp.com/policy/
https://security.netapp.com/policy/
https://security.netapp.com/policy/
https://security.netapp.com/policy/
https://security.netapp.com/policy/

i3 NetApp Ei2{FER T ARRENVE XFhRARIT o

HEEILinuxT =

9N StorageGRID TR EMAMRZE Linux ENFE, NATHFREREERNNZEFRTNATFTENURIERS. It
Sh, MMREFEFEEMAER, WAITRHXEERNATEZREIRMRIES,

R NetApp Ei2{FER T ARRENR XFhRART o

HXER
"NetApp F#i: StorageGRID"

FHRIR
VRE LR

"NetApp BigfEMRTA"

StorageGRID R4&5a 14 N

StorageGRID R4 FEIMWRT RE&EZE=TWNEED, EEFTURELZEMIGEEKRA
BTRET RECERS,

PO PO £ /EE )
AN FREAER StorageGRID MEREMEMWE, FIEMETT AU TFMENE L, ENBFEBSMERE
¥ REHEITERS,

FCE MM MEET, HEELTEN:

* BRMEARAREZFIRIRP, fIMIEFRINEBRMN LRE P ik

* WNRATAE, FINHAELREERMNBEMNLGS, EEMENE P IRMESEHESEMEAIERE], FIELESMIER
BMIRSRIERE. TFRIMNBE R IRREERMERMNLE, EXMERTREEDIRIPE.

* ¥R StorageGRID #EEMS MUERL, FEAMRNE LRENEAMS (VPN) SEFERMERRE
MER HEIMRIF,

* REAPIREERTETEETRSMAEMMET RZENKRO 22 E#1T% % Shell (SSH) xR, fEA
SMERFE KIEE SSH ihRIFRHIA RS ERIE P o

EEMaEN

BENKZEEATRITEIREES (ERMKEEIEREN SSH REFERT) LRSS LDAP, DNS, NTPE|
KMS (8¢ KMIP fs5288) FHMZEEMRS#HITRIIS, B2, StorageGRID A=7EAERRFIGEA LA,

NREERANEEENS, HEEUTEN:

* PHIEEIEME EFRERESRER O, B2 NEATENTFENRERREPHRNEEOTIR,
* MERAEHNEFIHA LUA IR ERMWLE, 1B5ERIMNRRAAIEFELEITEIEMLE E StorageGRID BYi5iR.
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& P U £S N

B IRMLEEBTHEA URSINBIRSS (5180 CloudMirror EFIRSEHEMFEAIRS) #HiTERE. ER,
StorageGRID R =1ERSRRSIEE A LLA %o

REERRT A IRMNLE, BEREUTEL:

* FHIER PN ERNFrE RSN ER .

BZNERTERNTaNREREERIRERRAT R,
* WEZEARENHR ENWALEFIHRE. BESR

EERAEEF mMNS.

BXER
AN

PIAENI]

&1 StorageGRID

%4 Red Hat Enterprise Linux 3§ CentOS
2% Ubuntu 3§ Debian

23 VMware

StorageGRID T3 52 BY5R (AN

StorageGRID T3 =R LAERETE VMware WL L, Linux 4 LA 2R5|1EFHENETH
EHIgHE. SMEENFEEMESMHERENTREE E SN — AR RELE.

B AIEECE

EARGRUIERER, BRNEEIMEPAEIEHNEH#HITER, UEMNIERRE IP it ™R EE0im O/

3=}
IN==R

StorageGRID EFABEEIRRINZRRA NI, BIAMLARZRE; A SR M 3 &L % MR N IRIP R, BE
ARBRRXTIMEBRA A BRI Ko

BX StorageGRID fERRIFMEREMINRHRANT IR, FELERTENTENLEER.

REIME, BEMEZ=MEH
JFFrE StorageGRID TR, BB RES A E 4B RIBVYIEEH _£i51T StorageGRID » #NR
StorageGRID flEERGEAU T E—YIRES L, WAERE SN EBRERFRIPEH EEERA AR

StorageGRID fRIFBIELHE. 5140, Meltdown # Spectre W =F|AIALESEFIXRERA, FHARIFEFE
[E—& 1t BB ARE R EEE.

RRARERIIRS

X FFE StorageGRID Tim, ENEANFHIEXRERRSHIIE. FI0, WMREFTEERERZF iR CIFS
B NFS BYBRIZHEZRVIGIEMNIR, 15 LS AX X EEARSSBYIAIR,
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BB S r AN TR ma/g, EUNIER ONTAP R4MIEHRE RS (DNS) 88
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1ER IP AR REX,

7£ DNS iERH AR IP #UtEUA TR S ERNEHAHFE T R4AMB HA 4A:

* NRBEEEHAL. FabricPool EiEZEZHALR R EIIPHELE,
* NREAREAHALA. NFabricPool AT LAERERIMNX T A EIET mAYIPHINEEE | StorageGRID faEF
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7XECE StorageGRID A5 FabricPool &5 &E A, ERILLUARGIE— M Z M aEa Ak
(HA) #H, HAAHEBET S, MXTRHXAE LN—MHZ T WNEZOHM.
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BEXIESHIFAESR, BEN EESAAEL,
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2. 1% QIR
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5. L HA BREEOAEREHE,
HERRAT AR * {RSCARIR * BIPRYE
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0,

6. L\ CIDR 75k #46212 #67E VIP FM; IPva St EIRSHIMFRKE (032)
AR AR BAE AN FIA, 192.16.0.0/22,

7. %, SNERATIHIA StorageGRID #J ONTAP IP it 5 StorageGRID VIP it REE—FME, EHAN
StorageGRID VIP Zsix IP ik, A<tk IP ki F VIP FMA,
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79 FabricPool 8II% {1 & Fér2sim m

7£EBCE StorageGRID L5 FabricPool £S5, EAMECE & F#esim =+ L%
HF &SR AIER, IEBRATFHRIF ONTAP # StorageGRID 2 j8]HYERE,
BRENAS
s RIS ERSEREIMBEIEEE ZIFH9 Web W 528,
* B A root IHE)APR,
c WEBLUTIXH:
° Server Certificate : BHEXIRSZEFIUEFXMHF-
° IRBIJBIUEBEAE: BEXRSJIIER T AR
° CABundle : — P EEX M, HAPEERESMHEMAIERMANYE (CA) BIEH. XHFNEE
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Create a load balancer endpoint

o Enter endpoint details ———— O binding m

Endpoint details

Name @

Port @

Enter an unused port or accept the suggested port.

10443

Client type @

Select the type of client application that will use this endpoint.

@ s3 Swift

Network protocol @

Select the network protocol clients will use with this endpoint. If you select HTTPS, attach the security certificate before saving the

endpaint.

HTTPS (recommended) @ HrTe

Cancel
3. WNHRIFMES.
FER Description
Name i £ AR 14 4 R
Port BT 73 TR StorageGRID 5. LEFERERIAN 10433 , BT

L,{Eﬁ)\EﬂiE@FEE’Jﬁ?I\ﬁBﬁﬁ”ﬁDO SNSREN 80 5§ 443 , )"'MY%T‘ PIXT3
RIEERR, AAXEROZEEET R LFRE.

c A C ARTFEREMMRIRSEANRD. BERNSREOS

z,
7£¥% StorageGRID M9 FabricPool =ERT, E%475H ONTAP 121t
HAERIROS,
BRima WEE*, s3%
LN PR * HTTPS * o

s SEr . HEMEACHTTP*, BFRENER,
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B, A LLIEI,

6. 4F * s
7ogE ERIER - B . ABRENSEIERRSSRIES, IEBTRARAMEIERN CA R,
8. WEHE Bl

() ABSESFRMNERFTERERL 15 HHAEUBTRAEHA,
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SR TIE A S IR PRI — R 1K P LU FabricPool .

EREHNE
* IS EREREIFMISEIRR L6 Web 11435,
© EEERENA AR,

i

I
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PP AR P RN AIZFTE StorageGRID EEFHEMIEERN R, S MEFKAEE B CHIKS, ID, &1AE
MAR, 7RISR,

RIS Z 1 ONTAP B EAAERIBVEF KA. 5, EHAILARIEZFENS T ONTAP £EtIEZ— NS A
FiKFo

@ UTFIHBREEENMISERSIEERE R EF (Single Sign-On, SSO) . WRXKEH SSO,
EEA BX QI KRR TR,

gl
1. %&F <P~
2. 3%5F B
3. AR TRZIFMIEEAER o
4. . s3*,
5. % * TFHEEEN - FEAHE T
6. i&E * AT EIRS * AIBATEARSHER,

NRBRATFEMRSS, WHEFBILER CloudMirror EHIFINEEFRGEIMRARSS
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9. MR ERBRPEZFE—NINEHKEH, LIRIGHEFRIIARIRIAIRINIR,
10. 5543 * QIR * o

Bl S3 770 B H IRENT 1) A

7£4§ StorageGRID 5 FabricPool T{EfAEILE SR ZAT, EiH/9 FabricPool #iEEIE
— S3 FEDER, EEREBENERT FabricPool HIFEF K P KB IR Z AR iH 182
o
ERBINS

* EEfIE— 1 EF K FabricPool £/,

KFULES

LUTFBAN BN E A StorageGRID T EIE230IEEME S BRFHIREUARIEH, Eha]UIERHEF EE AP 3
StorageGRID S3 REST APl iiTXEAESE, E, WNREFEHIE ONTAP 9.10 , NITILLELA FabricPool i &
mSeIEEME DL

THREZESR!

* EREFIKP
* &£/ S3

g
1. ZRIFEFEELS,
SR LUIRIT L E—i21E:
o MM EESRMNEFKATIES, EREFH * BF * 5%, RAERANEINEE,
° 1£ Web Y23 AEF KA 8 URL , RERANER.
2. 3 FabricPool $#E8IiE S3 FiE R,
BRI RERNSE D ONTAP E£EQIBR— P E—MTEE D .

a. JEF*FE (S3) *>* DK,
b. %4F * QIRTEMEDEL * o
C. #INE5 FabricPool &R StorageGRID FE D ERMIZFR, HIi1, fabricpool-bucket o

() sEewsRRE, EEEEREHSBE.

B ER B MR AT & LU AL

* 8 StorageGRID ZF I — (MANEHRFA KA PRH—) .
* UTRTE DNS B3R,
s WMEDVEE 3NFER, HEREEE 63 M FR.
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* FEESXAIETUAY IP k20,
* ANEEMEERNIERPERG R, InTERIERS S B MEEHILERE R,
d. AI1EED xR X,

FINBERT, FIEDERERTE us-east-1 XIFEIEE,

Create bucket

Enter bucket details

Enter the bucket's name and select the bucket's region.

Bucketname @

fabricpooi-bucketj

Region @

us-east-1 e

Cancel Create bucket

e & QUBEFMEDER o

@ Xt FFabricPool &7 E. BINBIEFED BR—EMERF N RE-IF-FH-EN. XBHEFEDR
BEVINIRE, 1570¥FabricPool 73 ER4RAE A 52 A Al A B R E th—E it Rl
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C. W * QIEIFIRIER * o
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BRI AR B FRIE X Mo

& StorageGRID EEZE /3 FabricPool =/EEY, EFTE ONTAP AR NIXLE(E,

@ NRIER R EVEFRETIH R Z RN Z LR ER, B5SLIIENERH ONTAP FRBIMENE, LI
& ONTAP FILA7E StorageGRID FFEMNERLIIE, MAZERFET.
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RREBIBEER. BEN FH ILM BIEXNR BXIFHAN ILM 3R,
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KAMEFES Eo
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NR ILM MR E R RN IR — M EHEIA, WSEREEIRKAEZRBIXEL, MR
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FEFARFHEPIET, EESENREXNITREVTRNR,
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FabricPool ¥#E)It4 2 kL, WAREERATFMEMIG FabricPool #IESThEI H 3 R1EF(E,
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* M ONTAP 9.8 745, fERILUARSIRM RIRIZHKEX 0 EEIBHITHXMAF, UETEE, flm, &
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KN TE X THE
N B FR 2 Nk 1 AT FabricPool $EHIZ 4R

Bucket Name fabricpool-bucket

&t A] LA FabricPool P MKA

S iprn WRAN (MB) KF0.2MB,

* 3¥: *FabricPool fXE X\ 4 MB 3R, 1BIEATURINITR K/\ik
2%, EJ9IEFLNIEE L 4R,

SE B8] FN\BTE]

& M Day 0 KA TEE
Type B T M 4mED

& DEN (2/01)
BANTH o

4. gIE— ILM AN, AEASE— M NARTERNEANREIERNERRIZA, B7EFEATmER FRAK
P EFED BB HEASRImLERS.

FE X ~IE

W E=E i A E SR

Bucket Name x

SES v x _

SE B8] B8]

ME M Day 0 Zfi&kATZ1E
Type BEE

g DEN

Bl 2.
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6. KMt 3T RN,
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EM— 1 EFERERERRET="TRANEET = L.
* B EMS BEPIMEXNRERRES, BRI BIFAHBEERETR I TENEET = L.

2233 2 4w R RIS FN S BIB9S A ISR BB 1E StorageGRID &1, HE S3 FEF IS EMIFR AL, StorageGRID
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BEENAR
* BRERERIIMNREIESE 21789 Web %625,
* I BA root KRR,

KXTFUES
73 FabricPool SI27 & 77 K REEHRAESEBREUR T LA R, W TFAR:

* PNREITRE FabricPool £ T e EEIESD EE StorageGRID , MR FabricPool T{EfAEH BB A5
Wi, oIS RE D KRB REHIFTEEMTIERE,

() —msit, FabricPool BEURFLEE NEIFEEE,

g0, sNREM S3 B iRfEALL StorageGRID %48, MNEIERE LRI, ERILIRGEMDER, HP
, IP FRE TR in R SR E,

*BE, EAREXER FabricPool TR E MRS FERS; ERMNIREIEM T EfAE.

* WEMTERHBRGINZ EXETFREITA. RIEMSEIREEMINEE LI THEFAZR, MR
= BAARE.

THRESZER: BERED LR

p
1T RE > ML > REHNE .
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2. NBR R AR o
3. FELECMME R, EDEIE—N,
a. FEE IR
b. &% * i ¥, FARFIEAER FabricPool Bl 1 & T #7830 =,

{EHURT U FabricPool T kP S 77HE ) R
o MBADUREHIIRSIELMBANRE, HEE * RAELE "

4 &, WAILIBE— RS MRS,
()  oErarREsLEREERS, RRERT, WEETRABES,
a. IR QIR
b. B IRHIA T AR LR B RS,

bR f5] FabricPool 273 KRS TR T A URKIFIME R E LB LUK FT LUERBIESEE, JFREREEBVIR
HIEURFERRSEE XK.
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Policy

Name @ | FabricPool

Description (optional) Limit traffic other than FabricPool

Matching Rules

Traffic that matches any rule is included in the policy.

4 Create || # Edit || ¥ Remove

Type Inverse Match Match Value

(@ Endpoint L4 FabricPool (https 10443)

Dizplaying 1 matching rule.

Limits (Optional)

+ Create || # Edit || ¥ Remove

Type Value Units
Concurrent Read Requests 50 Concurrent Requests
Concurrent Read Requests 15 Concurrent Requests
Read Reguest Rate 100 Requests/Second
Write Request Rate 25 Requests/Second
Per-Request Bandwidth In 2000000 Bytes/Second
(@ Per-Request Bandwidth Out 10000000 Byles/Second

o BIEREBNRRIEG, MERIZREE, ARER * 1515 * MAEIZREESIXTHARGIRE,
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Traffic Classification Policies

Traffic classification policies can be used to identify network traffic for metrics reporting and optional traffic imiting.

i_+ Create | | # Edit || ® Remove | i Wetrics

Name Description 1D

®  FabricPool Limit traffic other than FabricPoo! 587153b2-7cf2-44b9-af5c-694ebbdda2ch

Displaying 1 traffic classification policy.

StorageGRID #{] FabricPool FIE iR (£

EEEES FabricPool 55 1# Y StorageGRID R4iEY, [WibE6 & E Rl RE SRR
F L BEm,

POEJINEA

Bc&E StorageGRID BY, WRHEM StorageGRID BFIGHEHIBNE, BLUAEEREER * EENRMNE * 18

B (*BE*>*R%*>*WKREWM *) . M FabricPool 43E%| StorageGRID HEIEENE, EtAEEZEA
StorageGRID &8, BFIHINEZA)I ONTAP FiB,

MRIESE

B2 E StorageGRID BY, i57ERLRE * EH/EFEHIOINER *18E (*EEE *>* R4 * > * MEIEH *) . EXM
FabricPool 73 /2%| StorageGRID WVEIE#HITE . B * ERFHENHR * R —F R/ N R/

—EER5

X} FFabricPool FiED . BINHEFMEDER—BMLRR A RE-IE-F-EN XBWFEDRIORIANRE. 57
FiFabricPool 73 E4RA8 1 £ I A B AR Eth—EUELR Ao

FabricPool &

R StorageGRID T3 MNetApp ONTAP RADEERIFME. 1B5HAIALLLE KRB AFabricPool 3B %HE. 40
, SN StorageGRID Tim1ETE VMware 41 _EiE1T, 1EHR StorageGRID T R VB E#EFIRE 0%
i)ﬁﬁﬁ FabricPool 73 E5E&, XI StorageGRID T REANEZA FabricPool 73/ Al B LI PEHEBR I 1Z &R

@ t1/N{ER FabricPool 35 StorageGRID #HxHIEIEkIE S E[E] StorageGRID K&, &
StorageGRID #{#E % /2[5l StorageGRID &GN IEHBRFNIRES 2214,
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