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groups Operations on groups o

GET /grid/groups Lists Grid Administrator Groups &

Parameters Try it out

Name Description

type

string filter by group type
(query)

Available values : local, federated

v |

limit

integer maximum number of results

query)

o Defauit value - 25

marker

string marker-style pagination offset (value is Group's URN)

(query)

marker - marker-style pagination offset (value

includeMarker

boolean if set, the marker element is also returned
(query)

v
order
string pagination order (desc requires marker)
(query)

Available values : asc, desc

Responses Response content type | application/json v I

Code Description

200
successfully retrieved

Example Value Model

"responseTime": 2621 03-29T14:22:19.6732",
"status™: "

"apiversis

"deprecated”:

"data”: [

"displayName”: “"Developers”,
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* config —5MREIE AP B mhR AR ASAERBVIR(E, SR LATIHIZARA ST F RIS EIE AP B mhik
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Received call to deprecated vl API at POST "/api/vl/authorize"

HTE HRTARZSSIFHRLE API AR
BERLT APHIERIR[EIRZSZH5HY APl EBRRAT&:

GET https://{{IP-Address}}/api/versions
{

"responseTime": "2019-01-10T20:41:00.8452",
"status": "success",
"apiVersion": "3.0",
"data": [
2,
3
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curl https://[IP-Address]/api/v3/grid/accounts

curl -H "Api-Version: 3" https://[IP-Address]/api/grid/accounts

B EESuE RE K055 ( CSRF )

&R L@ A CSRF S hR%38{ER Cookie IEHI0IE, #EBNBHLE StorageGRID SEIEE
hRIERE (CSRF) K, MEEESRMNE-EIEScBEAItZ2INEE; Hith
APl ZERIRA] LUEREE RN E R B LINEE,
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NRBEE TRt A EHMIA S RIER (FIANGER HTTP RBEAMm) , WAILERAEERMAFH cookie & iH
AUREBERETRERR L,

StorageGRID El:@d f6f CSRF <h##EBIfALE CSRF M. BAME, 15 Cookie AR UM S REIRRLSHF
ERAMIZIEXSHNRNE LA,

EZALLINEE, BIESDIQIEERIENE csrfToken BEISE N true o BIMEN falseo

curl -X POST --header "Content-Type: application/json" —--header "Accept:
application/json" -d "{

\"username\": \"MyUserName\",

\"password\": \"MyPassword\",

\"cookie\": true,

\"csrfToken\": true

}" "https://example.com/api/v3/authorize"
MR true , MEAREHEN GridCsrfToken cookie IREMIREIRRET R, HERMBIEN
AccountCsrfToken cookie IRBENERIEF ESIE2E.

WNERFTE Cookie , MIAJLUEARGEIRESHIFABIER (POST, PUT, patch, delete) EATMEIELTINZ

* X-CSRF-Token trdk, #RkBYEIRE N CSRF £h# cookie BIES
s WFIESRBIFEILIEXMIFES: a csrfToken form-encdghs iFKRIEXEE,

BXEMTOMIFAER, FSEA API X1,

@ RET CSRF €2 cookie FUIERIESIMEMAHEE JSON iEKIEXEAETIMRIFRIEE CSRF I
A K5RHEF © "Content-Type : application/json™ #x3k,

MRBRATERER, 15 AP

MREATESESR, 15fEH APl (Active Directory )

NRER EREHERAERER (SSO) WMREFEA Active Directory {8 SSO 1eitz
FF, WAB—ZAT API iBEKFITR) @R I, DERETMREIE APl SfE P EI1E API
BB R IIESHE,

MRBRATERER, BERE AP

WNRE(FF Active Directory {8 SSO B 1Rt iZF, NILATFiRBEER,

BEENRA
* f&FNE&E F StorageGRID AP AMELS AP SSO AR ZAFZ,
 NREHRAFEIE AP, EEEHRFKA ID,

KXFIAES
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BRIEIIEhE, AJUERUTRAIZ—:

* storagegrid-ssoauth.py Python Bz, Zfl4sfiiF StorageGRID REXHEHRF (31F Red Hat
Enterprise Linux 2 CentOS , A" ./rpms’ ; 3JF Ubuntu 2 Debian , /" ./de-s’ ; XF VMware , "
IvSphere’ )

* cURL I&RBYR B TIER.

NRHPITEET IR, NEMTIERREREN, EARIBIUTHER. A valid

SubjectConfirmation was not found on this responseo

(D Tl cURL THEARRRIPER R SME A A

NREEEANZ URL RhSEEHER , NAJReRBEIEIR: AXF saML WA
S
1 EBEUT A EZ—LIREN S D IIEShE:
° ffM storagegrid-ssoauth.py Python fiiZds, BZESE 2,
° M curl iERK. BEFRE 3,
2. \NREMEM storagegrid-ssoauth.py A, EFUILHIZAE B Python MR FIEITILLMIZS,

HIGRRES, MAULTSHBE:

° 8SO Fi£. HiN ADFS 8 ADFS,

° SSO AF#&

o 223t StorageGRID Y1

° StorageGRID B9tk

° BiplafAF E1E API BIFEFKF ID .

python3 storagegrid-ssoauth.py
sso_method: adfs

saml_user: my-sso-username
saml_domain: my-domain

sg_address: storagegrid.example.com
tenant_account_id: 12345

Enter the user's SAML password:
e e e e e s o s

StorageGRID Auth Token: 56eb87bf-21f6-40b7-afob-5c6cacfb25e7

AR T StorageGRID #INSH, ME, ERIIESHEBATHEMIBER, RMUTFERFER SSO BIEER
API B9 Ao

3. WNRE(EMA curl X, BEAUTRIESE .

a. FIRERFAFHNEE,
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export SAMLUSER='my-sso-username'

export SAMLPASSWORD='my-password'

export SAMLDOMAIN='my-domain'

export TENANTACCOUNTID='12345"

export STORAGEGRID ADDRESS='storagegrid.example.com'
export AD FS ADDRESS='adfs.example.com'

@ FZiHRIMNEREIE APl , 15 0 {9 TENANTACCOBTID o

b. BB ZMSMHILIE URL , RIFHER 151 POST &K 4&1%3| * /apl/v3/authorize -SAML" , FA/S MM
Rz RIBRERSMY JSON £RESo

It RIS RT TENANTACCOBTID FIBEE R BHIIE URL B9 POST 3ER, £R¥EEES python -m
json.tool LAMIBER JSON 4&h3,

curl -X POST "https://$STORAGEGRID ADDRESS/api/v3/authorize-saml" \
-H "accept: application/json" -H "Content-Type: application/json"

--data "{\"accountId\": \"STENANTACCOUNTID\"}" | python -m
Jjson.tool

R BIBER 24— URL RIZAE R URL , BREHEEISMNY JSON TR,

"apiVersion": "3.0",

"data":
"https://adfs.example.com/adfs/1s/?SAMLRequest=fZHLbsIwWEEV%2FJTuv7. ..
sS1%2BfQ33cviwA%3D&RelayState=12345",

"responseTime": "2018-11-06T16:30:23.3552",

"status": "success"

C. MR H{RTE SAMLRequest , UBERLSHLTHER.

export SAMLREQUEST='fZHLbsIwWEEV%2FJTuv7...sS1%2BfQ33cviwAS3D"

d. MAD FS REXEEEFihiEK ID RI5EE URL -

— AR ER LB HRY URL IERERKRE,

17



curl "https://$AD FS ADDRESS/adfs/ls/?SAMLRequest=
SSAMLREQUEST&RelayState=$TENANTACCOUNTID" | grep 'form method="post"
id="loginForm"'

PR SR P IRIEK 1D ¢

<form method="post" id="loginForm" autocomplete="off"
novalidate="novalidate" onKeyPress="if (event && event.keyCode == 13)
Login.submitLoginRequest () ;" action="/adfs/ls/?
SAMLRequest=fZHRToMwFIZfhb...UJikvo77sXPw%3D%3D&RelayState=12345&clie
nt-request-1d=00000000-0000-0000-ee02-0080000000de" >

e REFMMNPHEF AKX ID o

export SAMLREQUESTID='00000000-0000-0000-ee02-0080000000de"

f. BT ERERIXE E—ImA AR 2R 1F,

curl -X POST "https://SAD FS ADDRESS
/adfs/1ls/?SAMLRequest=$SAMLREQUEST&RelayState=STENANTACCOUNTID&client
-request-1d=$SAMLREQUESTID" \

--data "UserName=$SAMLUSERW@SSAMLDOMAIN&Password=
SSAMLPASSWORD&AuthMethod=FormsAuthentication" --include

AD FS iR[0] 302 EE M, HEMERERENMER o

@ R SSO RABAT ZERRSMWIE (MFA) , MERPEAHEREEE_NEN
B EEE.

HTTP/1.1 302 Found

Content-Length: 0

Content-Type: text/html; charset=utf-8

Location:
https://adfs.example.com/adfs/1ls/?SAMLRequest=fZHRTOMwFIZfhb...UJikvo
77sXPw%3D%3D&RelayState=12345&client-request-1d=00000000-0000-0000-
ee02-0080000000de

Set-Cookie: MSISAuth=AAEAADAVSHpXk6ApV...pmPO0aEiNtJvWY=; path=/adfs;
HttpOnly; Secure

Date: Tue, 06 Nov 2018 16:55:05 GMT

9. MPaRZH{RTE MSISAuth cookie o



export MSISAuth='AAEAADAVsSHpXk6APV...pmPOaEiNtJvWY="

h. A SHIIE POST Y Cookie ¥ GET iR AZEIHEEME.

curl "https://$AD FS ADDRESS/adfs/ls/?SAMLRequest=
SSAMLREQUEST&RelayState=STENANTACCOUNTID&client-request—
1d=$SAMLREQUESTID" \

--cookie "MSISAuth=$MSISAuth" --include

MMNARSKREE AD FS REER, MEBEEHRNMER, miuiIEXR SAMLResponse [RiEE— 8

B FERH,

HTTP/1.1 200 OK

Cache-Control: no-cache,no-store
Pragma: no-cache

Content-Length: 5665

Content-Type: text/html; charset=utf-8
Expires: -1

Server: Microsoft-HTTPAPI/2.0

P3P: ADFS doesn't have P3P policy, please contact your site's admin

for more details
Set-Cookie:

SamlSession=a3dpbnRlcnMtUHJIpbWFyeS1BZGlpbi0xNzgmRmFsc2Umcng4NnJDZmEKV
XFxVWx3bk1l1MnFuUSUzZCUzZCYmJiYmXzE3MjAyZTASLThmMDgtNDRkZC04Yzg5LTQ3ND

UxYzA37ZjkzYw==; path=/adfs; HttpOnly; Secure
Set-Cookie: MSISAuthenticated=MTEvNy8yMDE4IDQ6MzI6NTkgUEO=;
path=/adfs; HttpOnly; Secure

Set-Cookie: MSISLoopDetectionCookie=MjAxOCOxMSOwNzoxNjozMjolOVpcMO==;

path=/adfs; HttpOnly; Secure
Date: Wed, 07 Nov 2018 16:32:59 GMT

<form method="POST" name="hiddenform"
action="https://storagegrid.example.com:443/api/saml-response">

<input type="hidden" name="SAMLResponse"
value="PHNhbWxw0O1J1c3BvbnN. ..lscDpSzZXNwb25z72T4=" /><input
type="hidden" name="RelayState" wvalue="12345" />

i. ME2IEFERP{RTF SAMLResponse -

export SAMLResponse='PHNhbWxwOlJ1lc3BvbnN. ..lscDpSZXNwb25zZT4="

J- EAABRTEN saMLResponse &K H StorageGRID /API/SAML MR EKIA4ERL StorageGRID S1438
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IEhE,

3tF RelayState , IBEFEEEFIKF ID, FEFWRESZREIMNEEIEAPI, BFEH 0.

curl -X POST "https://$STORAGEGRID ADDRESS:443/api/saml-response" \
-H "accept: application/json" \
--data-urlencode "SAMLResponse=S$SAMLResponse" \
--data-urlencode "RelayState=$TENANTACCOUNTID" \
| python -m json.tool

MR E34E B I 3IE < hEo

"apiVersion": "3.0",

"data": "56eb07bf-21f6-40b7-af0b-5c6cacfb25e7",
"responseTime": "2018-11-07T21:32:53.4862",
"status": "success"

a. RIS DIIE<L R RFEMN /I MYTOKEN o

export MYTOKEN="56eb07bf-21£f6-40b7-af0b-5c6cacfb25e7"

M, EETLASEAMIERAER MYTOKEN , FINTFRER SSO B API B o

MRBRATERER, 15X AP

MREBEESER (Single Sign-On, SSO) , MHIHXF—FRF AP IFEKFITR) @R , AR FHEMIEE
12 AP AR EIE APl . SNRIE(ERA Active Directory 159 SSO S92, ML TiREEER
XFIES
MRFE, IFMALHRFHETUEFHENEI LY StorageGRID APl , T&, &AM StorageGRID fitik
B (SLO) , XEEEMH StorageGRID €h,
P$IE

1. BERBZFHEIER, 3% cookie "sso=true" £1E%E SLO API :

curl -k -X DELETE "https://$STORAGEGRID ADDRESS/api/v3/authorize" \
-H "accept: application/json" \

-H "Authorization: Bearer SMYTOKEN" \

--cookie "sso=true" \

| python -m json.tool
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R[BELETH URL :

"apiVersion": "3.0",

"data":
"https://adfs.example.com/adfs/1ls/?SAMLRequest=fZDNboMwEIRfhZ.
D",

"responseTime": "2018-11-20T22:20:30.8392",

"status": "success"

2. R1FE5 URL -

export LOGOUT REQUEST

='https://adfs.example.com/adfs/1ls/?SAMLRequest=fZDNboMwEIRfhZ
3D

3. [A7EHE URL RIXIERLUfEEL SLO HEEMIE StorageGRID o

curl --include "$SLOGOUT REQUEST"

R[] 302 MRz, thEE MBS T4 AP EH,

HTTP/1.1 302 Found
Location: https://$SSTORAGEGRID ADDRESS:443/api/saml-
logout?SAMLResponse=fVLLasMwEPwV07ss%...%23rsa-sha256

. .HcQ%3D%3

...HcQ%3D%

Set-Cookie: MSISSignoutProtocol=U2FtbA==; expires=Tue, 20 Nov 2018

22:35:03 GMT; path=/adfs; HttpOnly; Secure

4. fHiP& StorageGRID HAZH SR,

flip% StorageGRID EAH LN ITEARXSAEA SSO HE. WRKIEM cookie "sso=true" , MHAR

M StorageGRID F3EH, MASFMM SSO Ko

curl -X DELETE "https://$STORAGEGRID ADDRESS/api/v3/authorize"
-H "accept: application/json"™ \

-H "Authorization: Bearer SMYTOKEN" \

--include

204 No Content MMNZRISHAFIEDEHE,

\
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HTTP/1.1 204 No Content

MREATERESR, 15FEA APl (Azure)

NREE EREHBHELRER (SSO) fEH Azure E/9 SSO RHIZREAT, ERILAfE
BN RO SR IR B IE API SiFEF B 18 API XM B9 1ES R,
MEBAT Azure & F, 155 RE API
WNERIEMER Azure YER SSO SMREIZRE, ML FIREEER
TEBHRE
« {T40EETF StorageGRID AP AREES AP SSO M FHBEHIHEFNZEHD,
C NEEFEALEE AP, SNBSS 1D .

KFULES
ERNFDINETHE, BILUER TR :
* storagegrid-ssoauth-azure.py Python 7S

* storagegrid-ssoauth-azure.js Node.js flZ<

XA ER(LTF StorageGRID ZEXHBERF (3F Red Hat Enterprise Linux 3 CentOS , /" ./rpms’ ;
33F Ubuntu 3 Debian , 73 ./debs' ; ¥tF VMware , 79" ./vSphere') o

ERETBCS Azure BY API &£, 155 storagegrid-ssoauth-azure.py B4, Python HIAASERER
StorageGRID X HFHMER (B ALIKEX SAMLRequest , ARBREUENSHE) , RINIES1EA Node.js filZs
5 Azure ZELIHIT SSO #81F.

A LUER—RY AP iEKRHIT SSO 121E, EXHFMHREE, puppeteer Node.js HRIRE F1EPR Azure SSO %
Ho

NREERRIZ URL fmb3nEEAR , MAJRESEEIRIR: A< saML hR#,
pg
1. REFAIFIKBRR, T

a

b

. &%t Node.js (3EZM "hitps://nodejs.org/en/download/")
. RLEEFTER Node.js 3R ( puppeteer #l jsdom ) :
npm install -g <module>
2. ¥% Python BIZs{E#45 Python FRFESRLUSITIERIZS,
SRfE, Python BIZ<¥E AR AY Node.js BilZs LAR1T Azure SSO 3R H,
3. WIRREY, MAUTSHNE (FERASHTEXLEME)

° AFERE Azure BY SSO BFHpfFithit
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https://nodejs.org/en/download/

° StorageGRID Ryiiiik
o EifplfHP BB API B9FEF K/ ID
4. HIRRET, MAERE, HEWRNERENESRR Azure 12 MFA 1%,

ey storagegrid-azure-ssoauth. py sso-email-address userfmy -dosain.com
ocom --tenant -account-id @

@ eI AR E MFA ZfEFA Microsoft Authenticator SERXH. & BT RETR EAE LIS LASZ 15 ELfth
ZE0BY MFA - (BIaNia NiBE XA H BRI RED)

PR T StorageGRID X< hE, M1, ERILUKGLEATEMIBER, RMFEREER SSO FHEA
APl 197530

MREATERER, 15 APl (PingFederate )

NREE BEREHERAERES (SSO) WRFEA PingFederate fE/9 SSO 1iftiZF7,
MAZFF—Z2 5 APl iERFITIOEER 8, DIRENREIE APl R EIEAPIE
M BRI IE S RE,
NMRBERTRERER, BERE AP
MR E(FE A PingFederate {E8 SSO B1RIHIERF, ML TFiXBEER
EREHNE

* {&50E/EF StorageGRID FIF4AREX S A SSO AR AME,

s MNREBFRAFEE AP, EREHRFIKF ID,

XFIES
EIRWMB DI, ATERUTREIZ—:
* storagegrid-ssoauth.py Python B, iZRZAfiiF StorageGRID ZEXHFEHRF (3F Red Hat

Enterprise Linux 2 CentOS , A" ./rpms’ ; 3JF Ubuntu 2 Debian , /" ./de-s ; XF VMware , 3"
IvSphere’ ) .

* cURL IERBYRABI TR

NRHITERETD R, NEMTIERREREN. EARIBIIUTHER. A valid

SubjectConfirmation was not found on this responseo
(D) =Bl cURL THEAF SR ER R SWE AL B,

SNREMEAEYZE URL REDREER , MATESBEIHIR: A5HF samL kR

23



g
1. BB T HZEZ — LIRS B IIEShE:
° {8 storagegrid-ssoauth.py Python filZx, BELE 2,
° B curl 1I5K, HEFE 3,
2. NREMFA storagegrid-ssoauth.py A, ERULHIAEEL Python MRRESSHIZITIEMIZS,

HIRTRES, MAUTSHE:

° SSO Ak, EaILiEN "pingFederate’ " B9fEAIZ{A ( PNGFEDERATE , PingFederate &) .
° SSO AF&

° 2%t StorageGRID M9iE, ttFERARATF PingFederate » &R LUGH B = Sa NEAE,

° StorageGRID Ayttt

° BifjnfEFEE APl FFEFKF ID .

python3 storagegrid-ssoauth.py
sso_method: pingfederate
saml_user: my-sso-username
saml_domain:

sg_address: storagegrid.example.com

tenant_account_id: 12345
Enter the user's SAML password:

StorageGRID Auth Token: 56eb@7bf-21f6-40b7-afob-5c6cactb25e7

B IZET StorageGRID ##X<$H, WME, ErILUSGSHEATEMIER, RUFERFER SSO BEA
API B9 Ao

3. YNREMEA curl IEKR, BEAUTRELE .
a. FEAERAHFNEE,
export SAMLUSER='my-sso-username'
export SAMLPASSWORD='my-password'

export TENANTACCOUNTID='12345"
export STORAGEGRID ADDRESS='storagegrid.example.com'

@ Fihin)WREIE APl , 15 0 /8 TENANTACCOBTID o

b. BIZIWEZMEHINIE URL , 8)FHEIR 5% POST 53R &%) * /apl/v3/authorize -SAML" , FAfS MIH
7 AR IBRER SN JSON ZmAg,

WREIERT— POST &K, AT TENANTACCOBTID &R B4 INIE URL ., EREEEE
python -m json.tool LAMIBR JSON 4wE3,

24



curl -X POST "https://$STORAGEGRID ADDRESS/api/v3/authorize-saml" \
-H "accept: application/json™ -H "Content-Type: application/json"

--data "{\"accountId\": \"STENANTACCOUNTID\"}" | python -m
Jjson.tool

R BIRPER 824 E—1 URL RIZRVE R URL , BEFREHEEISMNY JSON HiZE.

"apiVersion": "3.0",

"data": "https://my-pf-baseurl/idp/SSO.saml2?...",
"responseTime": "2018-11-06T16:30:23.3552",
"status": "success"

C. MR H{RIF SAMLRequest , WABEGEGmSHER,

export SAMLREQUEST="https://my-pf-baseurl/idp/SSO.saml2?..."

d. SHmNF cookie , FHIFMANHITEIE :

RESPONSE=$ (curl -c - "$SAMLREQUEST")

echo "SRESPONSE" | grep 'input type="hidden" name="pf.adapterId"
id="pf.adapterId"'

e. B "pf.adapterld" {8, HIMANHITEIE:

export ADAPTER='myAdapter'

echo "SRESPONSE" | grep 'base'

f. S "href B (BRERIAT/) , HIERRITEER:

export BASEURL='https://my-pf-baseurl’
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echo "SRESPONSE" | grep 'form method="POST"'

g- | "act" f&:

export SSOPING='/idp/.../resumeSAML20/idp/SSO.ping’

h. &i% Cookie LAz EiE:

curl -b <(echo "SRESPONSE") -X POST "S$BASEURLSSSOPING" \
--data "pf.username=$SAMLUSER&pf.pass=

SSAMLPASSWORD&pf .ok=clickedé&pf.cancel=&pf.adapterId=SADAPTER"
--include

i. ME2EFERH{RIZ SAMLResponse .

export SAMLResponse='PHNhbWxwO1lJ1lc3BvbnN. ..lscDpSZXNwb25z2T4="

- (FFEREH SAMLResponse A& StorageGRID /API/SAML MR iERILA4ERY StorageGRID H{71%
ML HE,

FF RelayState , BEFEHAMBEFMKS ID, HENMRESRIIWISEEAPI, BEFEHAO0,

curl -X POST "https://$STORAGEGRID ADDRESS:443/api/saml-response" \
-H "accept: application/json" \
--data-urlencode "SAMLResponse=S$SSAMLResponse" \
--data-urlencode "RelayState=$TENANTACCOUNTID" \
| python -m json.tool

MR E14E B A 3IE < héo

"apiVersion": "3.0",

"data": "56eb07bf-21f6-40b7-af0b-5c6cacfb25e7",
"responseTime": "2018-11-07T21:32:53.4862",
"status": "success"

a. RIS NIIE<L R RFEMN /I MYTOKEN o
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export MYTOKEN="56eb07bf-21f6-40b7-af0b-5c6cacfb25e7"

WMTE, EaILEMIEREER MYTOKEN , E{ATFRAEER SSO BYER APl B9 AT

MRERTERERER, 15T API

MREEAERER (Single Sign-On, SSO) , MHFX—HRT AP IFERHITIREER , A REEHEMEE
12 API TP BIE APl . SNRIEEF PingFederate 159 SSO BRI, ML TiHBEER
XFIES
MREE, FEMALMPENEHETTEEHHENE 5 StorageGRID APl . (&, EHA LM StorageGRID ik
BrUFHE (SLO) , XEEBMH StorageGRID L H,
TE

1. BEMEZEHEIEKR, B8 cookie "sso=true" £i#% SLO API :

curl -k -X DELETE "https://$STORAGEGRID ADDRESS/api/v3/authorize" \
-H "accept: application/json" \

-H "Authorization: Bearer SMYTOKEN" \

--cookie "sso=true" \

| python -m json.tool

R[BLETH URL :

"apiVersion": "3.0",

"data": "https://my-ping-
url/idp/SLO.saml2?SAMLRequest=fZDNboMwEIRfhZ...HcQ%3D%3D",

"responseTime": "2021-10-12T22:20:30.839z2",

"status": "success"

2. R17E5 URL -

export LOGOUT REQUEST='https://my-ping-
url/idp/SLO.saml2?SAMLRequest=fZDNboMwEIRfhZ...HcQ%3D%3D"

3. MEE URL AXEK L& SLO HEEMIE] StorageGRID

curl --include "SLOGOUT REQUEST"
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iR[E] 302 MRz, LEETERERER T4 AP £,

HTTP/1.1 302 Found

Location: https://$STORAGEGRID ADDRESS:443/api/saml-
logout?SAMLResponse=fVLLasMwEPwV0o7ss%...%23rsa-sha256

Set-Cookie: PF=QoKs...SgCC; Path=/; Secure; HttpOnly; SameSite=None

4. iR StorageGRID HAZH SR,

flip% StorageGRID EAEH LN ITEARXSAEA SSO HE. RFKIEME cookie "sso=true" , MHAR
&M StorageGRID FiEsH, MASFEM SSO K&,

curl -X DELETE "https://$STORAGEGRID ADDRESS/api/v3/authorize" \
-H "accept: application/json" \

-H "Authorization: Bearer SMYTOKEN" \

--include

204 No Content MNFRTREAFPMESEHE,

HTTP/1.1 204 No Content

1= %% StorageGRID BYif5iA]

ENECEZIEIE

fERItLIREL 1B X StorageGRID ECEZIBIEIE, ME, I BN IEEEZRILIE
B, FTHMENRHEEMNUEEFERTREIEE, HPaEENZRIMEE, MR AR
A2 LUK StorageGRID R4ERINNZZRA,
EREONE

s BBERERIINREIESE 1M Web %28,

* [MEB P root 1A )ANPR,

c MAEHFIREREEIE,
XFIES

TELREMEPIIZUARMFZREE RIS E1E FEME S, EEEBREIERYIE passwords. txt X
B, BSPIEREERDEEAFERFERENUE,

p
1. %8 * BCE * > * ipiniEs] * > * PRRERD *
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Grid passwords

Change the provisioning passphrase and other passwords for your StorageGRID system.

Change provisioning passphrase Change node console passwords

Change provisioning passphrase and download new Change the node console password on each node.

recovery package.
Last time updated: 10/29/2021

[ Make a change — ] Make a change —

2. 1% * BAFCERIEIRE * TR - #ITEN ¢,

Change provisioning passphrase

The provisioning passphrase is required for any installation, expansion, or maintenance procedure that makes changes to the grid topology. This passphrase is also required to
download backups of the grid topology information and encryption keys for the StorageGRID system. After changing the provisioning passphrase, you must download a new
Recovery Package 4

Current provisioning passphrase

“ CJHCOJ

3. WA HAIECERIEIRE,

4. AR, BHEELAELEE 8 MNFN, HERREBE 32 M FiF. BERRIERD KNG,
S BHECETEEFHEREME, X, VFENAPIEFEERE.

6. EFMANMEBILIEE, AREE - RE

RETEEEN ARG, RARET— M REBNRIIER.
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Configuration > Grid passwords > Change provisioning passphrase

Change provisioning passphrase

The provisioning passphrase is required for any installation, expansion, or maintenance procedure that makes changes to the grid topology. This passphrase is also required to
------- ps-of the grid topology information and encryption keys for the StorageGRID system. After changing the provisioning passphrase, you must download a new
Recovery Package (£

@ Success
Provisioning passphrase changed successfully

Current provisioning passphrase

New provisioning passphrase

Confirm new provisioning passphrase

7R MER
8. W NMHVECE ZHIFTIE A T E A I E T 6o

@ ENEERNEER, BOIIA FREFHNMENRGE, BIMEENXH, EAUERER
FEENER R

BT RIEH e EY

MEHREIN T REBE—TH—NTRIZGEaRE, EFEERAZBEERIZTR. &
RUTTZRELAMNEHENT /S ME—T RizH 2 2,

EREHNE

© SRS REIMMEIRE S5 Web 458

* EEBAE root IR,

- EAE MHRETBEE,

XFefEs

FEATRIEHIAZEBLL "admin" B3R SSH BREIT R, IE L VM ¥IREHI81%1E L8 root BFR B9E
RIT R, EXTRITHEEEIIESANEFHNE T REIEREE. HEXLEREEEEEHRNF
Passwords.txt X, BIBRKEFMZEBT|HF|H Passwords. txt X

() mFsiaimst SSH BHEBEM SSHHNED, IE(ESE FREHR SSH HiaIEmE,

hiE)mES

p
1. 35%4% * BCE * > * ifIEEhl * > * RAREE
2. B ENTRIEH AR T, SR HITENR
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p
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p
13 THIRER *
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@ %E@S‘C#%Z;\&’élﬁ%ﬁ, EAeBETATFM StorageGRID RFAIREFIRRINNBZ AT Z

3. WEEE L
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p
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a. ?TJ:F ’ le S({q:o
b. HIAEALUARIAZR. B3 passwords. txt X, HF ST SIEH &FB,
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MEBXHLIZEIRF, RANEBERATM StorageGRID RFIREVEIERINNZZ IR R,
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B R EEMERIGIR, MRLCRERNELSANYEERED, NRST Bl &4,

MBE— ST ANEBEH LI

a BERPIIHNEDHEL,

b. BRI

c. i B

(D)  EReTHem R EREBMREsMET & 0T S A %,

6. FHFE T RIT SUEHIATIDE. BRI TS — ISR,
7. S, HETLUER * IS S TR R SN E RIS,
B B ASE R R]
NREBBI B ASEERIR], BFTFECR AR AE RV E iR o
PN AR

eI LU TE SMER B A HRFT FR B R A4 IE i I SR HIXY StorageGRID EI2T = LA A FEAM API BYiAIE, 51
o, BT EREMSAERIRGARZIN, ERIEEERERN L BEBEH AT EREINE SR,

Port Description OB ETF ..
443. BETRMEINHTTPS  Web FSE2RFIEIE APl & P in el LA RIMIE EIEER,
i ] WIBEIE AP , R EESRMEAEIE AP,

S im0 443 AT EERIFRE,

8443 BIET S EHMR SRR * Web i SSMEEIE APl BRI LIEA HTTPS
2R PHin) WAE E IR A AR E IR AP

* Web XI5 EE APl BF IR /AA R EIE
B FEEAPI,

* BERAZBARADERIEL,
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© BEE, EEAFRIAA T UE RN EESEHRED B ZANEENRHIITES.
* AMERBCEMRINEFNEFBFRAH, HRARNAFPAIUEREEFEES, HRETHEPEERTH
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4.

5.

34

LDAP service type

Select the type of LDAP service you want to configure.

Active Directory Azure OpenLDAP Other

WERR * Hth * e Oracle B RARS5250Y LDAP RS 2RECEE,

NREFET * Hith* , 15IHT LDAP BRSO PHFER, SN, BHREMITT—F,

° *FARW—ER * . 88 LDAP AFPM—IRRTTHNEMENZIF. LEMHESTF saMAccountName AT
Active Directory , uid F3F OpenLDAP , Y1 EFLE Oracle Directory Server , BN uido

° *FF UID* . &8 LDAP AFRKAM—IRRRHEMERNE, LEEZFMT Active Directory AY
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B, HPRZEIEFR
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BN CN o
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nssuniqueid o MATEEERBEFNELIE— 32 U+ HEIEHF, XA 16 FHHFFHFERK
, ERRZBRIEFRT.
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IEEMAP X IEETIHAFEF LUEAR LT B IERIR

* sAMAccountName 3§ uid

* objectGUID, entryUUID 8§ nssuniqueid
" CN

* memberOf Y isMemberOf

= * Active Directory* . objectSid, primaryGroupID, userAccountControl Fl
userPrincipalName



* *Azure * . accountEnabled # userPrincipalName
o *ERRG * 1 SR XEMED,
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© * FPER DN | BIERAPH LDAP THEVEISMET (DN) B5ERE,
() mPwe—am - BELFES * AR ER DN AAARE—,

c*MEAPERI (ANE) . RTZBHHMEEIN, StorageGRID MERRIARF BRI
BiRM - BERF B, ENWNR StorageGRID TLEBERIRSIKF, EAIUAFHAFRER,
MALTRAZ—!

* * P PrincipalName &z ( Active Directory #1 Azure ) *:  FAF & @example.com
" RBREFRBER (Active Directory 1 Azure ) *: " Rf5l \[BFR&T
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S55EANNRBTEERE, FEE
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1. 3533 ~ Mtz ~ o
2. NBRKIBEHEAP ZEN:
° NRIFEIZIZGEER, MEETR "Test connection successful’ " E B, %R * R1F * LURTFEEE.

° WNRIEIFIGE T, NS R "test connection could not be established” "HE., % * X *, ARG
, FRRFRA R H BN ERE,

S MRERMTHERF BB, FRANEYREHKSHF AR RMED.
50, WMANEECHBRRNER. B7ERRITESEAEHFERN, @ : /.

Test Connection X
To test the connection and the bind username format, enter the username and password of a federated user. For example, enter your own
federated username and password. The test values are not saved.

Test username

myusername

Test password
........... ®
° NREFZTEEN, MERETR "Test connection successful’ " SHB. %R * R7F * WREFERE,
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36



KFIAES
ERRBMEKEZE, BAERUTEI

* KERAPBELEER.

* HRIEBERNEKSAFRREX StorageGRID ZLHiARINIR, HEIHXEREANIE, BEEXIEIHE

RBEEER.
* StorageGRID 245 B RZBEIAZHEITREY , HEFZNHKRAD HIKA K HERIER.

*WRBRER (SSO) KEN*EBA " *DVERN *, W * ERASMNKS * ERERRER. ®RAS

PEEZH, PRERMELER SSO REHTA * BEA*, SN ZHELAES,
Pz
1. BE S PECE T E,
2. BUHES * BRBMBS * Ei%1E,
ACE OpenLDAP [R5 28A0 &N
WRE(FEF OpenLDAP IRSZ23HITEMNELS, MAMTE OpenLDAP AR5 28 LA EREIRE.

@ F3E ActiveDirectory 3§ Azure 5177, StorageGRID &= BEhBEIEIMNBEARIAF #1T S3
Whinl, EPELE S3 A1, ERIBRZAEFVESR S3 ZHH, HMEAEAPRBRZEF.
memberOf #{ fint E&

NERRRIEEES. BXFAGEE, BENHPEXRMARREELEIFIVNR
BBhttp://www.openldap.org/doc/admin24/index.htmi["OpenLDAP X#4: hiZs 2.4 BIRREE" .

5| 4Rl

B ERIEENZRSIXBFEELLT OpenLDAP [E1%:
* olcDbIndex : objectclass 28
®* olcDbIndex . UID eq , pres , sub

® 0olcDbIndex . CN eq , pres , sub

* 0lcDbIndex . entryUUID 1#izs

te5h, IFHRRENAF R BEFRMNFEREFIRS], LIRSREMERE,

BB HE XK EARK R ERAEFHIE Ehttp://www.openldap.org/doc/admin24/index.htmlI["OpenLDAP 3#4:

7S 2.4 EEEIEFE" .

BIEEIEA

A REIRAREE RS INEERAFPNTENE. ARSAETERT
StorageGRID &40 RRYAH,



* BRERERIIMSEIESE 211 Web %25,
* BEARERIHRINR,
* IREHHSNEKEH, WRTEEESMNEKS, HHBEENSHRPEEFELIEKGE,

SIREIEA
I EIEA, &R EMRLE A BT LR AR EIREE A AR B IE API FREIBLETHREFN R (E,

HRES

1 35%4% * BCE * > * ihIEiEhl >~ EIRA v
2. iR QUEA

pize bl
TR R At A SNG4,

* MREBASMAR DENR, BHEIZAHAE,
* QUEBXSALUMBHRSNEF.

ASHbLA

1. BE4R * ZHd

2. NBMETEN, EALRERESEEMZEM. G0, "MEPRF "R " ILM EBR,
3. BNAMIE—B, EREEREER.

4. S5AR dRaE

B&d
18 BREA
2. ANESANNANEN, SBMELENSHRPETHNBIRTEER,
° ¥F Active Directory #1 Azure , i&EfEF sAMAccountName o
° X¥F OpenLDAP , i&fEFH CN (2FR) o
° 3 F5— LDAP , 15/ LDAP RS2 FHE HHIME—RFF.
3. R L

EIRANR

1. X F * pEtER * , EFEPNAR ST UEMREREM MR EIE AP REXISEHHIITIRE, HEE
EEE R ERREMINEE.

°*IEE (RN - BRI UENHEENRATIIREFHRITX LR,

Qi ARPREEEREMINEE. M FEEMNBEERHMBEE API FHTEAERTHITE
8. AMRIFAFA A UENRE SHIEE,

38



@ MRAFPETZMAE, #EEMAKREN* Rk, WAFRBHAMAEEEIREMINERS
SRR R,

2. JE—HZA EHNR]
BTN BMAELDDE—IR; SN, BFZAENAF BT EERE StorageGRID -
3. WNREFGQIEAMA, 1FkEF * 44k, INRBEEEXSA, 1FEE * QA M * TR * -
AMAR ((NRAHAE)
1. &, AEEFE—IRSPEMAR,

NRFEREEBAMABL, WAJLURFILAE, MEFRNAR. ERIUERPTEIRILARMEIRR, 55
WEERFP TFAER.

2. iR QUERAA M TERR Yo
EENMREEEA
ERILEENBAENFAESR, ErisER4H,

* BEEEFAENESER, BEEANE LHXR,
* EEEREANFIE AR EREA, HER * BF * RREIFAEE0THE.

5 1R S S UE
BEEAFAER a. PR BYEEAE, ERPIERARIR,

b. WEHF * 121F * > * EEAWFMER "

BERETEN (N a dhaRm e, o PRSI E RS,
PRAsHEA) b. 1% * E * > * IRIEABAR * b. YEIESEENT /.
o HNFET, o HNFEH,
o YR - BB A Y% - RIEER
IEF BRI & AR EE, o PEASHIE TG,
" b. PR BME * > BEMEMEL . b AT BEANSEER,
¢. HEIEHAIHAER, o WE, HEIIERUEE (41
o o, WALCEEREICEEE Gy
e d. YHiE - RIEER ¢
o YEIE * RIEEH "
S8

1. A IS RS AR,

39


https://docs.netapp.com/zh-cn/storagegrid-116/managing-users.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-users.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-users.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-users.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-users.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-users.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-users.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-users.html

2. R RE > EHIA
3. ERERIERS.
fHBR4E

NREBMRGHRRENEIEH, WATLMERZA, HMERSZAXKBIFIENIR, MFREIERAS MAPRFR
AR, ERERFEXERF,.

1. EATTESF, EPERRNENEN RS EE,
2. WEER - 1RE > MIRRA * o
3. EE * MIRRA * o

LHANPR

IZEERAPAEN, ERER—ES MR SRR EIRERR. G, ErIURKE ™A
FRERE— TS EEA, UHERP AILRITRIES

BRFTNBMAZELDDE— IR, SN, BFZAENARRBTEERIINEERSIIMEEE AP
RIMBERT, BFELRAE—MIRNANERAAARITUTES:
REIEE

By I ¥ ¥
s O 1) A
g o4t o ¥
%’DTHB}EI

73

o oA &
=

* ERLRERNEHRER

* BEELHFNHEER (IBR%R)

* ENECHES ((XRZAHAR)

* EERENEFTE LLEERERER
RS IHRERNZERNRE

MFFAENIR, E8Y * HERR F RERBERP BEAUEREHIITIRE, HERTRETHEXIREMN
ThEE. MIRAPETZNMA, AEEMAIREN * R, WBAFRBXFAEEEIREMINERE RIZHANIR,

UTETNET ELIBSmEERAN T AN ECRINIR. KRR MIEMINGEEFERRSE * RiHEMNR * o
root 134X fR

I UARER, A LARIRIFRE MAS EEINAE.

WIAER (545)

WA RATAFHRINIMNER (BRS%) - MEEERAPYIEELFNHEER.

INREFERP PRI RIAERR, NN ECHAER,

40



2B

FHP root g

BT IR, &RTLAARIFE A DIE _EBY * 0K root T * &, AT AJ LA A] LAE AR P B9 23t root A
&L, B S3 ERTAIEERE, ARBATER S3 Eih. FEBUMNRMNAFTEEE * EeL root i3
* T,

®

MR TEECE

BT UARPR, ERILAAIR) * 3285 * > * TR * > * Wigiah * TE LR E R,

ILM

B UHEANR, ERILAAEIAT * ILM * S2E835%T0 .

* rules

* RB

* 24w ES
* regions

* FhEH

®

27

R BB LAY R REfE AR LA T T :

* Y ECE * >t hn)EEl o

CHEHP > RS

28
iR
| MGRIFERE
© e

R R

© MER
° RIFEH

.*§$%*>*IE*:

RREIFRR AP R IEE B femiE L T oUmE:

==
JIAXN

.*2E$F*>*|—X_Ié§*:

BRTHES * Eef root Y * EBRIEF TTERIAEAIR, EFEDE * K, * AR

RRESR « HtWRECE * A * Wigihh AR E * R sEEEFMERI.

41



° DNS ARrZ528

° ML

° NTP fR5528
TIPS RF

° YFAlIE
CEE >N

° JEF

o HF
cCEE > IEE

° BHZMAZAEIRS R

BIEER

I IR, ERILUAR AT EEERED, AFROMERIIRA EEEHE, ERSMAERIN,
EIREH

BT AR, ERILAAIE] * 245F * > * TH * > * $5i5 * TUH. @IUWAR, B LUEAMEEIR API By * $547 *
E3ih R B E XH Prometheus 18172& 1,

WNRITHIEE

BT UAPR, ERILGAR * ILM * > * SRITHIRE * T,

HthWRECE
BT AR BR BT LAY 1R) EL th AR L B T

() =eExemman, BEESARE * MHEHRERE * R

°*ILM

° TFHEFR
*ECE > WSt

° HERRRYAS
EE>CRE

° BIRIEIRN

° PIFRIEIN

° TFHEEIT
*rXEF > EIR (B5) v

° BEXEH

° £RER

42



© SR FERHIRE

FHSEEER
B IEANPR, 0] LUEE MR EIEESANEFE IS L8 E &5 SANtricity RAEIESS.

GVl v

S UEANR, ERILAGRIEATIE, ELRIUeIR, mEBMMEREFIKF . RERTRPFEENERESD
ERB&,

{53 APl {ZAAIHEE

SR LUIEFR MR EIE APl 52212 StorageGRID RZHAIRELETHEE, ERAENIHEER
REENEMA R EHRITSIZIIEEME X BMES IR,

KXFIAES

ZRMNIIEER A A IFEELETA18) StorageGRID REHRIELETNEE, ERENIHEEEM LE root BFZAS * root
AR * EIRAFBI AP seBERIZINsERE—T5 7%,

BETHRILINENERREE, BEEUTER:

_Company A B—XRSZ R, BIeIREEFKFIEAHE StorageGRID AANEFMHEARE. AT RIPEAPXR
N&E, ARBFEHRERECHNRITEREK,EKEREEHRERBFKS,

CompanyA_JL,{J_fl@Fﬁﬂ%"“fE API PRERTHEERSREIMLL BT, BITLERAMSEIRESRFN * &
PP IRZD * TheE (UIFIAPI) , AR ARUMBFREAEERAR (83 root HFFETFASE * root 1HIE1HY
IR+ AAF) #BREEECERIFEF AR root P RIZERS

SHIE

1. HE MR EIE API B9 Swagger XHY, 1BES N FERMREIE AP,
2. R EZRIEER =

3. BEHENIEF root ZIBEINGE, BRI FEARMA APl ZIXIEX:

* {"grid": {"changefl I RootPassword" : true} } °

BEXRTEE, EEARZERERRER. ARPRESTAR NET EEFIRED * EIENR, SHENR
TP IRERDRIEST APIERIGK, HER "403 ForA .

EAUEEFRRIIIEE

AIAMERT, ERILERAMNRERE AP ENEEFEANIIE. B2, NMRBHIEEHRHEEFEHATEE, N
BILUER * BUETHRE * ThREER S

@ TREAUE * FEEIINAE * AR, WMREREFRBIULIIEE, BER, ER KT EEMAEER
HthBFRAINEE. BRREMERNINE, ERIEKARAZS.

T
1. IFIE AR EIE API B9 Swagger XA,

43



2. ¥ EERIhEER =
3. BEIHEFAEINEE, RN TAREEX&IEE AP :
© {"grid": null} "
IEKRTRE, SIEENEF root BILINREEAMFIETIRERNIS EFACE. WE, " AP IRES " B1E

NREERERARET, WRAFES * RIFER * 5 * EcLEFRED * EEAR, WEAELER
REZIDRYE(R] API IERERIGBL .

E—TONSESTAE all SEMNTHAE. NRHMTEDER, MXLHELRESRRES, 1K
ATE PUT RBEFHEE SN, BIN, BEFAEEARPS root BIIHAEH ME(EFLEIRHA
() hee, wxie PUT R

* {"grid": {"alarmAction" : true} } °

BIEAF

TEJUEERMAFMEKERAF . G URIRAMBRHGESERLAMEIRA, LA
RE XL F 7 AT LA (e BB L o 4% 5 R 2R O AE

ERBHNE

- EREREREITMGEIRE S Web K.
© ERBHENBIENR,

SUEAI AP

T RIBE— R Z N AMAR, HEEMNEFRPRA— 1 HZ A, HARNRITHIA P AT LA RS E
IHRFN IR EIE API IHEE,

TREeRIZAMAR,. ERIMNISNREERSAFMA.
MR EEREE TR "root" WIREXAMABF .  EAFEEMIER root BF.

() WREATEAZR (SS0) , MAMBFEEAERE StorageGRID o

hiEmS
138 + Be& * > * iaiEhl * > - SRR
2. pEER - QIEAR

WMANBPERE

1 WANBPN2S, B—RAFRRNEE,
2. %E, MRILAFAFRILEMREERAPEEER AP, BEEZ
3. MEEE L

44



payilicepicl

1. (85i%) RKAER2ELE—1 S MALE B P RIRER,
NREAREIEA, NAUREFERAMAEEE, ErUEARE BFILARRINEIAS,
MRAFABTZME, WRRERR, FERNEEEEA TRIFMAER.

2. WEER - QIR * FREE R o

BEENRERHAR

TR UEENE AR MESAFNFAER, BB At AR UENAFRN2E, BEEHEME R,
EE eI LA RS R LE A P in R S E RS R EIE AP o

BReEEREBEAAR . ERMISNREERSAF

* BEEEFARMNRKSAPNESER, BEEAFNE LR

* EEERERFPNMEFAER, FESAFSEAMAFRNER, BER * 12F * XEHFAREER
o

AR TROHEEERERIIMSEERN, RGRNAEARE.

() #tmPILERmE SRR R © BHED - ANERE S0,

5 1RfFRE FAEETTH
EERFFAEE o ERAFPNENERE, ERFEFERAP R,
b. %% * 21 * > * BEEAFEHAEE *

o

BIESE (RA A B ESIE o BERPOETL SR EAES,
1
EFF) b, IR HRIE* > * BIERE . b. SEIEBIEER S
¢ HAZTET. ¢ SIS,
o iR REEN . o iE - REEH .
IR A 8. YErh R P R RS . o PEEEP D RS,

SorageCRIDM b iz« gt >+ EEBPHAER " b AEHDATE,

C C MR 2 LBHIEAR BRI E
C. FEFFIFIAIET R, ERAMRER AP, HEEF S

d gE 2 UERRERENRE 0 AUIERRER.
ERNMREEAPI, HERFE T d %R REFH .
AR ES,

e ER * RIFEL

45


https://docs.netapp.com/zh-cn/storagegrid-116/managing-admin-groups.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-admin-groups.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-admin-groups.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-admin-groups.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-admin-groups.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-admin-groups.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-admin-groups.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-admin-groups.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-admin-groups.html
https://docs.netapp.com/zh-cn/storagegrid-116/managing-admin-groups.html

5 1BRIERER
BER ((NRE  a EhAPNNHEEE,
WRF)

b. WEHF * 121F * > * BEERFFHAER

o

C. EEREIDIETR,
d. BN,
e L * BEoEm .

ol (URAH  a. pEREA XS,
AR b. iR * 1B{E * > * BEEPHAEE -

o

C. MERRAANETE,

d. A LURIRARIEEBVEEE, LUE
BN S E TR R ERARIFA
B0

e. &% * YRiE4H ¥ LUAEARRIA,
f. 58~ RTFER * o

EHIAA
TR S HIIAE AP L eIZ BB ERNRBFT AP

1. 35 A P 3 2 Y B AR
2. ERE1BRE > ERIAR
3. ERERIAFP RS,

pllEaEEN
TR LIMBRZAAR R, UEMRFRRARBRIZEF

(D) T oot B

1. ERFES, ERERRESHEP N NAEEE,
2. EFR C1R0E > BIRRAR Y
3. W * WERAF * o

fEAERER (SSO)

ERERER

FRERER (8S0) &, RATEAFREREEIRALFALHR SSO BERIIER

46

=2 Y S WAL
R P HERURRIFERER.

a.
b.

C.

VR RGER,
BINFTERD.

WERE * BOEE Y,

EERPHERU R RIFAER.

PERRAEETR

WA LOEFARIRRE YR, LUE
TERTBYR S B E TR R EEARIFA

58,

WERE * dRIE4E * LUEEARRIRVA,

W REEN

RIGIRANAY



ERT, ARPAREIARIMREIERS, AP SIE8s, WIREIE AP A SR APl , 2N
BRI £8&%%| StorageGRID o

B EESIN T EEE
StorageGRID R IFHERALT LM SIFICIES 2.0 (SAML2.0) FREMNBESER (SSO)

ETEABESER (SSO) ZhHl, BEEEM SSO /5 StorageGRID E R HET LS B AR M,

[5F SSO &R
[BF SSO #E RE| StorageGRID f5, RASRKEEEMEIALRD SSO TIE MU FTE.

p
1. 7£ Web X ¥5 28N E(T StorageGRID BIET M2 RENF S IP ik,

ItB$38 8 7R StorageGRID &R T1E,

° WIRXBEERFELLN LR LipiRlt URL , RERERRERANKS ID :
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A 2R Single Sign-On T, Fi%#F * BEA * %I,

You can enable single sign-on (S50) if you want an external identity provider (IdP) to authorize all user access to StorageGRID. To start,
enable identity federation and confirm that at least one federated user has Root Access permission to the Grid Manager and to the Tenant

Manager for any existing tenant accounts. Next, select Sandbox Mode to configure, save, and then test your SSO settings. After verifying

the connections, select Enabled and click Save to start using S50.

S50 status @ (® Disabled Sandbox Mode Enabled
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AT 2R "Identity Provider" 2843
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Active Directory
1. £ StorageGRID B ERIEF, IV EENEEPIVFEE,

Itk URL BMETE * XGRS M * FERAPBANEIRERN,

Sandbox mode

Sandbox mode is currently enabled. Use this mode to configure relying party trusts and to confirm that single sign-on (SS0O) and
single logout (SLO) are correctly configured for the StorageGRID system.

1. Use Active Directory Federation Services (AD FS) to create relying party trusts for StorageGRID. Create one trust for each
Admin Node, using the relying party identifier(s) shown below.

G. Go to your identity provider's sign-on page: https:ﬁad201En.saml.sgwsfadfsflsfidpinitiatedsignun.htnD

3. From this page, sign in to each StorageGRID relying party trust. If the 5SSO operation is successful, StorageGRID displays
a page with a success message. Otherwise, an error message is displayed.

When you have confirmed SS0O for each of the relying party trusts and you are ready to enforce the use of S50 for StorageGRID,
change the S50 Status to Enabled, and click Save.
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Sandbox mode is currently enabled. Use this mode to configure service provider (SP) connections and to confirm that single sign-on (S50) and
single logout (SLO) are correctly configured for the StorageGRID system

1. Use Ping Federate to create SP connactions for StorageGRID. Create one SP connection for each Admin Node, using the relying party
identifier(s) shown below.

2. Test SS0 and SLO by selecting the link for 2ach Admin Node:
e https./f fidp/startSS0 ping?PartnerSpld=5G-0C1-ADM1-106-69

e https/f fidp/startS50 ping?PartnerSpld=5G-0C2-ADM1-106-73

3. StorageGRID displays a success or error message for each test

When you have confirmed S50 for each SP connection and you are ready to enforce the use of S50 for StorageGRID, change the 550 Status to
Enabled, and select Save.
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A Warning

Disable single sign-on

After you disable S30 or switch to sandbox mode, local users will be able to sign in. Are you sure

wou want to proceed?
o

4. B HWE

TREFE StorageGRID BY, &7 StorageGRID ERMHE, EiaNA#oELE StorageGRID FF
AR &FEE,

IERRRAHEREA—TEETRINERER

MRELEFER (Single Sign-On, SSO) RAKXREHE, ERIELEEREIMIEEIE
2o EXMBRT, BRI UA—MEETRIGNZERHENESA SSO0. ZEERAHENR
FA 8SO , WZuiniRl T mAYER< Shell o
BERENHNE

* BABRENIHRINR,

* 88 F passwords.txt X,

* 1RHEZH root A FIZRRD,

KTFUAES

N—PMEETREA SSO 5, ErILULIAHE root AR S EREIMEEESS. ERIF StorageGRID RAHIL

£, BRI THRLAERT RS Shell FEET R LEMHBA SSO.

—MEIET SRR SSO TRUMMA LM EIET R8 SSO 9 E, MKEEENE Ny
(D) mELH - BA SSO* BEEFRBETRS, HEAFEIEHN SSO REMBRIFE,
O TER

PR
1. ERIEET A
a. AL F#<: ssh admin@Admin Node IP
b. %N passwords. txt X&HF|HAIED,
C. EANLARestHRE] root © su -
d. N\ passwords. txt XEFRFIHZE,

U root AR SMERE, RN $ Bolh # o

2. iZf7LLF&%: disable-SAML
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g ER—%EE, IBHm<SEAFHS this Admin Node only .
3. MIAEZEH SSO .

ETR—%FHER, BrTRILEEAERER.
4. )k Web 552817 1RIE—EIE T = LRI EIRER,

M7E, BTFEEMA SSO, KERNIEEIERERITHE.

5. fEFAF A root F1Zsith root BPNZBE R,
6. MNREEAEZEFEIF SSO FBMIGEAE SSO
a. EFEE > IHagHE >  BEER
b. EARIEMEIATAY SSO 188,
C. EER*REFES
M Single Sign-On T1E%EF * 1R1F * S BEIAZENMIZREFHBA SSO,
7. R EEAFELEHMREAEE DN SRR MIGRZEAA SSO .

a. JITEERITHIERIES
b. %% * A+, ARXHMIEEIEES.
C EEETRLEMBA SSO ., ERILHITUTE—TE:

" BT A< enable-SAML
LR ER—%ER, BHmIEAFR this Admin Node only o
HINERH SSO .
ETr—%HR, BrTRLEBARERER.

o BRSNS = reboot
8. M Web N528th, ME—EBIET RihRMEEESS.

9. AR 2R StorageGRID BRNE, HEBMKIUEAN SSO FHEA 8E1AIR MR EIEE,

BIELLIRE
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%F RIS

ZRIEPR—NNEEEEX M, AT 1E StorageGRID A2 (8] LA StorageGRID A%5

SMER R Z BIRIR R A ERYER.
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Certificates

View and manage the certificates that secure HTTPS connections between StorageGRID and external clients, such as 53 or Swift, and external servers, such as a key management server (KMS).

Global

Grid CA Client Load balancer endpoints Tenants Other

The StorageGRID certificate authority (“grid CA") generates and signs two global certificates during installation. The management interface certificate on Admin Nodes secures the management
interface. The S3 and Swift AP| certificate on Storage and Gateway Nodes secures client access. You should replace each default certificate with your own custom certificate signed by an

external certificate authority.

Name Description Type @ Expiration date @ =
Secures the connection between client web browsers and the Grid
Management interface certificate Manager, Tenant Manager, Grid Management API, and Tenant Custom Jun 4th, 2022
Management APL
Secures the connections between 53 and Swift clients and Storage
G Nodes or between clients and the deprecated CLB service on Gateway
S3 and Swift API certificate Custom Jun4th, 2022

Nodes. You can optionally use this certificate for a load balancer

endpoint as well.

2. IEIEBNE EEE—NETR, DIRENE XS MEBE
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KMS setup

Create a StorageGRID
client in the KMS

Obtain KMS details:

¢ Host names and port

s Alias for encryption key
e Server CA certificate

* Public client certificate
e (Client private key

Add KMS to Grid Manager
for a site or group of sites

Poweron

or reboot?

Appliance setup

Enable node encryption in
Appliance Installer

install appliance:

e Disks are encrypted
with data encryption
keys (DEKs)

* DEKs are encrypted
with temporary key
encryption key (KEK)

Deploy appliance asa
node in StorageGRID

Has a KMS

been configured for
the site?

Appliance receives KMS
configuration

Appliance connects to
KMS to request key

KMS key replaces
temporary KEK

Appliance is secured by
KMS
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il ||HH| HS
] |

- Appliance node with node encryption enabled

X Appliance node without node encryption enabled

- Non-appliance node (not encrypted)
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Key Management Server

If your StorageGRID system includes appliance nodes with node encryption enabled, you can use an external key managemeant server (KMS) to manage the encryption keys that protect vour StorageGRID at
rest,

Configuration Details Encrypted Nodes

You can configure more than ons KMS (or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manags the keys for the appliance nodes at a particular site.

Before adding a KMS:

» Ensure that the KMS is KMIP-compliant

= Configure StorageGRID as a client in the KMS.

» Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For complete instructions, see administering StorageGRID

‘+ Creata || # Edi || @& Ramove
KMS Display Name © Key Name © Manages keys for © Hosthame © Certificate Status ©

No key management servers have been configurad. Select Create

2. R QI
R ERARINZAEERSERESHE 1 (AN KMS FAER) .

Add a Key Management Server

0 :

Enter KMS Upload Upload Client
Details Server Certificates
Certificate

Enter information about the external key management server (KM3) and the StorageGRID client you configured in that
KMS. If you are configuring a KMS cluster, select + to add a hostname for each server in the cluster.

KMS Display Name @
Key Name @&
Manages keys for & - Chonoss One - v
Port © 5606

Hostname @& o

3. 7§ KMS F{&7E1% KMS FEZER] StorageGRID B RGN TER.

FEE Description
Kms EREHR —NERMER, PIEBERRL KMS o 4N F

12 64 MFRFZIE
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FE Description

AR StorageGRID & imE KMS BT Z RSB, &
TF 1 5 255 MNFERFZIEL

BIEMEA B 51tk KMS XB£H) StorageGRID s, MR BIAE
, BN AERREE AL ENRRERRSS, RS
BEREE—1ERIAKMS , UEWRAZE—NKMS B
BB R TERTS -

- MBI KMS BB EIES g ET S0
5, EEE— .

PR AR HEAM KMS BIERIES (FRIA KMS )
* AJERE—NEIAKMS , iZ KMS BNATRE
T KMS BUEiE R IR ETE RS RHARN
BRI o

cOERL r NREEFERIE R TH EREIA
KMS &, BRFAEHT KMS $21H S5tk a8y
[RIEINEER, MNREF KMS BEEERERE

IIEEIR.

Port KMS fRSS2E A TEABEEERENDIY (Key
Management Interoperability Protocol , KMIP ) &
=00, BRIAJ 5696 , BN KMIP tRimM,

ENH KMS BY5E2REERZE IP ik,

c3E: *IRSBEIEPA SAN ZERMMESEELL
fh4NBY FQDN 5§ IP sk, &,
StorageGRID RF;£1E#E] KMS 3§ KMS &58%
FEFR B RS 280

4. NBEEMANE KMS BB, EEENS 4 NEHTHE MRS RFMENSG.
R S L
F 28 LERSIF/ES

ERNEAEERSSEASNE 25 (LERSFIER) F, S EE KMS RS SHIER (SIEPEE) . &8
T ARSZESIEP, JMER KMS BILAME StorageGRID #17 & {2503IE,

TR
T M PE2 (EERSIIIER) *F, NWEIREFENRSFIEBSIERFENUE.
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116

Add a Key Management Server

o—0

Enter KMS Uplead
Dietails Server
Certificate

o
Upload Client
Certificates

Upload a server certificate signed by the certificate authority (CA) on the external key management server (KMS) or a
certificate bundle. The server certificate allows the KMS to authenticate itself to StorageGRID.

Server Certificate &

ERIEFEXF
LB B RARSS BIE BT iz

EBrowse

=1 3



Add a Key Management Server

o o0 -

Enter KMS Upload Upload Client
Details Server Certificates
Certificate

Upload a server certificate signed by the certificate authority (CA) on the external key management server (KMS) ora
certificate bundle. The server certificate allows the KMS to authenticate itself to StorageGRID.

Server Ceriificate @ Browse k170vCA pem

Server Certficate Metadata

Server DN:  /C=US/ST=MD/L=Belcamp/O=Gemalto/CN=KeySecure Root CA
Serial Number: 71:CD:6D:72:53:B5:60:0A:8C:69:13.0D0:4D:D7 .51:0E
Issue DN:  /C=US/ST=MD/L=Belcamp/O=Gemalto/CN=KeySacurs Root CA
lssued On: 2020-10-15T21:12:45.0002
Expires On: 2030-10-13721:12:45.000Z
SHA-1 Fingerprint: EE:E4:6E:17:86.DF:56:B4 F5:AF:A2:3C:BD:56:6B:10:DB:B2:5A 79

= 1

() wRELEORBIBEGE, NEMEBNTRES SRR ESIETN+ L,
3. 3% T—%

B3P LEBFFIRIER

Eﬁmﬁﬁéﬁwﬂﬁﬁvm%Bi(tﬁ%F“E%)$,@ﬂut%§F“E%ﬂ%F“E%§ﬁﬁ%o
EFPIEPRIF StorageGRID @ KMS #1759 18IME,

pg
T M*HR3 (EEEFPHKIER) * &, WRETFIKIEBHUE.
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Add a Key Management Server

—0 0

Enter KMS Upload Upload
Details Server Client
Certificate Certificates

Upload the client certificate and the client certificate private key The client certificate is issued to StorageGRID by the
external key management server (KMS), and it allows StorageGRID to authenticate itself to the KMS.

Client Certificate € Browse

Client Cerificate Private Key @ Browse

 omce | oo S
2. HERPIHIERXH,
HEBPR BRE P imiE BT iz,

3. B EFIRIEBNERAERRMUE,
4. EEFAEAN Mo

LB 2T P IRIERBME P ImES T AR AN TSR
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Add a Key Management Server

S

Enter KMS Upload Upload

Details Server Client
Certificate Certificates

Upload the client certificate and the client certificate private key. The client certificate is issued to StorageGRID by the
external key management server (KMS), and it allows StorageGRID to authenticate itself to the KMS.

Client Certificate @ Browse k170vClientCert pem

Server ON:  /CN=admin/UID=
Serial Number: 7D:5ABA2T:02:40:C8:F5:19:A1:28:22:E7:D6:E2:EB
Issue DN: /C=US/ST=MD/L=Belcamp/O=Gemalto/CN=KeySecure Hoot CA
Issued On: 2020-10-15T23:31:48.0002
Expires On: 2022-10-15T723:31:48.000Z
SHA-1 Fingerprint: A7:10:AC:39:85:42:80:8F FF:62:AD-A1:BD:CF:4C:50:F 3:E9:36:65

Client Certificate Private Key @ Browse k170vClientKey. pem

=13 B

o WERTF

MAZAERRS B IRET RZERIER, MRFIAEENYAN, HEE KMS LINEIERBESR, Wi
MR EIERS 2GRN D BAEIERS [/ IE LR,

(D A0 KMS 5, ZAEERSS S IIE EANEFIRNSKIIENER AR, StorageGRID AJRERR
FKIX 30 DA BEIRIE MEBRIKIPRT. EIRIET Web X528 74 BB E HATIAS.

6. INRIERF * RF * WETEIRHEE, BEEHERMAGEE, AREER"HE*
Fan, WMEREFMIAKLK, EAIEESUE 422 ¢ Unprocessable Entity 51z

7 MRFEARFYAEEMAMRINDERE, 185EE * BHERE
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Add a Key Management Server

O—0 0

Enter KMS Upload Upload
Details Senver Client
Certificate Certificates

Upload the client certificate and the client certificate private key. The client certificate is issued to StorageGRID by the
external key management server (KMS), and it allows StorageGRID to authenticate itself to the KMS.

Client Certificate @ Browse k170vClientCert pem

Server DN:  /CN=admin/UID=
Serial Number: 7D5ABA27:02:40.C8:F5:19.A1.28.22.E7.D6.E2.EB
Issue DN: /C=US/ST=MD/L=Belcamp/0=Gemalto/CN=KeySacure Root CA
Issued On: 2020-10-15T23:31:45.000Z
Expires On: 2022-10-15T23:31:49.000Z
SHA-1 Fingerprint:  A7:10:AC:39.85:42:80:8F FF 62:AD:A1:BD:CF-4C:90:F3:E9:36:69

Client Certificate Private Key @ Browse k170vClisntKey. pem

Select Force Save to save this KMS without testing the external connections. If there is an issue with the configuration,

you might not be able to reboat any FDE-enablad appliance nodes at the affected site, and you might lose access to
your data.

] e [ o

4% * BHIRAE * TRAE KMS BB, BRSNS 5% KUS I s, MEAS
()  mECEmE , Ntk EREnSEMES L CERSANBIEETS, E0a
RAZE, (EATBTAB MR,

8. BEMINES, MRHLERFRELE, HEE *HE .

A Warning

Confirm force-saving the KMS configuration
Are you sure you want to save this KMS without testing the external connections?

If there is an issue with the configuration. you might not be able to reboot any appliance nodes
with node encryption enablad at the affected site, and you might lose access to your data.

BR7F KMS B2E, BEXRMNiXS5 KMS 89%E#Z,
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EE KMS FHER

BRI IAEE B X StorageGRID 24N EZAEERSSE (KMS) BIER, BfERSES
MZ P imIiE B SRS,

p
R BCE > w2t > BIREIERSE

LR BB EIERS R NE. REFAERENRER T ERENEMEAEERSE.

Key Management Server

If your StorageGRID system includes appliance nodes with node encryplion enabled, you can use an external key management server (KMS} to manage the encryption keys that protect your Storage GRID at
rest.

Caonfiguration Details Encrypted Modas

‘You can configure more than one KMS (or KMS cluster) io manage the encryption keys for appliance nodes. For example. you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS

» Ensure that the KMS is KMIP-compliant.

« Configure StorageGRID as a client in the KMS.

= Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For complete instructions, see administering StorageGRID.

| 4 Create | ‘ # Edit | | o Remove|

KMS Display Name Key Name © Manages keys for & Hostname @ Certificate Status ©
® | Default KMS test Sites not managed by another KMS (default KIMS) 10.96.95 164 " All certificates are valid

2. EFEE KMS IRFMER.

FE& Description
Kms EREZ KMS B9 1% 2 o

FEABR KMS 5 StorageGRID &P IHHIZAR B
BIEMNEA 5 KMS xE%BY StorageGRID 453,

tFERETSE StorageGRID | IESEMZ R * R
Hitt KMS (BAIA KMS) BIEfjubs, *
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FE Description

FHE KMS H5E2PREZ B K IP ik,
MREHTVSHINBHEERSE, WSFHXHEN
IREZBNTRIRTEIHZ N IP ik, WMREBTER
PMAERNZIREERSS 2R, NEKFTIHE—D KMS B

FTEMREHFDY P it LI S EF R E A EIEAR
QELEE,JQKEO

fflgn: 10.10.10.10 F 10.10.10.11 8§
10.10.10.10 FMEM 2,

BEEESHPHFIBAENS, BEFE—TKVS , A
[EIEHE * 48 * o

HEPIRES HEQEEﬁE:B, A% CA IE BB IFIEBHHFPRES
B, BEHE, BMEERIEASRA,

* JE. * StorageGRID mJREFEEKIX 30 5 A

BEEFTIEPIRES. ERATRIFT Web 257 8E
EFELAIE,

3. MNRIEFRENRH, FERHE 30 D8, ABRIHT Web H5E

@ N KMS f5, ’fﬁE.“EEEER%%D‘IE_tE’JﬁE%JkMJI-J_LEDJLTﬁEE%DO StorageGRID FJ#EE
EKIX 30 DA SRS MEPBHLIRRTS. EHTRIHF Web L2371 BEEE LR,

4 MBREBRSTHETIEBE LB R, ERIRFBREEBR

ESNARBERE X * KMS CAIEREIER *, * KMS B ERIEPEIHA * 1 * KMS IRSZ2IFHINER * 4R
B2 {E 15#% StorageGRID #S(Tﬂlﬁﬁ‘ﬁﬂll‘ﬂﬁff[‘fo

() SREWEHD, EURRRBREEBE,

I

BEMET =

fE&o] IEEFB X StorageGRID 24HEREA * TRMNE * gBEREETRIER.

p
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Key Management Server

I your StorageGRID system includes appliance nodes with node encryplion enabled, you can use an external key management server (KMS) to manage the encryption keys that protect your StorageGRID at
rest.

Configuration Details Encrypted Modes

‘You can configure more than one KMS (or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS

= Ensure that the KMS is KMIP-compliant.

= Configure StorageGRID as a client in the KMS.

» Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For compiete instructions, see administering StorageGRID

= Create | ‘ & Edt | | & Remnve|

KMS Display Name & Key Name & Manages keys for @ Hostname © Certificate Status ©
® | Default KMS test Sites not managed by another KMS (default KMS) 10.96.99.164 +" All certificates are valid

-

2. MTIETRER, HEHF * BT = * kTR,

Key Management Server
If vour StorageGRID system includes appliance nodes with Full Disk Encryption (FDE) enabled, yvou can use an external key management server (KM3) to manage the
encryption keys that protect your StorageGRID data at rest

-
Configuration Details Encrypted Nodes

i,

You can configure more than one KMS {or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one
default KMS to manage the keys for all appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a
particular site.

MET REB-RYIH T StorageGRID Z4HFEREA * TRMNE * IRERILET o

Configuration Details Encrypted Nodes

Review the KMS status for all appliance nodes that have node ancryption enabled. Address any issues immediately to ensure your data is fully protected. If no KMS exists for a site
select Configuration Details and add a KMS.

Nodes with Encryption Enabled

Node Name Node Type Site KMS Display Name © Key UID © Status ©
SGA-010-096-104-67 (§ Storage Node Data Center 1 Default KMS 41bi...5c57 «" Connected to KMS (2021-03-12 10:5%:32 MST)

3 BERPEMRETRNESR.

5l Description

TIRANE RETRIBT.

REl=E St TEREE: F6E, ERIMX,
Uh e LZETI A StorageGRID 5= BI& R,
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5l Description

Kms ERER BT =8 KMS R 1% B T,
SNRAKFIHAER KMS , FEFREEIFMESET-R LRI KMS o
ANZREIERSZE (KMS)

#EA UID AFMig&ET R ENSIEHTNENRZNINEZANE— D, BE
BEITEAUD, BREUTREESETE LT,
X% (-) RTEA UID KA, AJRERENIZET R KMS Za#F

EERREER

Status KMS 5ig&T R ZERERRS. IRTREERE, NYEzsE 30
2%41@%&—}% B KMS ECEfR, PJRERE/LO 7 sEEMMERIK

I8N0

COERD  ERARIFET Web ISR REE B A,

4. NIRRT KMS [EER , iFIZBMARR IR o

EIERH KMS 12/EHfiE], K& * BEEZE KMS* . IRTREMSEFERE, WERTRERRES
( administratively down 3§ Unknown ) o

HMRSEE XN F R R StorageGRID £k

° TIANE Kms BLE
° Kms EiZHIR
° RIKE Kms NNZZ AR R
° Kms MNZZ ALK K
° Kms BEATEMN G & EHITIRE
° REEERE
ES AR XX L BERBINAVIRIE 51T StorageGRID Hxd E# T fEHERR,

(D) CHRUBEREMNG, UHREOREGHRS R

RIETAEIERSE (KMS)
f5lan, MFREHEMFEE, ErRRERBRmERHEERSHREE,

ERENNE

- BEEE EREHEERS BN EEENNER,

* MRIEHEH N KMS NS, WEBE BHESH KMS FIEEET,
© ERERERIIMEEIBE L5609 Web 145,
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Key Management Server

I your StorageGRID system includes appliance nodes with node encryplion enabled, you can use an external key management server (KMS) to manage the encryption keys that protect your Storage GRID at
rest.

Caonfiguration Details Encrypted MNodes

‘You can configure more than one KMS {or KMS cluster) io manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS

« Ensure that the KMS is KMIP-compliant.

» Configure StorageGRID as a client in the KMS.

= Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For complete instructions, see administering StorageGRID,

| & Create | ‘ # Edit | | & Remove|

KMS Display Name @ Key Name © Manages keys for & Hostname @ Certificate Status ©
® | Default KMS test Sites not managed by another KMS (default KIMS) 10.96.99 164 «" All certificates are valid

EERERIEN KMS , ARER * I8 * o

HE, EMREFACERSEASHN *PE 1 (WA KMS #4EE) * PrEdEs.

FEL Description

Kms BREFR — MERERIR, AIEBIEARIALEE KMS o ATNTF 1 Bl 64 NFERFZ(8],
ZEHRFR StorageGRID B iRt KMS FBVHtIZH5R. HANTF 1 E| 255 N FERFZ

1&]o

ERDEBERT, BRIFEREEABR. HIW0, 0R7E KMS FEHH T 51H
, WELRERIFMERSEEERIZIFFIBRIREFHEIERT, WATRE
AR

YEET IS KMS BEPET (I8) RIEHEA, ME
BT EH KMS RN BBMARIIER, StorageGRID B
SREFEREHEIEM KMS 5 ETEREFE RS (%

(D mExwEARIES) . NREREEE KMS HBHEE,
M StorageGRID AJRETC &M EIBH I TREE

ERRAEERSSFFVERFINENR
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FEL Description

EERER INREIETERIBUERFER KMS , HEFRIKERIAKMS , MR UL *
FHHEM KMS BEENIER FRIAKMS ) *o A RKIE R4S EN KMS #%
AN KMS , 1% KMS KNAT&E %A KMS BFTR iR LIRS R
BYERE R,

AR UIRBRIBUERISER KMS , NI EEFEMIL R, NRERIE
AAIA KMS , MR ERFE U o

Port KMS fRBZ 2 TERIAEERIREMEMN ( Key Management Interoperability
Protocol , KMIP) &E89im. EAIAS 5696 , BN KMIP #REim o

ENZ KMS BY5e 2 REERZE IP ik,
*oE: * BRSSEEFRY SAN FERAAIE S T NRY FQDN 5 IP i

ik, B/, StorageGRID I EERZE KMS 8¢ KMS REHHIFIBARS
8o

4 NBBEE KMS £B, BHHENES 4 HEHTNE MRS BFMENS.
5. 4% * F—% *,

R B BRI EIERSEMSNE 2 5 (LERSHIED) -

6. MNRFEHMRSERIES, IHEEF * W% * H L.
A7 = Sl N’ S

LR B iR EERSEASNE 35 (EREFFIRIED) -

8. MNRFEBMEFIHKIEPNEFIHKIEREAER, 1HEEF * W% * H EEHX .
9. W REF

MAZAERERS[ESZ MR ERIFMET RIIBIRET R ZEIRER. MRFAETREENEN, HE
£ KMS EHEIEWREVER, WEAEERS RN R AEERSSETE LARF.

10. MRETHERES, BEEHRFAGEE, AREEHBE .

flgn, WMRAL KMS EZFNIERBEBRS— KMS 12, SEEEMRAKK, MelgesUkE 422 :

Unprocessable Entity 5%,

N RERRERERZAIFTERTFIAKE, HEE * B/HRE

4%  BHIRAE * TIRAE KMS IRE, ERLIREMEE 5% KUS s s, MEAS
()  mEsEmES , Nk EREHSEMES FDERSANBIRETS, E0a
AR B, EAIREEE IR
HBHE1RA KMS BRE.

12. ERWINES, NRHLERFIREFRE, HEFH#BE .
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A Warning

Confirm force-saving the KMS configuration
Are you sure you want to save this KMS without testing the external connections?

Ifthere is an issue with the configuration, you might not be able to reboot any appliance nodes
with node encryption enablad at the affected site, and you might lose access to your data.

=

BfR7F KMS E2&, BRNIRXS KMS BIERE,

MFrZAEERS2E (KMS )

AREFERT, ErkFEMFEREERSS. fl, IREEFRMER, WAIEHRE

ﬂﬂuﬁ%lﬁlu\gﬁm KMS o

BEENRA
- MEEE FHEFACERSB{/IGEESIMNERK,
* BREAERIIMNEEIESS 2 Web 3%
* & B%A root KA R,

KXFUIAES
FELUUTERT, ERILURER KMS :

* MREREFR, HEURFRERATRMEBNRET R, WeIBRERET A KMS .
* RS NEREFELRTANKMS , HEEBEERRETRME, WEILIMEREAIA KMS o

p
1% &~ > Ret > BIREERSE

LR B BAEIERS B NE, HPER T ERENFERAEERSS.
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Key Management Server

I your StorageGRID system includes appliance nodes with node encryplion enabled, you can use an external key management server (KMS) to manage the encryption keys that protect your StorageGRID at
rest.

Configuration Details Encrypted Modes

‘You can configure more than one KMS (or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS

= Ensure that the KMS is KMIP-compliant.
= Configure StorageGRID as a client in the KMS.
» Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for

appliances that do not have node encryption enabled.

For compiete instructions, see administering StorageGRID

= Create | ‘ & Edt | | & Remnve|

KMS Display Name & Key Name & Manages keys for @ Hostname © Certificate Status ©
® | Default KMS test Sites not managed by another KMS (default KMS) 10.96.99.164 +" All certificates are valid

2. EAFEMFRE KMS RUBRIEIZH, ARERE * kR * o
3. BEEEEWIEERHNEREIL

A Warning

Delete KMS Configuration
You can anly remove a KMS in these cases:

= You are removing a site-specific KMS for a site that has no appliance nodes with node

encryption enabled.
= You are removing the default KMS, but a site-specific KMS already exists for each site

with node encryption.

Are you sure you want to delete the Default KMS KMS configuration?

=

prict i
LEEPRE MRS KMS BCE.

BEAELE

REFEAERE

ill]%,uﬁﬁﬁﬂ’]xe" RSB =FEM, NalAEFET A 9MEE S3 i ,.“ZIEHEEEEHEJEEH
I8, a0, EAEFEE— N IEERAERAFEFRRZERAXDIEiES, Flu0
Internet _EAYIR =,
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* EEARERNIAIRNR,
* BREREREIMNREERS 2589 Web %25

KXFIAES
TR U e N FEAEREIRE,
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1 &R ERE >Rl > HERE ",

E G B REFEARIEIRENE. RINERT, EOERERERT * 748

Proxy Settings
Storage

Admin

2. & * BRFERIE * SiEE,
R B A FEREFHERENFE.

Storage Proxy Settings

If you are using platform services or Cloud Storage Pools, you can configure a non-transparent proxy server between Storage Nodes and the external S3 endpoints.

Enable Storage Proxy rd
Protocol HTTP SOCKS5

Hostname

Port (optional)

3. NAEBEAFHEAIREZE N
4. B NHIEARSS BTN R EL IP Hthdik,
o (ANi) WNATEEFIAERSRENEO.

MBI NEREARD, WATSILFEES: 80 R HTTP, 1080 277 SOCKSS o
6. 8% * 15~
REFFEREE, TUREMNLTSRSAAFHE NS,
() RESKTEBEKE 10 HHA LR
7. RERERSSOLE, UHRRAMEIERE StorageGRID BT AIRSHXHE,
RS
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NRFEZAEMAE, BICHEF * BREMERE - E5%1E, ARERE *®E .

HEER
* BT FAIRSHIMEIEO
* A ILM BIEWR

REEEANIERE

WNERMER HTTP 3¢ HTTPS &% AutoSupport ;HE2 (120 B2 & AutoSupport) , B
EEBETSMIEALE (AutoSupport) ZiElEREIEERRIEARS 28,
EREHAS
s ABRERNIHIRNIR,
s BB ERAERIIMREIESE H1HA Web | H2E,

i

3

XFIAES
TR N BN EERNEEREIRE.

TR
1TEFRE >Rl > AERE ",

LB 27 Admin Proxy Settings TlE. FAINBER T, EREFZEFIREFET * FE S

2. NIDt=3REBAER * B

Proxy Settings
Storage

Admin
3. %H * BABEARE * %1,

Admin Proxy Settings

Ifyou send AutoSupport messages using HTTPS or HTTF, you can configure a non-transparent proxy server between Admin Modes and technical support.

Enable Admin Proxy |

Hostname myproxy example.com
Port 8080
Username (optional} root
Password (optional) ssssssse
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Untrusted Client Networks

If you are using a Client Network, you can specify wheiher a node trusts inbound traffic from the Client Metwork. if the Client Network is untrusted, the
node only accepts inbound trafiic on ports configured as load balancer endpoints.
Set New Node Default

This =etting applies to new nodes expanded info the grid.

New Node Client Network & Trusted
Default 0 Untrusted

Select Untrusted Client Network Nodes
Select nodes that should have untrusted Client Network enforcement.
Node Name Unavailable Reason
I | BC1-ADM1
& | bci-61
= | DC1-51
21 [ DC1-52
J | DC1-53
DC1-34

Client Network untrusted on 0 nodes

2. 7 REFNSBIAME - B, BEEY RIZESE BRI B RRARNRIARE.
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Create a tenant

° Enterdetails ——————— C:l Select permissions —————

Enter tenant details

Name @

Description (optional} @

Client type @
@ s3 Swift

Storage quota (optional) @

GB w

Cancel
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I &% * L root AR B8 F * BB EMRF,

ERM, RETRTEEIRIESE, FNHEKS, AMAFPHEE,

Create a tenant

(:) Enterdetails ——— C) Select permissions ——— C) Define root access

v

The tenant Tenant02 was created.

If you're ready to configure the tenant, select Sign in as root.

Sign in as root I & Spnedin

You can now access the Tenant Manager to configure these settings:

» Buckets Z : Create and manage buckets.
« Identity federation B :configure an external identity source to use federated groups.
« Groups [ :Manage groups and assign permissions.

o Users [ :Manage local users and assign users to groups.

I PR FECEM P MK AV
SRS SEEP EESEPTAENATIE,. Btiim, B30 A XEREF KA B

i, I:I)JJ: 1ﬁ 1:2 E‘Z L}\*ﬁ U‘ill:—'_l*ﬂ)jo
2. BEHHFIHIEER, BEHRITUUTRE:
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Tenants

View information for each tenant account. Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date.
To view more recent values, select the tenant name.

Export to CSV Search tanants by name or IC O\ Displaying 5 results

Name @ 2 Llogicalspaceused € 2=  Quotautilization @ = Quota @ 2 Objectcount € %  Signin/Copy URL @
Tenant 01 2.00GB 10%  20.00GB 100 4 0
Tenant 02 85.00 GB 8506 100.00GB 500 41 0
Tenant 03 500.00 TB 50%  1.00PB 10,000 < [0
Tenant 04 475.00TB 95% 500.00 TB 50,000 —):I |_D
Tenant 05 5.00 GB 500 4 0

2. EERBERENFAF K,
LB, "Actions" IRHE T B AIRS

3. M * M - TGRS, ¥ * B root BH5 *,
4. 5 NFEF K P USRS,
5. 4% * R1F " o

JRAEAE P K

EEUGIER SIS BN R TR, BRSHELE, AFRRILTARSRANFH
B,
ERENNE
* EEERERIIMIEEIERS 211 Web K25,
* BEARENIHIENR,
p
1. PEIE FFRP Y
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Tenants

View information for each tenant account. Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date.

To view more recent values, select the tenant name.

earch tenants by name or 10 Q Displaying 5 results
Name @ 2 Llogicalspaceused € 2=  Quotautilization @ = Quota @ 2 Objectcount € %  Signin/Copy URL @
Tenant 01 2.00GB 10%  20.00GB 100 41 D
Tenant 02 85.00 GB 8506 100.00GB 500 41 0
Tenant 03 500.00 TB 50%  1.00PB 10,000 < [0
Tenant 04 475.00TB 95% 500.00 TB 50,000 —):I |_D
Tenant 05 5.00GB 500 4 0

- ERBEREREF KA

ERRRERARIRHIEF ID BREF K.

- MIBTETHIPIRF, %8~ I8~ o

RFIERTFAMERERER (SS0) BINE. HEAKAKREEREBSHEHR,
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Edit the tenant

o Enterdetails ———— @ Select permissions

Enter tenant details
Name @

Tenant 01

Description (optional) @

Description

Client type @
CE
Storage quota (optional) @

GB w

4 RIEREENXETFRNE:

RN
- [ ¢
| RPN
 * {EEEE

S vici =l .7 S
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B IRREFERE
YN5R7E StorageGRID ZIRXIFRM AR RN LEEIR, NWHAEEREBNEERLEBEERT—FES.

g One or more endpoints have experienced an error and might not be functioning properly. Go to the Endpoints page to view
the error details. The last error occurred 2 hours ago.

HPAFAUEED " imR " THEES MNRRNENEIRER, HBEHIRRESKME, " R HEIR*"
SIEFEMEANBRESEE, FHEREELLNNE. aanss € BFET R 7 RRd.

Platform services endpoints

A platform services endpoint stores the information StorageGRID needs to use an external resource as a target for a platform service (CloudMirror
replication, notifications, or search integration). You must configure an endpoint for each platform service you plan to use.

g One or more endpoints have experienced an error, Select the endpoint for more details about the error. Meanwhile, the platform service request will be retried automatically.

5 endpoints Create endpoint

Display name @ *+ Lasterror @ * Type @ = URI® = URN @ =

my-endpoint-2 0 2 hours ago Search http://10.96.104.30:9200 urn:sgws:es:::mydomain/sveloso/_doc
my-endpoint-3 0 3days ago Notifications http://10.96.104.202:8080/ arn:aws:sns:us-west-2::examplel
my-endpoint-5 12 days ago Motifications http://10.96.104.202:8080/ arn:aws:sns:us-west-2::example3
my-endpoint-4 Notifications http://10.96.104.202:8080/ arn:aws:sns:us-west-2::example2
my-endpoint-1 S3 Bucket http://10.96.104.167:10443 urn:sgws:s3::bucketl

@ *RE—HEIR  FIFHREHRE S JRESERESTEEHEE ID . MREERIRASZRFA
IUGERIE ID £ bycast.log FEHA XILFHIRAE L FMES,

SRIEARSS 2FE X AR
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, METgEsREREIR, EffRAXLE R, FRERIBIRSSR(VISE, UWHBERASMEILESFERSEXNEE,

HBERBREEIR

MRAEISE 7 RAREEARERER, WEFPEERFHEERKEET—FERES. ERILEE " kxR " TTH
UEFEXLEIRNEZFAER,
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CloudMirror i53KE A FIRER EI BARIm R IERERIRM, EAXEERFS RIVKIESIERE S TIRREMNEMH
BAIIEK,

FaRSBEREY
BEETARSAIBERRME, BHRITUUTRE:
%j;x * -'+£ *

2. 1%4% site > * FERS *

3. EEEREIREER.
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DC1 (Site) & X

MNetwork Storage Objects iLM Platform services Load balancer

1 hour 1 day 1 week 1 month Custom

Pending Requests

1350 1355 1400 14105 (B A L1 14:20 1425 1430 1435 1440 1445

== Pending reguests

Request Completion Rate @

0.250ps 4
Dops
1350 1355 1400 1485 1410 14:45 1420 14:25 14:30 14:35 1440 14:45

== Replication completions == Requests committed

Request Failure Rate @

Qi0aops

Q05ops

Tops —
1350 1355 1400 14105 1410 T4:15 1420 1425 1430 T35 1440 1445

Replication failures
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"EERSAEA " ERRTLERLR LRITEEIRSEE, ARIETERAN RSM RSEFEET AL,
RSM ARSS AIHARIG B IRSZIEKRRIZF HE BRYIR R
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ml. ) AR, MERXEEFEET RPNASHREEETENA,

@ MRENER EEZNEE RSM IRSHFET RLIEEE, Nz EARET SRS ER
HFER.
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N VLAN EOMFAEE

1. F5EMLZH VLAN B9 ID o BRI 1 B 4094 2 jalHy{Efal{E,
VLAN ID REEM—, i, B —PibaEEREMA VLAN ID 200, XS — P ibaiE P ig
REFEHAMERM VLAN ID . BRIUES N ESERARENREOEZSMMA VLAN 0, B2, IDEE
MR VLAN EOREE— T e EHEFE—MEO,

WMNRIEEM ID EWER, WEETR—%EHE, ErllidtsEAE— VLAN ID 8IS —1 VLAN ##0, taLL
EECBCE Y, ARRBUMEAEID,

2. &, WA VLAN ZO8ER SR o

VLAN details

VLANID @

203

Description (optional) @

VLAN for 53 tenants. Uses Admin and Gateway Modes at site 1.

PO

TRIHT MRS NER LA EET RMMX TR AEO. EENE (eth1) EOFEEBIEREN,
HWAZET.

1 EE— RS PERILL VLAN EERIRREO,

5N, EEIRERER VLAN ERFMXTAANEET RBEF RS (eth2) .

157




-

Parent interfaces
Select one or more parent interfaces for this VLAN interface. You can only select one parent interface on each node for each VLAN interface.
Site @ = Nodename @ 2 Interface @ = Description @ % Nodetype @ = Attached VLANs @
Data Center 2 DC2-ADM1 etho Grid Network Non-primary Admin
Data Center 2 DC2-ADM1 eth2 Client Network Non-primary Admin
Data Center 1 DC1-G1 ethD Grid Network Gateway
Data Center 1 DC1-G1 eth2 Client Network Gateway
Data Center 1 DC1-ADM1 etho Grid Netwaork Primary Admin
2 interfaces are selected. Previous

2. R R
HikigE
1. BEERBEHHITERNEN.
° NRFEEN VLAN ID Sia)ied , imERmIngpey * HN VLAN IF4E8 o
© MRFBEBRAURDO, IHEFRTEINARRY * EFERIZEO * JkF * £—1 ",
© MRFBEMFRIED, BEFHIRE Jo
FrRE

%
3. HfF 5 N, EHEORTN " SrIAMA " TEEA—MED, HETSR * WEEO
R REOTR > M%) o

45t8 VLAN 20
4mEE VLAN 2O, nlLUOHITIA TR EN:

* BC{ VLAN ID SRRl
* AINEMIBRRIE O,

a0, IMREHLNEARET R, WATsEFEM VLAN #OFMIFRRE,
BEERUTEI

* WNRTE HA LA ER VLAN $#0, NMFEEEZ VLANID .
* WRIEOE HA BfER, NABERPRZEZD.
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540, {fRig VLAN 200 E#ZIT = A B _ERIRIZOIMR HA BX T = A £ VLAN 200 0, M¥HR
B £/ eth2 M, MAEJLMERT R B REARIRED, EREMRFT R A ERNRED

3

1. 3%4% ~ Fg& * > * W48 * > * VLAN ##£0 *,

2. EAPERER VLAN BOMNNEEIE, ARG, & 1RE~ > HE",
3. AT LIEEHT VLAN ID ShinRiER » SRS, i8R~ dR4E -,

WR7E HA AAhfEA VLAN , NITEEE#H VLAN ID
4. o FE, EFHECEIEFEEELRNRZEOSMBERRERIED, A, E% 44,
S. BEEMREHHITEMER.
6. EERRE*,
fER VLAN 0O
&0 UBR— 321 VLAN 0,

YN VLAN $ZOHFIERE HA AR, NWIEEFGEMER. SN HA HPRIER VLAN #20, AEAERE
ABRo

BHEEPIARREERDY, BEERITUTREZ—:
* EMIBRLL VLAN 220280, 1B HA ERIN—1HRY VLAN #0.

s SIEBARMEALL VLAN ZO/8F HA 4,

* NREMIFRH VLAN O ZF1EEO, 548 HA H. REMPRAY VLAN 2O EMIRY IR,
FEMERORIDEE, ARMK HAAFRERIBEO. &E, BT = ER VLAN £,

p
1% BB *>* W& * > * VLAN #0 %,
2. R ERERNED VLAN EONNNERE, AME, EF - &EF*> Wik,

7 2 WANERIER,

%
EEMFRE VLAN ZOEBERIR. VLAN #ORNE L= B R— MR BN R INEE,

EESAALA
EEETAE (HA) 4: #2

TR SN EEBTRMMXTRNNEZOS A — s AL (HA) A, R HA
HARRESHZEO R ESIE, NEHEORTUERTERE,

42 HA 4H?

ERILMERSA A (High Availability , HA) #4879 S3 #1 Swift EF iR HtE A BMEIEEE, HE N Grid
Manager ME P EIER R HS oI A&
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B HA A EEEE 9 R ERIHERS.

c BEMXTE, BETASAETERMN HA 28] S3 A Swift ZF iRie s a] I EUEER.

* XEESEET AN HA ArigH 5 Mg EIESMER SRS a T AEE,

* N8R HA A{XE& SG100 8¢ SG1000 i&&F UKRETF VMware T &=, el LURIRE S AERE £
S3 Select HY S3 HF ., BINIE{ER S3 Select B4 HA 4B, {BREREA HA 4,

NI eI HA £H?

1. A URA— 1P HENEED 2RI MX T RAFE—PMEIEO, e UERAMEMLE (eth0) O, BFE
WL (eth2) 3O, VLAN ZEOKEHRMEIT SMAREO,

() 0% HAES DHCP HEHY IP Mo, NIREESEDRINEIZAR,

2. A s E—MEOEAEEO, FEOZENEDO, BRIELEHE,

3. A LIFAE A& EONM AR

4. LA ED 1 210 DEI P (VIP) ik, BF IR BEF O UEREHPEM VIP tabhEZE
StorageGRID ,

BXNEE, BFE0 IEE=0 HIE4E,

HaEEO?

EIEE12(EEAE), HAEMFRE VIP M AMEIFiEO, XRMARINFFHE—NMED, REFIZEOR

o, BEPIRMSEEIANER VIP ik, tWEEiR, FEERERE, TEORAM "active’ " 0O,

[Etf, EEBRERE, HAAGRNEMRALRKIZOEHTSY "backup' " E . FRIEE (HaJESN EORAA
, BNAREERAXEERNEO.

BEETRBEA HA BRE
BEEETREG DS HABHBERLFIRS, BER TR *>*TR_TR .

g%qlﬁiﬁ FEMREE HAS * LB, NTHRRKEIERATIHA HA 4, AZTEEMER HA AT aH
BUAAR -
**JEDh Y . HAREFIETELRT = EHEE,
&G HAHRERIRERALT R, XE—NEMHED.
*BEELE . BEERTRERE HAYA, ANEFoEEEIAMY (keepalived) ARSS.
CEE Y BTFUT RS WRERE, AT S B HAA:
o kTR EREBEITHEHTFESE (nginx-gw ) AR,
° T MM eth0 3 VIP #Z#OB X,
° TRBEXH,

FLERGIR, FEBTAERMIZIFEN HA AR, PSRN EERPIRANENEO, H_E FabricPool &
PimsA&HEO,
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DC1-ADM1 (Primary Admin Node) &

Overview Hardware Network Storage Load balancer Tasks

Node information @

Name: DC1-ADM1

Type: Primary Admin Node

|D: ce00d9cB-8a79-4742-bdef-c9c658db5315
Connection state: & Connected

Software version: 11.6.0 (build 20211207.1804.614bc1T7)

HA groups: Admin clients (Active)

FabricPool clients {Backup)

.

|P addresses: 172.16.1.225 - eth0 (Grid Network)

10.224.1.225 - ethl (Admin Network)

47.47.0.2,47.47.1.225 - eth2 (Client Network)

Show additional IP addresses v

EEORERENS R EFARR?

HATHEE VIP RO &R, R HA AR EZS MEOBEMEORERIE, N VIP iR Rk
IRFEEE—TARANENEL, MRZEOLKERE, VIPILEEET—NaRENED, KIEH,

A SERBHNRELT:

* EEEROT REXH,

* BB 7 IZEONT R SFrE EMT RpERE DA 2 2.
* JEEpEROXH,

* AETFESRRSHEL,

* SR AMRSEEL.

@ REEMNZONT RINTHINBHRERI e T ML HIERTS, B, CLBIRS (BEFA) sMg
EERNEA EERRSKM AR,

WERBIEEERAFT/LUH, HERERUERFENARFARREEETNE, FEAUKEEENERTT
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FIREEIBTTo

B
RARNPES, NRESMALNZROBXETA, N VIP BB EBNREMARKIZED,
{alfE A HA 48?

S LIERS IS (High Availability , HA) #1gfft5 StorageGRID BY=n] A&
, LMATFHRBIENEEB/.

* HA AET LU S EER AR sk A P IR SR (A 1) M BB 1,

* HA AT S3 F Swift P kiR ] A SRR,

* MR HAANEE—MEO, NeTLIREZ D VIP itk HBRHRIGE IPve ik,

REY HA AhESHRET SEIRMERMRSH, HA AT ERUGS T A. Sl HA AR, BMRHEAE
ARS3 0TS s B AR RN O,

cEIETA Y SENHTERKRS, HFAFnRmig SRt R,

CRETE L BIERHTESIRSH CLB RS (BEA) -

HA Af A& IR T RN HA 4R
518 Grid Manager *FEETS (E)

*EEEETR

coE FEETROTNERO, REEPIEIENEEETRR
7o

iRt EI2eE c FEETRYEEXEETR

S3 3¢ Swift & i1 1al—fh & T 1 s BIETS
23RS

By S3 B iiAIA] S3 Select * SG100 = SG1000 i&%&F

* HF VMware B9 4T &S

* ¥ * . {#H S3 Select BYZEIN{ER HAH, BAREXRFEHR HA 4,
S3 8 Swift ®FiFIAIEl— CLB fRZ  * MXT =

*3¥: *CLB IRZBEFEHR.

¥ HA A5 Grid Manager 5(#H F EI22545 5 fE FARVPRE!

902 Grid Manager E(FEF EI2EARSZ KM, WAARE HA BE[ERE,
NRERERFERBIERFINEERRNAFEER, WS EEHUNERERT RMEES.
SEEETRAARN, TERITEESEPIRE. TRERSHRE, EaLERMNREESFEE StorageGRID
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AR,

¥ HA A5 CLB IRS4E G ERRIIRF!

CLB RS R EHFEAZTE HA B A HIEHT,

@ CLB BREEEH,

HA ZBRVECE EDT

TEZEGIRATER HA BARNAEG . S METERE R,
HER, BEeRT HAGRNEED, SERT HA AFNEHED,

Active-Backup HA
GW 1 (Backup)

HA Group 1 VIPs
_L) GW 2 (Primary)
_I—} GW 3 (Primary)

GW 4 (Backup)

HA Group 2 VIPs

DNS Round Robin

I » GW1IP
DNS
Entry

‘ » GW2IP

GW = Gateway Node
VIP = Virtual IP address

Active-Active HA

. » HA Group 1 VIP

DNS
Entry

P HA Group 2 VIP

» GW 1 (Primary in HA 1)
(Backup in HA 2)

GW 2 (Primary in HA 2)
— (Backup in HA 1)

TREETEFFIREN HARERNML S,
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Configuration mH

FohFEH HA

* RS ERE

DNS #1& * REREEHE.

* TRE XM,

F5h - EEHA * MENHESZN HA A,
- Ak HA A ET RN REEFTE,

* REFH RS

Rt
ERI L ECES AT A ( High Availability , HA) 4H,
& AMIAE,

BEBHRE
- R ERERTIMAR GRS 56 Web 4,
« {RET root JHIEAIR.

i

)

* [ StorageGRID EIE, T/ EBfk#ix

R =
* =M HABFRE-NTRAFERDR

So BT HAAELE—ITRATFE
AR,

* MIERBREERIE, XAIEBRTER

T Ao

* ZEE7E StorageGRID ZIMCEEH,
s EERPLHENETIRRINE,

* BEEEEE

E1F StorageGRID Z ML EFEH,
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* FERPERREITIVRINE,

DR EET RE XTI R LIRSS

* INREIHITE HA AFPFER VLAN 20, MNEEIEZE VLAN £#0, FS R & VLAN [,

* IR HA BT S ERABEED, NEeIZitiEn:
° * Red Hat Enterprise Linux Z CentOS (Z&ETS=ZAEI) *:
° *Ubuntu 8¢ Debian (RETRZED *: GIETREENM
Linux : [A1F3 sURIIARAk S i 1EHE O

° *Linux (ZEWZRE) *:

BIET REEXMF
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SIS AtA

SIS AMAN, EREE— IS MEOAHRRARIRNFNEHAITAR, A, EF—1EZD VIP it
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W\ HA HEVIFAER
1. 79 HA LRIt — P HE— B R,

Create a high availability group

o Enter details C} Add inte

Enter details for the HA group

HA group name

Description (optional)

2. &, WA HAEARR—-ER .
3. B ket v
[ HA A7 N
1 &R S MEOLURINEILE HA 48,

ERVINFEMNITHITHIF, WEMANERFUE PR,

Add interfaces to the HA group
Select one or more interfaces for this HA group. You can select only one interface for each node.

SEAET Q Total interface coun
Mode = Interface @ = Site @@ = IPv4 subnet =2 Mode type @ =
DC1-ADM1-104-96 ethD @ pC1 10.96.104.0/22 Primary Admin Node
DC1-ADM1-104-86 eth2 @ DC1 Primary Admin Node
DC2-ADM1-104-103 ethD @ bc2 10.96.104.0/22 Admin Node
DC2-ADM1-104-103 eth @ DC2 Admin Node

0 interfaces selected
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(D) e VIANEORE, BSE8S 5 9%, EREORTERD,

WERREE C1RYEN
© WIMEMEE— MR,
° BMREN T RER—TEO,

* R HABRTEETNRRS (BEMNREESNEFEES) 0 HARE, BOEREET R LaE

Ho

° WNR HA AT S3 5 Swift FFIRAEHTT HA RIF, FEREET S, MXTRIAE LAED,
° R HA BT EFFARY CLB ARS#H1T HA RIP, 1IB{UEEMX T = LAVEEO,
* IFEERARRETN R LAED, WEET—FERMIR. RARIREL, WRRKEHRERE, Wi

BT R _ERTRET A E R SRl EED T IR MBIBRSS. B, BHOMXTRIEZENEET RIRSREME HA
RiF. A, %ﬁ%ﬂ%ﬁ’dﬁﬁ‘}ﬁ%?ﬁi'ﬁﬁ*ﬁﬁﬂLX?ETJ%E’JFEE@E?FHEO

© MRFTFEFZED, WHERERHKER, TRRTRHETESEER.

Site @ = Node name @ %

Dimda i~ nundeoe (. T I‘\tﬂl

You have already selected
an interface on this node.
Select a different node or
remove the other selection.

A1

Crata CErmieT I LT Rl e W

° IRFEMEONFREIMXSFZ—MEEROPR, NI EERZED,

c MREREBENZOEEEFHS P ik, NI EEFEZZEO,

2. AR Y

HTE LRI
1. HELL HA ARV EROMERED (FEES) #EO.
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Determine the priority order
Determine the primary interface and the backup (failover) interfaces for this HA group. Drag and drop rows or select the
arrows.

Priority order @ Node Interface @ Node type @

1 (Primary interface) : DC1-ADM1-104-96 eth2 Primary Admin Node

2 3 DC2-ADM1-104-103 eth2 Admin Node

@ SN HA ARSI EERSEIRNR, WATEFEEET R EN—MEOFAER
Mo FEgirIiZREMEEET RHIT

FIRFHNE-MEAREEO, FEOZEDEO, FRIFELERE,

R HABEEZMEO, MEROLHIKE, N VIP HIBRZEETRANESMARED, WRZEOLE

HEE, VIPMIEERERTAN T —M&SMARED, KILSSH,

2. IR ARG

i\ IP ik
1. £ * M CIDR * FE&d, LA CIDR RREIEE VIP FW— IPv4 #ilit FIRSITAIFREE (0-32) o
MBI R BEIR B E R ENAL, FI80, 192.16.0.0/226

() tnmEm 32 (HIE, W VIP Rk FEREHEER VIP bk,
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Enter details for the HA group

Subnet CIDR @

Specify the subnet in CIDR notation. The optional gateway IP and all VIPs must be in this subnet.

h s A drace follawiad 5 clach and the ciibnat lensth (D-37
Pvd address followed by a slash and the subnet length (0-32)

Gateway IP address (optional) @

Optionally specify the IP address of the gateway, which must be in the subnet. If the subnet address length is 32, the gateway IP
address is automatically set to the subnet IP.

Virtual IP address @

Specify at least 1 and no more than 10 virtual IPs for the HA group. All virtual IPs must be in the same subnet. If the subnet length is
32, only one VIP is allowed, which is automatically set to the subnet/gateway IP.

Add another IF address

2. 5#E, MREMS3, Swift, BEEHFEFEFHEMEMFRIAEIXL VIP i, ERAN * X 1P ik -
o PIRMALTIE VIP FRIH,

EFFIRNEERER AP FEALMXIGRIEDL 1P ik,

3. Q HA B3I N—1EZ 4 * B3 IP Btk * o &RZ0ILURAN 10 4 IP Hutit, FRE VIP #ATF VIP FM

B ERME— IPv4 tilit, EHEILSEERM IPv4 1 IPv6 Hthlit,
4. EHE * BIEE HALH * HIkdE * 5ER * o

HPHSRIRE HA 41, EIE AT LUSRERBRE P bk,
() =K% 15 9%, WUEX HA AFHIER AT AES S,

[E55 5

YNREMEAILL HA BFTRETE, BEIBR— AR T s < LU E iR DM REE O+ M INE R BIER.
BEEN BB N H T SRR

‘miEE P AEA

TR URAES A A (High Availability , HA) fALAECREZ MM REER , ANSMERED, EeRMIRIT
RN EFTREHA IP ik,

e, MREBMFFSERHT RIERRETE PEEROAXKNT R, WAIEFERIE HA 4,
p
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13 &~ > W% > SRR

"SR RALA " TEZRFAEIER HA A,

High availability groups B8 e kg

You can group the network interfaces of multiple Admin and Gateway Nodes into a high availability (HA) group. If the active
interface in the group fails, a backup interface can manage the workload.

Each HA group provides access to the shared services on the selected nodes. Select Gateway Nodes, Admin Nodes, ar both for
load balancing. Select Admin Nodes for management services. All interfaces in a group must be in the same subnet. You assign
one or more virtual |P addresses (VIPs) to each group. Clients use these VIPs to connect to StorageGRID.

0 * You cannot select an Interface if it has a DHCP-assigned |P address.
» Wait up to 15 minutes for changes to an HA group to be applied to all nodes.

Create SEarcn O\ Total HA groups count: 2

Name @ %  Description @ = Virtual IP address @ = Interfaces (in priority order) @ %
i . . 10.96.104.5 DC1-ADM1-104-96:eth2 (active)
FabricPool Use for FabricPool client access
10.96.104.6 DC2-ADM1-104-103:eth2

DC1-ADM1-104-96:eth0
DC2-ADM1-104-103:eth0

53 Clients use for 53 client access 10.96.104.10

2. ERERIER HA AN NS EHE,
3. IRIEEEMHABTHITUATEEZ—!
° WEFR * IRME * > * {RIBEI 1P Huhk * LURINELMBR VIP Hdt,

° JEFE * 1RME * > * 4RIE HA L * I EFTAM B FRSERIAER , ANSMERED, ELERIRFI RN
fRiEg VIP ik,

4. JNSHEET * SRABREDN 1P sk >
a. ST HA BB 1P Stk
b. %#E * RTF * o
C. MR * FER * o
o WNRIERET * RIE HALH * ¢
a. (Ank) EMANRIRTA .
b. 5, MEARSEUH kXS EAELURINEMIERED,

C) gNR HA AR PR EERSEIHRNR, WATEFEEET R EN—MEOFAER
Mo REAPIREREMEEETRIAT
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C. 3¢#E, WA LHEMITRERMUL HA AN EEOMNEAEHEONRERIEF.
d. BETLAEHTRESA IP ik,
e EFERTF, FAEER TR o

() Z@Kk 15 9%, LUET HA AR ERNAFAET S,

pRE AT At

TR —RBBF— P HE ST AN (HA) H, BR, IR HAAHER — I HS M FERER, WA
TBRIZ A

ABILEE P imelT, BERRR HA A2 B EARFMAY S3 8 Swit EP RN AERF. EMETEFRUE
FEMh IP ik T&ERE, BN, REHENROKENRRE HA LRI IP LS IP i,

p
1T&FRE > WL > S AR
2. EARERFRHEN HA BRNERIE, AT, EF * #BE > MR HAA
3. EEIMHESHIER * MEk HA A * LIIAERYERE,

EERFE HA BERERMER. SRTAMENE E=ER— M RERIIEE

BIENH T
Manage load balancing : #{iA

&R LAER StorageGRID T #F#IaEAMEM S3 1 Swift B IR AMICER T IEHH,
AEFEBIE ST FET RZEDH TERRIEEREARERRSRENERS

==
A OB A T AN P s TR EHT RS TE.

* EARHETFERRS, ZRSREEEETRMMNXTR L. AHTERRSREMS 7 BERFETE, A%
FUmiERHIT TLS &1k, KEBRHARYSHEFET RBRReER. XEBWNNHHTEIH.

BB AHTFEHNIERE—HHTERRS,

* FREFARERAHTER (CLB) BRSS, ZRSNRLREEMKXTIR L. CLB IRSZIEME 4 BHHTHE
FSTHFHERS S

BB AHTENTERE— CLB IRE (BEERA) o
* ERE=HRHTEE. BXFAREE, BERER NetApp R RK.
AT EHN TERIE—NH T &8RS

AHTERRSFENNINZERZNE FIENAEF D REFET R, BEREARETE,
AfE B AR B IR AR e & S 3 T 1R im o
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&0

BHRENEETREMNXTREENH TSRS, BAXETNTRERBEASNHTERRS. EFEAFETR
23T RECE R R

BN AEHFE SRR IEE— MR, —MNEMY (HTTP I HTTPS ) , —1M&EFPimEE! (S3 5 Swift )
M—NMPEER, HTTPS if S EEARSW/IUFH, BIHBERR, EaILUSEH =i ORI aERIE RS
 WIESATAM (HA) HB9EH P ik (VIP)

c BFEBEET AMMXT RS EMLEO

IR
& AR LAAEETEE T A H T ESRRSHERT R ERENEARS, EERNMISM . w0 80 1 443 &R
TRERE, EEXERO BN RN XT R ER T BT

NREEHRIMEM IO, WAREERERNREOEENH TERRR, ErIUERERMRSNEOE RS,
BXEin R EMRITEIRIE CLB inOFMARSS, MARRAHTFERMS. RBPITERHATTIRE iRm0 =5
BRETo

@ CLB RS EHA.

CPU ATF%

EEEFET R¥ % S3 5 Swift MER, SMEETRMMXT R ENAHTERRSSMIIET. @Imsed
12, MHEFTHBRSZKEZIERBHE CPU AIAMESHFHET R, Tm CPU ARG ESR/LohEHR—
R, BNETRRSEMERERN, BMETRIREFIAEN 100% SKREREFAER, LINFRBEEFEETROE
&/ NEARNEE,

FEREBERT, BX CPU AIRMMNE SR T AT AR IRSFAITERIIER.
B 3T #i2slnm

AT EEsmURE T S3 M Swift F A IRTEEZEIMXAEE T R LAY StorageGRID 2
T 2R AT LUE R B9 iR O A P48 118

ERBEONE

* R ERT RIS BRI L5 Web 22,

* BE root IR,

* IREEHEERMSEAT AR TEHRBANKO, WRTECERRS SRR GOSN,

* BESIRITVERNERSAAY (HA) H, BNER HAA, BRERFER HAH, BSR EESAH
1E2H,

* TR IER R BHEER S3 Select BY S3 FH/, REEEREMEN T =87 IP #13ks FQDN , FF S3
Select B9 & Frasim N A FEHA SG100 2 SG1000 1&& LUAKRETF VMware BIE 4TI =,

s MEEEITRIERE[ VLAN 2O, 38R ifE VLAN #0,
s MREBQIE HTTPS v (BN , WBABRZFEBHER.

() MBSTBAHERFTAERERE 15 D ERATRE T .
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DB o

° YNREAEMA StorageGRID S3 # Swift API IEF (LRAITATFEEERIIZHETR) , WERRINERER

HAHBRIMHERBMANEERNBEXIES. BFEIEE S3 1 Swift AP IEH,
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Create a load balancer endpoint

o Enter endpoint details ———— O binding

Endpoint details

Name @

Port @

Enter an unused port or accept the suggested port.

10443

Client type @

Select the type of client application that will use this endpoint.

@ s3 Swift

Network protocol @

Select the network protocol clients will use with this endpoint. If you select HTTPS, attach the security certificate before saving the
endpaint.

HTTPS (recommended) @ HrTe

Cancel
FEL Description
Name IR BVER MR, R ERTER T &8 R UERRF,
Port A& FiRSEAEREEET RMMXTI R LB A H T &R,

ERENNIRD SHRMARMMBRS K ERNEFAIMIED BMA—TTT 1
%l 65535 Z [EIRY{E.

NRIN "o 80" L *o 443", MNENXTRLEERR, XEiKOTEE
TR LEFE.

BB MaEEEN BXRINIRONER.

iR BEEALRERNEFIRNAEREE, FJLUE * S3 8 * Swift* o
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FE

PILE Y

2. R R

R ERET

Description
B P IR I 2 1 i mm B 35 BB RO B 1Dl
* & *HTTPS * Al TR LM TLS MFRBE (BN . BIMinE it
B, REFEFRFLIRS,

* R HTTP * AISRHARRENRMEZBS, WNTFIEEFMNIE, BNER
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Binding mode @

Select a binding mode if you plan to monitor or limit the use of this endpoint with a traffic classification policy.

The binding mode controls how the endpoint is accessed—using any IP address or using specific IP addresses and network
interfaces.

Global @ Mode interfaces Virtual IPs of HA groups

If you use the same port for more than one endpoint, an endpeint bound to HA groups overrides an endpoint bound to Node
interfaces, which overrides a Global endpoint. If this behavior does not meet your requirements, consider using a different port
number for each endpoint.

DERECD Q Total interface count: 3
Node = Nodeinterface @ = Site @ =2 IP address @ = Nodetype @ =
DC1-ADM1 eth0 @ Data Center 1 172.16.3.246 and 2 more Primary Admin Node
DC1-ADM1 ethl @ Data Center 1 10.224.3.246 and 5 more Primary Admin Node
DC1-ADM1 ethz @ Data Center 1 47.47.3.246 and 3 more Primary Admin Node

3. WNEEERT *HAAMEIL IP * , IFHEFE—PFHZ N HA A,

Binding mode @

Select a binding mode if you plan to monitor or limit the use of this endpoint with a traffic classification policy.

The binding mode controls how the endpoint is accessed —using any IP address or using specific IP addresses and network
interfaces.

Global Node interfaces @ Virtual IPs of HA groups

If you use the same port for more than one endpoint, an endpoint bound to HA groups overrides an endpoint bound to Node
interfaces, which overrides a Global endpoint. If this behavior does not meet your requirements, consider using a different port
number for each endpoint.

Name @ = Description @ = Virtual IP address @ Interfaces (in priority order) @ 2

4h

Searct Q Total interface count: 2

) . ) 10.96.104.5 DC1-ADM1-104-96:eth2 (active)
FabricPool Use for FabricPool client access
10.96.104.6 DC2-ADM1-104-103:eth2
. E DC1-ADM1-104-96:eth0
53 Clients use for 53 client access 10.96.104.10

DCZ2-ADM1-104-103:eth0

4. (NIREGIE *HTTP * Inm, WAFEMINESR. &EF * IR * LUMIMHNARFERER. AR, %3 %

FifEe BN, IBIEEEE * 4k4: * LIMANIES.
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* BEEEFAMHTHRERNESER, BEEAHTERHERE A%,
Name @ = Port @ = Metwork protocol @ 2 Bindingmode @ = Certificate expiration @ =
FabricPool endpoint 10443 HTTPS Global Oct 19th, 2022
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FabricPool endpoint #

Port: 10443
Client type: 53

Network protocol: HTTPS

Binding mode: Global
Endpoint ID: c2b6feb3-c567-449d-b717-4fed98c4a411
Remove
Binding Mode Certificate

You can select a different binding mode or change IP addresses for the current binding mode.

Edit binding mode

Binding mode: Global

o This endpoint uses the Global binding mode. Unless there are one or more overriding endpoints for the same port, clients can access this endpoint
using the IP address of any Gateway Node, any Admin Node, or the virtual IP of any HA group on any network.
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Endpoint Domain Names

Virtual Hosted-Style Requests

Enable support of 53 virtual hosted-style requests by specifying APl endpoint domain names. Support is disabled if this list is empty. Examples: s3.example.com,
s3.example.co.uk, s3-east example.com
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DC2-SGA-010-096-106-021 (Storage Node) & X

Overview Hardware Network Storage Objects ILM Tasks

Node information @

Mame: DC2-5GA-010-096-106-021

Type: Storage Node

ID: f0890e03-4c72-401f-ae92-245511a38e51

Connection state: o Connected

Storage used: Object data ™ @
Object metadata 5% @

Software version: 11.6.0 (build 20210915.1941 afce2d3)

|P addresses: 10.96.106.21 - eth0 {Grid Network)

Hide additional IP addresses A

Interface 3 IP address &
eth0 (Grid Network) 10.96.106.21
eth0 (Grid Network) fe80::2a0:98ff:fe64:6582
hic2 10.96.106.21
hic4 10.96.106.21
mtc2 169.254.0.1

Alerts

Alert name 2 Severity @ = Time triggered 5 Current values

ILM placement unachievable [&

© major 2 hoursago @
A placement instruction in an ILM rule cannot be achieved for certain objects.

LI EH TLS EZEMZG

StorageGRID 24X IF—AHERNEFREEY, BTFiEEmELZE ( Transport Layer
Security , TLS) EEZIBTFEMBRKEMNFZEBIIINE RS

ZHFHY TLS RRAS
StorageGRID X#5#F TLS 1.2 #1 TLS 1.3 EHEZE A FEHBKESMFE B IMNI RS,

NTHRE—RIIIMNBRSERS, HNERTAISIHINIRRESERD TLS Bhdo MFIRATHFE S3 8L
Swift & F imi A2 R ERREREYIR.
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@ hilhRZS, 255, BIATMEEN MAC BIEF TLS ECEIRDIE StorageGRID FARAIECE,
REPXERERRERR, BEALRY NetApp TR A%,

SR TLS 1.2 ZEEMS
SEAT TLS 1.2 BIEEH:

+ tls ECDHE_RSA_WIT_AES_128_GCM_SHA256

+ tls ECDHE_RSA_WIT_AES_256_GCM_SHA384

 tls_ ECDHE_ECDSA_WIT_AES 128 GCM_SHA256
 tls_ ECDHE_ECDSA_WIT_AES 256 _GCM_SHA384
 tls_ ECDHE_RSA_ WIT_CHACHA20_POLY1305

+ tls ECDHE_ECDSA_ING_CHACHA20_POLY1305

* tls_rsa_and_aes 128 gcm_SHA256

» tls_rsa_and_aes_256_gcm_SHA384

I TLS 1.3 BREH
SHELUT TLS 1.3 ZBREH:
* tls_aes 256 _gcm_SHA384

* tls_chacHA20 POLY1305_SHA256
« tls_aes_128 gcm_SHA256

BN RINE

StorageGRID R4fERZHIE ;zé ( Transport Layer Security , TLS ) {RIFMET S
BRI ARZRITHITRE. MEERMNZETETIEE TLS BFINERMET a2 EfiztliRngn
B, SEFSFMEIENE
ERBONE
s BB ERERTIMIREIEES 21789 Web XI55 28
* BAEBRENIARNE,

XFIES
NBERT, MEEFRINZER AES256-SHA Bi%, IbIh, BRI LUER AES128-SHA B A EH IR E#1T

[
2N
o

TIE
1. ER BB *>* RS * > * W&IED * .
2. EMEEINER D, BENEEHINBER A * AES128-SHA* 8 * AES256-SHA*  (ZRIA) ©

188



Network Options

Prevent Client Modification @
Enable HTTP Connection &

Metwork Transfer Encryption & 0 AES128-SHA = AESZ2E6-SHA
3 IEFERES
EEE/)ILEﬁ¥%E§

BIEME D KR

ﬁTigiﬁﬁz}ﬁz (QoS) BRSS, ERILAGYEME 73 ERIEHKIR ST =R ESEE B
e, XLREEEFREIM SRS,

MEBDEKRBEN AT MR TR EET SR StorageGRID fa & F#28ARS LNk R, ECIERED LR, &
gilahelfeAk-m s iy

LECELM

BPREDKERREBES — P XS PMEEMN, BFARREUT—PHS N EAEXHINERE:

* FEDER

* Tenants

* FW (BEFFI®HN IPv4 /)

*imR (AEFERRR)
StorageGRID SARIEAINHI BRI 5 HBE PEMN LRAT R, 5EANFIMETHN RN EMREY
HIZREERMIE, Mk, S LUGERINIRLAERRIEE SSEZINIFTBERE,

TR
AT LURIE LU T 2N RIS E RS
© PRR

 BAWETR
© HBFAVAR
* HEENER
- SERNHE
- SMERWHETR
C REUEREE
© EAEREE

op
it

s
™
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PREER A H T2 H K. MRRERARSHES METESR L, WEKRANERZEIEERERRRH G

32&0

@ TR AR RBE R IR BB S H B BRHI S MAEKRNHE, B2, StorageGRID FRERERIFREIXH
MEENHRE. REHERGIAIEESNIERIRRESEMIMNIERIERERZNE,

MNFREHEMERIHERSG], BRGUEIRERERRE NS B L, StorageGRID REEEHHIT—TEE,
Fitt, 1RILECRRRERFIHITRAMKRRIEILE, X FAREHEMRFIEE, FTRKERIER 250 21, WF
B AR AR IRGRIER, BFRIHERSWE 503 MR RERIEHIER.

EMRERSES, EUEERERRAWIERIEE S IETERH L TREAR R E MRS,

fEFAAE SLA URE D KRR

SR LUR i ) SREREE S5 A B IR BRI SR RIF 45 & (£ PR SR AR S5 2R3 X (SLA) , XEMERHTEXS
2, SERIPMMENAERER.

B NHTERTILAED LRE. MRBERFDHES IMAHTERL, NEERERZEIEENR
PREIBIFEER,

UTFRAIZRT —1 SLAN=1RE. ErEILEIRRED KRB LUSEIME D SLA BRIIERER T,

RSZ&TIE Capacity IR IRIP 8 [p®N
Eh& 2iF 1 PB 12 3 54 ILM 25 K iEXK / # =A $$
5GB/# (40 Gbps
) W
IR @ﬁﬁ%Z%TBﬁ 2 % ILM R B 10 K MEXK =A $$
1
1.25 GB/# (10
Gbps ) ®5s
k% AF 100 TB 776E 2 &6 ILM AN 5KiEX /b SR $
1 GB/ # (8 Gbps
) W

BIERE 7D KR

MNREZDEL, P, IP FHIHHHFERmmn GENERE, HaEFEERLRE, N
AR E N LKL, EBHAIURETERE, HAIFEREIIERIHEERIZEREF,

s BBEREFRIINIREIESE A Web 3%
* I B%A root KA R,
* BB ELA AVl fa & Fé2d i =
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* BERIRELERERER,

p
1 EFR B> >* RENE

LB EoR " R E D SRR " TUH.

Traffic Classification Policies

Traffic classification policies can be used to identify netwark traffic for metrics reporting and optional traffic limiting.

Name Description 1D

Mo policies fourd.

2. FF IR

LRI 2R BRI E 73 RS IEHE
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Create Traffic Classification Policy
Policy
Name &

Crescription
Matching Rules

Traffic that matches any rule is included in the policy,

i+ Create | | # Edit || X Remove
Type Inverse Match Match Value

Mo matching rules found,

Limits (Optional)

Type Value Units

Mo limits fournd.

3. £ * Bif * FERRH, BNERREIRN,
NIRRT, LUEIRRIHRE,

4. WEILATE * )RR * FERHP I ERB RO -
fFan, #ERIGRED XRBER TR MERE,

. NRBELIZ—NHZ M ITECHN,

TLECAR U =R LSS R LR B 3 RV, a0, WRBIFUIRBENATFIRERFHINERE, 15
R &, MREBFIRBEYATRENHTERRR ERNMERE, 5% Endpoint

a. £ * DLECHRN * SRy et * g * o
flid:N PSRl FE U7 YW popry e
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Create Matching Rule

Matching Rules
Type & — Choose One - v
Match Value @ Choose type before providing mateh value

Inverse Match @ [

b. M * 28 * FhFIRD, ERBEESELEFN Py AEDR,
C. 7 * ILEZ(E * FE&H, RIBEIEZFHSLEIEE NI (E,
* FEEDE: WMAFEDERBIT.
* Bucket Rex : B NATFLE—HEE D ERZRAIENRIER
ENRAKXEEBUEBIE. A {caret} EUREFMEDEBMAKLLE, HER $§ EUREEE
D ERBIRRELLAD,
* CIDR : LA CIDR ®REMNSFRIEFRILAIRY IPv4 FMo

* Endpoint : MIBRRFIRFIER—NiER. XEBEE R BT 28E R DUE L E XA HTE 3
ifme ES N &N H T ESERRo

P NIEERFIRPER—NMEF, H/ LEBRTFARINEED BREFAEN. NEHEDER
WER G SAE FiE7 BRATEF [T,

d. INREMAESRINE X BLEBMLEE—HBPFIEMERE _except _RE, HEHR * kA * EFE,
BN, FEUHER I EEAE,

Fan, MREBRUCRENATIFR— M AHTFERERZIMFIEEMIER, SEERRIFRAI AR TS
iR, RAREE* kB *o

@ MNFEEZSIMRERAEVE—MERALESEVRE, EEIRTECIRSREIERTE
HYSREK,

e & MR

HEBPRE SUR LRI, FHFEFIFELEAN &,
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+ Create || # Edit|| X Remove

Type Inverse Match Match Value
=  Bucket Regex ' controkid+

Displaying 1 matching rule.

Limits (Optional)

+ Cr&at;e_| # Edit X Hemovs

Type Value Units

Mo limits found.

a. HEHHIEROSMNES LASTE,
()  sSEmINTENREEERLE,
6. AT LU HBE BRI,
() EDETOIEIES, StorageGRID tiRUIEIEHT, LB S HISILARNMERE,
a. 72 * TR * ERHIPIER * B2~
BB 18 7% SRR RR IR B AE,
Create Limit
Limits (Optional)

Type & - Choose Cne — |

Aggregate rate limits in use. Per-request rate
limits are not available. ©

value @

B
b. M * B * THIFIRF, EEERN AT RIEAIRGIZE,

ELULTFIRA, *HA* M S3 5 Swift ZFixE] StorageGRID AT HBRRE, * Rl * 25
MG EF#ZRE] S3 8L Swift P IRRTRE.
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* FNREHER

F RETRREARE

* FHRIZEUER

" HREANEKR

* BMEKRINER

" BMERNEREAE
* EEUERIERE

* ENERER

EPT LB ERBE SR IR HI R ST RS REIE MEKRNHE . B2, StorageGRID REE

O SRR AR B2 BRI A X IR i B SO
7,

N F BRG], StorageGRID 2N ASIRERIRFIZEERILERIREE, B0, NREHIRBLRE]
—MNERENRE, )”U*E&EF]E’J»’EEH%%BE%UE’J BMfEFE S BB T IREIR E i SRESICECRYR
EWE I, StorageGRID LA FIRFSEME "&£ " [LECAYHEPRE]

* HAUIRY 1P it (/32 #863)
* RYINTEED ERBFE
* SERIENIRIAT

- fF

- RS

* 3E¥EHABY CIDR ILEZH (JE /32)
* RALED

C. 7 * & * FERP, WAFMERBIZERAIIE,
ERRIRFIRY, RYRERFASE(L,

d. 8+ A
HEBPRESIRR UL IR, FHRETIFERKIZRH,
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+ Creats | |;' Edit :| ® Remove I

Type
*  Bucket Regex

Limits (Optional)

Inverse Match

|+ Create || # Edit || % Remove |

Type

= Agoregate Bandwidth Out

4

Value
10000000000

e. WEMNZIRBEANENMRFIES LIRS E,

Match Value
control-id+

Displaying 1 matching rule.

Units
Bytes/Second

Displaying 1 limi.

]

f5an, WMREH SLA EEE 40 Gbps HERE], HEIR " BEHEMRE "M " REFEHER ", HRE
MREIIZE 7 40 Gbps o

@ ERSWIIFHEHER ST TIRAIEL, ERIL 8, Fll, 125 MB/ #4#EZF 1, 000
Mbps 3 1 Gbps

7. QIESEMNAIPRES, HEE * RTF * o

LERBIFREFHTILAE " REBDLREE " R

Traffic Classification Policies

Traffic classification policies can be used to identify nebwork fraffic for metrics reporting and opfional fraffic limiling.

I 4+ Create |! ra EstI | X Remove | |_,|_| fu'leﬁ'icsi

Name
ERF Traffic Control

*  Fabric Fools

Description

hanage ERP trafiic into the grid

Menitor Fabric Pools

1D
cd9atbcT-n85e-4208-D6fE-788a7 9220574
223b0chb-6966-4646-b32d-7665bddc894b

Displaying 2 traffic classification policies:

I7E, S3 0 Swift FFIRRERRIERED KREHATVHIE, ERAUEEREERHIEREESIETR
HISEHEFNERR R E RS, 1BS W EEMLSREET.

IR E 7 LR

TR ARAE TR E 7 RS A A E AR ER , sERIE, HIBTMIPRILERBSAYER

AR = PR
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BEENAR
* BRERERIIMNREIESE 21789 Web %625,
* B BH root KRR,
p
1T RE > ML > RENE .
LR ER "RED LR " TIE, HEXRFIILIERE,

Traffic Classification Policies

Traffic classification policies can be used to identify nedwork tfraffic for metrics reporting and opfional traffic limiting.

L:|- Create || # Edit| | % Remove | L,|_| Metrics |

Name Description 18]
ERP Traffic Conirol Manage ERF fraffic into the grid cd8afbcT-p8be-4208-06f3-TelaT9e2c574
*  Fabric Pools Monitor Fabric Pools 223p0chbb-6988-4646-b32d-7665bddea94b

Displaying 2 trafiic classification policies.

2. R ERERNRES MR 2SR,
3. Rt YRR o

LRSI B AR & 70 R BE XEHE
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"

Edit Traffic Classification Policy "Fabric Pools
Policy
Mame € Fabric Pools

Description (opfional) Monitor Fabric Poals

Matching Rules

Traffic that maiches any rule ig included in the policy

|+ Create || # Edit|| X Remove

Type Inverse Match Match Value
LEE o515 72 10:10:152.0/24

Displaying 1 matching rule.
Limits (Optional)

| 4 Create | | # Edit | % Remove
Type Value Units

No limits found.

4. IRIBREOIE, JmiIBMPRICESAIFNIFIPRE],
a. EOIEITERIFNISPRE], E%EEF * 61 * , AEIRRIHEACIEMN IR,

b. E4RiEILECAIMNISKIRE], FEEEEMNESREIRRSEIZH, £ * ILACHIN * BB53E * PR * #R ) HhistsE *
ZRAE %E?ﬁﬂﬁiﬁﬁﬁﬁULﬂmu:ﬁﬁULBEfﬁﬂo

C. EMIFRICECRIFMNELIRS, IEEFEMNISPREIRVREEIRH, AREE * MEx * . RS, &%~ #HE U
F A M PRAL I SRR

o. BIESREMMNKIRFG, HEE A
6. {RIESTRIR/E, R REFE .

"“‘i‘l%%ﬁﬁﬁﬂlﬁ’]%ﬁﬂl’l-ﬂ&ﬁﬁ, WEREBIMTRIRERE D XREHITRIE, EIUEEREERHIIESE
B IETERBISEAETNHARY R 2 R H,

R B 5 e B
YORIER MEBDIREE, AT LOREMIFR.

BEENAR
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* B EAERIIMREERS 2150 Web il
* I 2A root KRR,

TR
1T RE > ML > RENE .

PR EoR " RED RS " TUE, HERPYILIERE,

Traffic Classification Policies

Traffic classification policies can be used to identify nedbwoark fraffic for metrics reporting and opfional traffic limiting.

L:|- Create || rd Edltl | ® Remove | L,|_| Meﬁ'ica-i

Name Description 18]
ERP Traffic Control Manage ERP fraffic into the grid cd8afbcT-p8be-4208-b6f3-Te8a79e2c574
*  Fabric Pools Menitor Fabric Pools 223p0chb-6968-4646-b32d-7665bddcBa4b

Displaying 2 trafiic classification policies.

2. R E MR SRES  MIAY SR
3. HE * MER o

HEB R R E S I IEE,

A Warning

Delete Policy

Are you sure you want to delete the policy "Fabric Pools"?

4. GERR * HRE ¢ HIAEMIPRIESRE,
I SRBEAF AR BRo

EAILUBIEE " REN KR " TTHE LHER RGNS R E.

* MRERERIIMBEIRER 2119 Web %
* RA root AIENRIGIE KA AR,

XFIAES
NFEEMMERED KRS, ERIUEERHTERIRSZRIET, UHEIZRBEESHRYREINEFIRE. E
T FRRVERIERT IR BN R E B & H 2 IHEE RS,
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BMERBAREDXRBISERS, haWkists, FEEFTRMERNEERTBRERE,

T
TR CEE > NE * > MEaNE*,

LB EoR " RE D RS " TUE, HERPYILIERE,

Traffic Classification Policies

Traffic classification policies can be used to identify nedbwoark fraffic for metrics reporting and opfional traffic limiting.

+ Creaie _1' Edit| | % Remove_: sh Metricé

Name Description 18]
ERP Traffic Coniro Manage ERF traffic into the grid cd8afbcT-p8be-4208-b6f3-Te8a79e2c574
* Fabric Pools Monitor Fabric Pools 223p0chb-6958-4646-b32d-7665bddcB94b

Displaying 2 trafiic classification policies.

C) NRIEEBHEPIKPNIR, B3%8 root iHRIAR, W * gIE*, *4wiE * A * MER * #Z50K
WER

2. R EEERRITRR MR EEE.
3. MEFE BT o

R TA— N SSREED, HERRENXRRBER., XEERXETRSEE R LERRENTET.
TR LAGER * SR8 * TV RERHMBETERIRER,

tion Policy -

Average Request Durstion

Wite Request Rate by Objoct Size Read Request Rate by Object Siza

TN T ERLEEREELECETREE TR RA R EA PR L AR 1 1
LR LT LT LR UL LT

M1 LB E U TER.
© MHTERBERNE: HERENHTERERSANIERNE P hZ BT apSiEELEr 3 2
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shEME, USRI,

o PAFTFERIBEKRTEME ItEKRIERER (GET, PUT, HEAD #1 DELETE) 4149, iIRHEHNER
BRI 3 Do TEIYE, WIEFERIRLE, EEEH,

° SHIRMNE: CERME T SFIREIL TP IRIEIRIMN I 3 Do TI9E, HIREIRMNAEHT
i

o EIIEKIFLEATIE (FEFRIR) - MEHRMETIRIBERIEE (GET, PUT, HEAD # DELETE ) #4989
3 DB FINIERIFEM B, FMERIFEBT M A H FE2RARSBIMBERINLBI R, FNGTEMN
Me 87 1E SR [B]44 & P iR BT 45 2R,

IR KNRISDHBENIERKIRE: ILAEIRERNRAK/NEHE 3 DB NIEKRTHRREE Y FINE, £
XMIERT, BANIERIE PUT 15K,

o IR AN ANEEUERKIRE . ILARERME T IRIERNRA/NTHRIEEGEKREN 3 DB TFIE, T
FIERT, EBUARMUSREUERK, REFTHEERTIS BRI RANIEIIAE, RLHEE (
FIINEKEMES) RJAENRERE, RANEE (fliiBeiae) RENRERS,

4. B REEINEE L EEZERER I NEHRHE D,

Load Balancer Request Completion Rate ~

]
o
(=]

2020-03-30 21:29:30
=Total: 275
=PUT: 275

Reguests per second
=
(=]

1]

== Total == PUT

S. WHAMEFEEAE LRI — M HHEEN, HPEREANBIAMNEE, REFTHRPRNRRNARIZE
B ER AR EFNIERE

Write Request Size -

6. EME LA * R/ * THIFIREZH MR,
B R B i E SRES R EIRZ

7.5, WATLIM * 328+ R EER.
a FEFEFE > TR > &R,
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b. Z£TUEMRY * Grafan* o, FEFE * MEDREKEK *,
C. M\BTE A LA TSR IER R,

HESAEIHBETE D #TITR. S 1D RIE  REHAEN " WEL
8. SHEHY LU S IR R R DR R S BB,

fxER

W RIS

EIRHERR A AN

EBAARS D

HEER A S A] A T HAE 7 1 PR 1 2 BB 2 20 AR O R B IR 2R AR D R (A SR BV AR SS Y
HIEtRko IERT AR HER A AN AR RS 12 2 [B]BYEEIR o

* SEIERASR THE A T SMR R RN REIAHIR 54k

* WIS EIE API FIFEF 12 AP| EFIHERS A A RIS E B EMAIPILE StorageGRID FRSS.

* SERRPYARMX T R LEFANEERNHTEE (CLB) IRSATESEFRER, 520 1 TEHNT
{EIRIE— CLB ARZ5.

WESRT — NS ihEmiE, o7 EE T SR
—DpC1 —DC2
— = - B
Grid Nodes _H & Grid Nodes
—DC3
5 :
25 GridNodes JJ 2

* WX R LR CLB RS ERE P HER TN AR —HIER Ot R _ ERIFTE T R UUREREIERO
IhR, HERRRXZANI 0,

FEURGIHR, BEPOMER 1 (DC1) HNMXTRSBEFPIRERTIIDHE DC1 KEHET =4 DC2 /Y
FiETT =, DC3 ERIMXTIR{X M DC3 ERTFET R RIXE F ikiEk,
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* ERREAZNEFIRBIATFENIREY, StorageGRID R7EFEREM AR RAIEIEHR OME R ILEIZR,

FURAIS, R DC2 EMVRFimN AEFIZREFMETE DC1 1 DC3 ERIXNR, MEM DC1 REZNR,
K7 M DC1 2| D2 BY5EERRE 479 0, {RFM DC3 EI DC2 RYBERRAAS (25) o

RPN A RERREN T, RERENEER, FIWN, ERMERKRAZ 50 thEAERMZ 25 Eff. TRE
T B RS,

B, RERRALAS R
YEBSIER OIS ZE 25 (BN BT WAN SEREIEZRIBUET D

(I FA—YEuBELEE O BIEAERL I TET LAN iR — 2R A s
BIER OS2 R,

BRSPS

ER LIBFHEUER OIS R Z BRI RERR A, DURBRI = 2 [B]RYREIR

ERENNE

* BREREREIMNREERS 2589 Web %85
* BRAWREHNTERENR.

)

p
1384~ BCE * > * L8 * > * SRR * o

Link Cost
Updated: 2021-03-20 12:28:41 EDT
Site Names (1-20f2) "4
Site ID Site Name Actions
10 Data Center 1 Y 4
20 Data Center 2 4
Show| 50 v |Records Per Page Refresh
Link Costs
Link Source 10 20 Actions
v Q

Apply Changes .

2. 7 * HERR * TEFE—N AR, ARTE C EREA - TRA—NTTF 040 100 ZiERmMAE,
NRRE BIRAER), MITTEE CER AN,
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BEGKEN, EEE Q) TE .
3. ¥EIE * AAEM ¢

&£/ AutoSupport

42 AutoSupport ?
1@1T AutoSupport IHEE, StorageGRID R4 A] LA AT ARG TR E S,

£/ AutoSupport AJ AR ENNIREIEAREMBRRE, BAZFEUGERFNEEER, HEBERE
EREERNFT RIS, EHALUE AutoSupport JEBEE N LIXE S —MNEHF.

AutoSupport JHEFEESHER
AutoSupport JHEBEWTER:

* StorageGRID kR
* BRERGRRAE
* RARFNFUERSIBMER
 EHRERAER (RS
* FREMBESHERRE, SEHLEE
* BIETRMRESRBER
¢ BRFRENRIVEE
* MiSECEIRE
* NMS A&
* JEGH ILM 588
* ERERMSIEX 4
* ISHRTEAR
SR IR B /RL & StorageGRID Ef/S A AutoSupport HEEFIE™ AutoSupport 12T, WEIUHEERRAEN]. W

?%EFH AutoSupport , WIREEREBREBET—FHER. HEEEEM AutoSupport AL E TN ERYHE
Zo

The AutoSuppoart feature is disabled. You should enable AutoSupport to allow StorageGRID to send
health and status messages to technical support for proactive monitoring and troubleshooting

MRXHAMER, WILHERFAEBRETR, BEBERNGSREFNL, BIfE AutoSupport I FERRZ.

f+42Digital Advisor?

Digital Advisor&2F . FIF|ANetAppZ A BRIFUNIE D AFERE S, HIFEXRTE, TSR, SEk
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eSS B LIRIERI BENEERBRLEEZ FIFFERTRA, MMHERAEITIRRHIRES RS TN
R EFANetAppZiFih = _ERVERF RS SARFIHEE. NA7/E B AutoSupports

"Digital Advisor> 4"

FF %43i% AutoSupport ;&S HI1HMY
&R UL LT = FihiN 2 —3R & 1% AutoSupport JHE.

- HTTPS
- HTTP
- SMTP

gg%ﬁﬁa HTTPS T HTTP 43X AutoSupport JHE., MBI UEERT A ALF A &IEERARERS

YR fEA SMTP {E79 AutoSupport SHERITMY, MHIRECE SMTP HiFIRS 8-

AutoSupport 3£
SR MR U FIEIER A S R ARZ R A X AutoSupport JHE

g~ . SRABAZXE—X AutoSupport JHE. BRIANIEE: enabled
CCEM4RE . S)\NRHALEEARAS MR BETIAIE AutoSupport SHE. BRINZE: enabled .

T IRE Y AFRARIIFERED StorageGRID 4B NAIX AutoSupport JHE , XTEMIEIEE R in s
& (FEZE HTTPS AutoSupport Z5iTHY) BYIEEER. EAIAZE: disabled o

* PRk * . BERYF A IX AutoSupport JEE.

BXER
"NetApp Sz#5"

AidE AutoSupport

&R LUITEE R &% StorageGRID BY /2 A AutoSupport ZHEEFI 1 AutoSupport 3EIR,

o EEBRRE.

EBBHRE
* MR EREREIMEEIESE 21500 Web 3 523,
* AA root KA PRHE MM EE IR,

* PNREEREA HTTPS 5 HTTP WY& 3% AutoSupport HE, MATUEZESERARIERSSE (REENGE
%) RBENEEET ALY Internet 3518,

* WNRBEEM HTTPS B¢ HTTP 1Y, HEBEFEANRERSE, WALER BEEEERERS .

* YIRERER SMTP B/ AutoSupport JHERINIY, NFRTEERE SMTP ARS8, B FERHERI(E
FRHEENEBARSSHEE (BRR) -

i

I
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f57E AutoSupport ;HERITHIY
&R LUE R L FE— MR IE AutoSupport JBEE.:
* *HTTPS | XEMTEMBINNEINGEE, HTTPS thilfEAHRO 443 » TR ERS A AutoSupport On
Demand IhgE, MIMAZEER HTTPS il

*FHTTP* @ IbiNARE, MRIFEANFEIMEPRFER, EiZIfEPR, RIERS[BEET Internet LIXHIENS
4 HTTPS o HTTP MXfEREO 80 o

* *SMTP : WIREIE I B FHHFLIX AutoSupport JHE., IHERILLIED, NERFEA SMTP {9 AutoSupport
SHERMIY, MAE " IHBFHEISE " TE LEE SMTP BREARS2E (*XiF*>*24R (IH) *>*IH
EBFHMEFIZE *) o

@ 7£ StorageGRID 11.2 kR4S g, SMTP M —oIFHF AutoSupport JHEBI Y. INRER
MLERNEREARZASHY StorageGRID , NMITTAEERE T SMTP X

IS BB F R IEFRE R EH AutoSupport JH B

TE
1. %4% * %45 *>* TH * > * AutoSupport * o

ILEB¥E 27~ AutoSupport T, Fik#E * 188 * &+,

AutoSupport

The AutoSupport feature enabies your SterageGRID system to send periodic and event-driven health and status messages to technical support to aflow proactive menitoring
and troubleshooting. StorageGRID AutoSupport also enables the use of Active 1Q for predicive recommendations.

Seftings Results
Protocol Details
Protocal @ ® HTTPS HTTP O SMTP
MNetApp Support Certificate Validation @ Use NetApp support certificate v
AutoSupport Details
Enable Weekly AutoSupport @ v

Enable Event-Triggered AutoSupport € %]

Enable AutoSupport on Demand @

Software Updates

Check for software updates @

3

Additional AutoSupport Destination

Enable Additional AutoSupport Destination €

‘ Send User-Triggerad AutoSupport
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2. ERBERT A% AutoSupport JH BRI
3. WIRERT *HTTPS * , IHEREERMEA TLS IEPFRIRIFS NetApp ZiFIRS ERAVERE

o * M NetApp ZHFIEF * (BAIN) © IEPLIERTHEER AutoSupport JHEREHZ 2, NetApp ZIFIEH
BEh# StorageGRID #{F—itE &3,

o * AEIBER * ¢ REAEHERDEHRTNMERIERIIERN, FIADESHINIGE R, 7 Ik,
4 EFERE

FRrEBRAHER, APRRRHEBMEFAREBIIEREE HNEE,

2 HS/E AutoSupport JHE
FRINBERT, StorageGRID RAEECE =AM NetApp ZHFAIE—R AutoSupport JHE.

BT SRE AutoSupport SHE R &L 1%ATE], &% E * AutoSupport * > * £58 * %I, 7 * /& AutoSupport *
o, EF * T—itkIediE * BE.

AutoSupport

The AutoSupport feature enables your StorageGRID system to send periodic and event-driven health and status messages to
technical support to allow proactive monitoring and troubleshooting. StorageGRID AutoSupport also enables the use of Active 1Q
for predictive recommendations.

Settings Results
Weekly AutoSupport
Mext Scheduled Time @& 2021-09-14 21:10:00 MDT

Most Recent Result @ Idle (Netipp Support)

Last Successful Time @ N/A (MetfApp Support)

o] LAY R 1 E B ah R IE S A AutoSupport JEH S

-
1. 3R * ¥ * > * TH * > * AutoSupport * .
2. BGHES * BRESA AutoSupport * £i%1E,
3. EE T RE S

ZHESA AR AutoSupport JHE

ERIANBIR T, StorageGRID RARLBENTEALEEERFEMEERFASHITE NetApp ZIFLIE
AutoSupport JHE,

f&o] LARERY 22 FH = 4 & BY AutoSupport JE Bo
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@ FERGCCEAN R LB FE @A, BRI REHRAR AutoSupport JHE. (%1F * IcE
> RG> BIRRI . A, B BARLERE . )

-
1. 38 * X#F *>* TR * > * AutoSupport * .
2. BUGH%ET * BASESAA R AutoSupport * Ei%1E,
3. EE*REF

[E A AutoSupport On Demand
AutoSupport On Demand BJ & BIfR R AR 2 IE E AR AL IRV Rl -E,

FRINBERT, AutoSupport On Demand 0 FREBIRE. BRELIIEERE, RAZRAILIEK StorageGRID #4;
B5h&iX AutoSupport JHE. EARZHEHER LA AutoSupport On Demand ZE141& & #1888 B F&o

AL A2 A AutoSupport On Demand
p

1. %% * 3F * > * TH * > * AutoSupport * o

2. RHIGERFE * HTTPS *

3. 3% * BFAS/E AutoSupport * EI%1E,

4. %&b * BE#E AutoSupport * £ EE,

5. EEREF

B2 A AutoSupport On Demand , AR #FA] L AutoSupport On Demand 153K &% F| StorageGRID o

ERRHEHRNE

ZRINIBERT, StorageGRID RELFR NetApp LUIRELZN AR A RSB A BIHNHEEH. WREMT StorageGRID
B ERFEHITARE, NFThRZAE E/R7E StorageGRID ARk IE Lo

RIERE, BALUERRRREENRSE, fIM, NRENRFIAHE WAN , MNEEHLIRE GRS TS

1xo

TE
1. %&4% * %45 *>* TH * > * AutoSupport * o

2. BUHIER * EREEH * EifiE,
3 EERE S
AINEM AutoSupport B 15

B H AutoSupport [, RHAEM NetApp ZHREF 1A EBEITIRRIIRESES. ErILAFE AutoSupport JEE
BEE— N HEHMB T,

RIS EIA TR AutoSupport JHEBIHY, 1S HRIRET 57 AutoSupport JHERI 11X
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()  7FaEEm SMTP 1 AutoSupport B KR BIE BT

B
1. ¥ * &£ * > * TH * > * AutoSupport * .
2. ¥R ~ BREM AutoSupport BIFF * o

IEEHE B RE M AutoSupport BARFER
Additional AutoSupport Destination

Enable Additional AutoSupport Destination © v

Hostname @ testbed.netapp.com
Port @ 443
Certificate Validation @ Do not verify certificate v

You are not using a TLS certificate to secure the connection to the additional AutoSupport destination

“ Send User-Triggered AutoSupport

3. H\ELfth AutoSupport BIHTARSSSHUBRS B EM AT 1P Hh,
()  EREmA—HMELR
4. M\ TEZEIEM AutoSupport BARARSS 2889 (3F HTTP , BUAAMH 80 , XF HTTPS , #ik

Riwa 443) o

S. BRIXEEIEPLIER AutoSupport JHE., 15TE * IEBIIE * FHIFIRAIERE * FHBEENX CARYE *,
RiE, MITUUTREZ—:

° ERRELAER PEM HIBMNED CAIERXHHPFIEARAREFIFHENLE] * CAbundle* FEH, ZFE
FRIEPHEINRE BB, ERTMEFMERNBTFRES  ---begin certificate-- 1 --end certificate--" o
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Additional AutoSupport Destination

Enable Additional AutoSupport Destination € v

Hostname © testbed.netapp.com
Port @ 443 s
Certificate Validation @ Use custom CA bundle
CABundle @

Browse

© K Y, SMEIESIERRIXM, ARER T * LEXMH. IEBEIEATHR AutoSupport H
BHIFHE R,

6. EEREIBIERRIER T &RIX AutoSupport JHE., 1B7E * IEBIGIE * FHRIFIRAERE * RIEIEES *
RELHEERDHNIEHAERIERIIER, FIUMEBHIIGEEEEY, 7RIk
LEWRRETR—FHER: " EKRER TLS IEBRFIFSEHMh AutoSupport BARRYERE,

1OEERE
REFEERE, EHMLTMAF %R AutoSupport JBBERGRIXEI Eth B 15,

Frhfitk AutoSupport JHE

77 B AR Z 15 #R/R StorageGRID 2GHRIE, 0] LAF otk B A&I1XH AutoSupport
5%/%‘0

BEBNAR
s B ERERIIMREIESE 1M Web 3%
* AA root AN PRHEMMEEE IR,

g
1. 3%&# * X#F *>* TA * > * AutoSupport * .

ILEE¥E B~ AutoSupport T, FIEET * 188 * IR,
2. &%+ RXF P AR AutoSupport * o

StorageGRID Zi{ A AZHALIE AutoSupport JHE. WREMIN, WSEH * &R * mM-c LW * &3
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SR M - RIERINETE * B, WMRBIME-A, *HRHER > EREHRN"KK", StorageGRID F=H
238 &% AutoSupport JHE,

@ RIXFE P it & B AutoSupport SHES, 1BTE 1 2 #ERIFT 52889 AutoSupport TaE L
R ERHTEE R

X AutoSupport JE 2 H I THEHR

AR R KX AutoSupport SHE KM, StorageGRID RZFIRHE AutoSupport JH BRI

BUSKENAEIRVIR(E. @RI LORERREE * 35 * > * TH * > * AutoSupport * > * R * Ria

Z AutoSupport JE B RIRE,

@ MRERGCEERNRIEREBFEERN, NWERIERTREFART AutoSupport JHE. (%
YECE > RS> BAI . A, % @NRLESEE . )

R AutoSupport JHETEA1E, N "failed " & 2/R7E * AutoSupport * TIEIRY * 45 * &Mk L,
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AutoSupport

The AutoSupport feature enables your StorageGRID system to send periodic and event-driven health and status messages to technical support to
allow proactive monitoring and troubleshooting. StorageGRID AutoSupport also enables the use of Active I1Q for predictive recommendations.

/

Settings Results
{
Weekly AutoSupport

Next Scheduled Time @ 2020-12-11 23:30:00 EST
Most Recent Result @ Idle (NetApp Support)

Last Successful Time © N/A (NetApp Support)
Event-Triggered AutoSupport

Most Recent Result © N/A (NetApp Support)

Last Successful Time @ N/A (NetApp Support)

User-Triggered AutoSupport

Most Recent Result © Failed (NetApp Support)

Last Successful Time © N/A (NetApp Support)

AutoSupport On Demand

AutoSupport On Demand messages are only sent to NetApp Support.

Most Recent Result @ N/A (NetApp Support)

Last Successful Time © N/A (NetApp Support)

/& AutoSupport JHE KK
AR S AutoSupport JHET/EKIX, StorageGRID RFIGHITUATIRIE:

1. BRI result BHEUEIR,

ZIR SO HEH K% 15 X AutoSupport SHE., 48— /)\Bd,

RERM—NEfE, BRHERBEIEERA Failed .

SIRTE FRITRIBBT B EH &% AutoSupport JH S

MEEEE NMS [RESFAIAMAK, HEESELRZAIAE, WRREEM AutoSupport i1%l.
Y NMS [REBRATARN, MREEBAERIFREERARLE, NRIEI%IX AutoSupport &S,

S e
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FAF it & S E 4t & B AutoSupport JH S KK
NRAF it & S E it A B AutoSupport JHELIERIX, StorageGRID RFTIFHITIATIRIE:

1. MREHEIR, WEREIREE. /a0, MNRAFEE SMTP thilMikRIZHEHMNBEFHBEREIZE, IS
iZm_'\LX'F%‘a*ia“’e: AT B FHiMEFIRSZ 2 NE LANGE A IEH, TT/AFER suTp N AIX AutoSupport H

2. REBAREIRKIEHEE.

3. £ NMS. log FiEFItHiR.

MR K4 HPEBFMENIN SMTP , EWIE StorageGRID RARIE FHRHARSS 2= C EHHACE B B FHR4AR

SRESERET (*XF>ER (BH) *>*> HBFEMHFIRE *) o AutoSupport TEFRIBERERILT
BIRES . BTRFEMARSH[NE LRISEARER, TEER svrp MhKRIE AutoSupport HE.

TP ECE B FER AR S RIR E A EE R PR,

E1F AutoSupport ;HE[E
NS & 4 HPE BF% NN SMTP , i5I83E StorageGRID RAME FHMARS RET O EHAZE B RAIETFHE

RS2 REIEEIE T, AutoSupport TEAIRBESERUTHIZES: HTFBFHRHRSH(ITE LMNIGERE
M, TEER svrp A X AutoSupport HE,

iB1d StorageGRID %1% E #7%!| AutoSupport JHE

EaLUEE StorageGRID BT RMAREFHISEEERAMRAZRLIX E R
SANTtricity System Manager AutoSupport & 2.

TBEEBNRS
* BB EAERIIMBEIRS ZIFH Web %28,
* BABEHIGEEERANRE root KRR,
@ EE AR EELSHIRISANtricity RAEIER. SN TTEH SANTtricity E48.70 (11.7)HE =k

e}

KTFUAES

i{?\’iu AutoSupport SHE B STZEEGAIFMESR, Lt StorageGRID R4tk IZFME M AutoSupport SHEE AR
1%,

7 SANtricity AR BB L& RE #BPEE—MIHNRIBRS (ML, UEERAERILEERBIHEONBE R TE
i StorageGRID EIET1 s &4 AutoSupport JHE. XM 75 Z Y AutoSupport JEE STIgEBE MK E RS
FEEENERAFANSEERAEIREEX,

MRBEMRERSTEEEEAERSSE, BEN EEEERNERE,

@ iR {EL B (XBTF R E &%) AutoSupport ;HEEIE StorageGRID fXI2REZ28. BX E &7
AutoSupport BBEEMEZIFHEE, 1ES0 "NetApp E R5IF SANtricity SXH5"

p
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Technical Support
Chassis serial number: 031517000693
& NetApp My Support ('

. . US/Canada 888.463.8277
Support Resources Diagnostics AutoSupport Other Contacts

AutoSupport operations AutoSupport status: Enabled @

Enable/Disable AutoSupport Features
AutoSupport proactively monitors the health of your storage array and automatically sends support data ("dispatches”) to the

support team.

Configure AutoSupport Delivery Method
Connect to the support team via HTTPS, HTTP or Mail (SMTP) server delivery methods.

Schedule AutoSupport Dispatches
AutoSupport dispatches are sent daily at 03:06 PM UTC and weekly at 07:39 AM UTC on Thursday.

Send AutoSupport Dispatch
Automatically sends the support team a dispatch to troubleshoot system issues without waiting for periodic dispatches.

View AutoSupport Log
The AutoSupport log provides information about status, dispatch history, and errors encountered during delivery of
AutoSupport dispatches.

Enable AutoSupport Maintenance Window
Enable AutoSupport Maintenance window to allow maintenance activities to be performed on the storage array without
generating support cases.

Disable AutoSupport Maintenance Window

Disable AutoSupport Maintenance window to allow the storage array to generate support cases on component failures and
other destructive actions.

5. 1%&4% * BgE AutoSupport R4 HE * 6

IEEHE B RACE AutoSupport 3314 /534 T HE,

215



10.

216

Configure AutoSupport Delivery Method 4

Select AutoSupport dispatch delivery method...

® HTTPS
HTTP
Email

HTTPS delivery settings Show destination address

Connect to support team...
Directly @

F via Proxy server @ |

Host address 0

‘ tunnel-host l

Port number 0
‘ 10225 \

My proxy server requires authentication

via Proxy auto-configuration script (PAC) Q

Save Test Configuration Cancel

PR * HTTPS * {EAfEX A%,
() B HTTPS hiXsEBE MR,
PR B IR ER
BN tunnate-host {E73 * AL~
tunnate-host BFEHABETAKIE E &% AutoSupport jH 2 BI4F5kE,
A *wmAS * AN 10225,
10225 f& StorageGRID {IEARZ 28 _EMIRF R E R5ITH 2812 UK AutoSupport JHERIKEOS,
W * MK ERE * LU AutoSupport IR SS 28R RFNACE
WMRIEH, NWEREEREFSER—FHE: "EH AutoSupport EEE B 0IE, "

IMRMAKRY, NEEABHBEPETR—FBRHES. HKE StorageGRID DNS i BEMMLLERE, MiREE



1N BT S A TS NetApp SH5HES, ABE R,
M. YR~ R

B RELREE, HFER—FHIAEE: "AutoSupport delivery method has been configured o ™"

BEFETR

ATEEEFETR
FRETRAURHEEFEIENRS. SEEMET REERITUTIRE:

© EEFMEEI

* TR ARTEFESIKED, LURINfRIGEA/KENE S RITHITFAET m i Rk
© mENEERTHRITHRIEN=E

* NEFENREE2RIRE

* EENAEET REEIRE

c EERBEEETR

FrAaRFHETR?

FET R Al EENEFENREIEM TR, S StorageGRID R E/DEE = M7E
TR, MNREFZMiER, N StorageGRID RAEHRME ML SHHINAE = NMFHET R

FHET R EEEHE EFME, S5, WIENORNREUENTEHIEFrRIRSMEHE. ST TR * TEL
BEEEXFHETRIFAESR.

AR REELIRERARSS?

EIEEEH2E (ADC-A) RS T R RERIEZHITEHIIE, —NERNEI=NMEET RPN ME
fET RERITE T IR ARIRALIRAR S5

Itt ADA RS FI4EIFIRIME S, BIEARSHUENAAML. ST REERES— T METRRNEESES—
PRRTTRRITIREN, ERBRRA— MR RSBRSKELDEREBRNREME TR I, %
StorageGRID FRZERFRE—NEBEEBNEIZ, UEERMET REURRLYFRERES. EaUER
MBIRFNUE (% 3255 ¢ > * Mg ) EEEEET RRBUERIRER.

NTEFHHAMIMBINRIE, 81 StorageGRID IRSFZFIEH, EEBUKREXRSHBIIEESRAEF
BYEfth ADE RRSS#EITEY

BE, FIEMETRBSELS— ADC IRSRFFER. XHFAUBRMET RIBLHRRNES. SMET
RIEER, ENI2EZFEEMNET R B, MMERFREBUREERERNMET RET, BMEEMREER
ARSI REEMNLt. FEIRET R R @ ERRBGL IR ARSS B IER,

B NET REVER, FJLUEL ADA IRSUERIMES. EMBTRISEEHE CPU fad, FIAMEIE]

(NREFME) , ARSI UM T RpiER ID ., HARSNE SR N ERmEIEEERSIEREIMEE. Xt
F M StorageGRID Z4IWEIRERFES, It ADA RS I ENEIRMLHMMN,
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+4=Z DDS fRS3?

DHERNIEEFME (DDS) REHEMETRITE, ©5 Cassandra BUEEREIIZEO, UEXNTFEHEE
StorageGRID ZFFHMRTEIERITEEES.

R

DDS BRS5 AIEREREINE] StorageGRID ZZFHINREE, UKBIE MRS ZFEO (S3 5 Swift ) FHA
HII RS,

(SR LIEEAIF A5 560 "Nodes” T >"Object” HEI-£ L EEX R BH,

DC1-S1 (Storage Node) & X
Overview Hardware Network Storage Objects ILM Tasks
1 hour 1day 1week 1 month Custom
53 ingest and retrieve @ Swift ingest and retrieve @

18/s 1B/3
0.8008/s 0.800 Bfs
0.6008/a No data 0.600 B/s No data
0.400 B/s 0.400E/s
0.200B/s 0.200 Bfs

08/s 0Bfs

16:00 16:10 16:20 16:30 16:40 16:50 16:00 16:10 16:20 16:30 16:40 16:50

Object counts

Total objects: @ ]
Lost objects: @ o 1N
53 buckets and Swift containers: @ 1]

Metadata store queries

Averape latency: @ 10.21 milliseconds

Queries - successful: @ 18,427 1

Queries - faited (timed outh: @ (] [|,

Queries - failed (consistency level unmet): @ ] [l i
&if

TR HE @I E DDS BRS M B F Iz TEMMRMEN T E, MIhEERNESHUREARZHA B
KM EHZE

Er]ae R EEETHE R UG #iEFME Cassandra BUIETTIROR, XERMAZHHANNERIEEE. 0,
NRFHIEAERRIE, HEERERMSRERRKEVRERS, NaiEFEr BRI AHEHRT
Hthg (ko

BRI UBEER—BMERNMEAMNE A LZH. BIRE DDS IRSHUITERNY, AIRATHIEFERERRE,
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H—HERANK Y,

TR LAGER " 21 " DUEARENAR HEPIRSAENER o 35S0 Run diagnostics,

— B RIEAN )

StorageGRID fRIEHEIBEIMRHE NEIR—ME. BIITeR PUT 1REEBVER GET 1 1FEGRERIREG S
NBVEE. MBENERNES, THIEREMNMBIFREREARIS—E.

H4 2 LDR RS?

kKBS (LDR) REZBASINEETTRIEE, MR StorageGRID AANAR T H.. NEEFRESR
WIS, SFEHEEME, REMIERGE, LDR RS @i IBEHIRE H QIR REINEER TR
StorageGRID RENAKHDEETLE

LDR ARSSETAMIB LA ESS :

- &if

c EREDAREE (ILM) JE5h

°© XFSRMIFR

* WREUEFE

* MEfth LDR fR$ (FETR) FHRMSREE
* BUBTFMEEIE

* hidEO (S3 0 Swift )

It5h, LDR ARSZIZEIEIE S3 #1 Swift 35 % StorageGRID RAENE NN R D ECHIME— " content handles’
" (UUID) H9BRST,

&if

LDR EREFEERRMAEREHREEINRUE, SR UBAEETEAREN TG, RIHEBNESHREL
KEER R iR MAMHEIE S,

ERILEEEWER R RIEFENIETRR, XSFMAKHIMANICREE. F0, NRFIHERNE
BRIE, AEFEBRMSEEARKMEVRERS, NhiEFfErERBIRESHNA BRI TR MR,

TBREUBEER—BMRMMEAMHNE A SH. BIRE LDR RSHWITERN, AIRATHIEFERERTRERS
RN KW

:{&KE.I-LXE}EH " i@H—éﬁ Hyl_.l*gé H'J’Ij(n_.\El’JLjJMn IS 0 1ﬁ JrIL: Run diagnostiCSo
ILM J&zTh

BIESEREREE (ILM) f5t5, ERIDUSEXNRESER ILM BB EEE, ErIUEERRE - TR >
*EFETR > ILM Y EEEXLEIET.

X RIFE
LDR RSBHREHIEFED NEERENNREFME (BMAEFEEE) . STNREETE— RIS
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ERILET RIUE > FEE £ LEEFHET R REFME.

Object stores

D@ = Size @ = Available @ = Replicated data @ = ECdata @ = Object data (%) 9 = Health @ =
0000 107.32 GB 96.44GB 1l, 12460 KB 1l, 0bytes 0.00% Ma Errors
oool 107.32 GB 107.18GB 1l 0bytes 1 Obytes 1h 0.00% Mo Errors
0002 107.32GB 107.18GB 1ls 0 bytes l; 0 bytes 1ly 0.00% Mo Errors

FEEFMET R REAM 0000 E 002F BY+7N#tFIEF#HITIRR, ZMFFAE ID. EE—THERE
it (£0) PMBETEAT Cassandra BIBREFHIMNRTHIE; ZE LNEARRTEATHREE. FIEH
N REFE(NBTHNREE, EPeEEEHNEIRNEITAURREH A R

NTHREFNVRIENZ=EEREYS, SENRNNRBIESRIEFTRFMEZEFMEE— T NREFMEFR. S—
PMREIMHREFEEHDEN, HRWNKEFSUEFENR, BIFEETR ESEESTE AL,

TOEIERIP

HRITHIERIE SRR RIAER HXNER, N RIERTEHFMAIE. StorageGRID EXRTT
BIEIFHETES LDR BREEZRY Cassandra #UEEH,

ATHRIARHABLESR, B8NERMER=THRTHIERR. XERIASHIDHES N ERIMEEETR
Lo EEHAAIEE, HESEEHNIT.

EENRTTHIEFE

BIREFAEILIT

FEEMEIENRDERISE, FREKINNVHFIEUNRTHIEMETENEE, SR UE
EMXT R EEFAEN CLB IRZUMEMET = LR LDR BRZB{EHAMY S3 #1 Swift ik,

BXEONENER, BER HE. TR EER P UG,

220




Storage Options
Overview

Configuration

Storage Options Overview
Updated: 2021-11-23 11:01:41 MET

Object Segmentation

Description

Setings
Segmentation Enabled
Maximum Segment Size 1GB
Storage Watermarks
Description Settings
Storage Volume Read-Write Watermark Override 0B
Storage Volume Soft Read-Only Watermark Override 0B
Sterage Velume Hard Read-Only Watermark Override 0B
Metadata Reserved Space 3,000 GB
Ports
Description Settings
CLE 53 Port 8082
CLB Swift Port 8083
LDR 53 Port 18082
LDR Swift Port 18083

FARHERIER?

WRDERZBIEBHRIFDR—ABE X NIBNNR, URUARENREVFENZIRER
SRR, S3 ZHHR LEXREEDERNR, ERSTMEHIEHE—THR.

RXREN StorageGRID £4tf5, LDRIRJSEZFEMNRIFDOAZ IR, HEE—IXRELE, HPFFFR
BRIITEE BT AR

BID
Object Segmentation Disablad Objact » LDRE
@ a]]n]
< | object
Client
—Container CBID1—
Object Segmentation Enabled—»{ | CEBIDZ | CEID3 » LDR
v L 4
LDR LDR
KMRDEEARZN, LDR RZ=MEDEFCERBHRHIZITRIREILE T F iR,

BEMDBEA—EFEER—IMEFET R L. BFENDRAILEFMET ILM AN PEERFE R EAEET

=t
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StorageGRID AAZBMMEF MR, HIFAREXNRNEFMENRERBIENNE. Fla0, MREFHEE
StorageGRID AL RIFD AW MXIR, WEHATRE, TENKIEFIEM=1, WFAR:

DERASE+ TR 1+ DR 2= =1 EFMENR
ERILES R TR IR S AR N SRR MERE:

* BTMXMNEFED RBERBHNEHRE B EMFTNFLE, U0, 7 10 Gbps AN LA E FIRAY
RSB AN 2 2 IR EE
* BEEEBZHIMXMEMET = LUK ERENELE,

* BIEFRETREAR EBIHE 10 MR B EFIRNELE,
AR EEKED?

StorageGRID R = MFEEKEIRBREFET REZ BT EREZAI TSR R %
RS, AATETEIIRERETNEFET RBRENEERKE.

Storage Volume

i,k
Hard Read-Only Watermark — — ———

Soft Read-Only Watermark

Read-Write Watermark ---=---{ssssssscssstasccssns---runeereen-

C) FESKEMGER TR TERMIRRmIE N RIIEN=E, BT H#AE 0 LRINRITHIERERN
=i, EREEENRITHIEFE.

T ARRRITKEN?

BE—IIKENRE * FREEIMRBUKED * , BTERFMET /B THRBEN BB IEEZH.
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NREFET RPENS NS AT EVNTZERI R BUKED, WFET /5 dEE _read-only mode" , Rk
RARTIFMET @ StorageGRID ZLEMERB I AHRIFRS, BEREMERFLENTNIBER.

40, RIREFETRPNSNEEHE— 10 GB IR Bk, —BESIMEMAATEVNF 10GB , #ETR
MR R IR

AR RIEKEN?
T—KENZE * FRESERBUKED * , BFETRT RN REER AxE EE T Ho

NRE LRRTAZEVNTFZENERIRKE, WEANZERRY. B2, IUSSEREMET NHIE, BEIXE
& LR AEE/NFEERBUKEN A LE,

N, RISFET RPNENEEE—1 5 GB ERIRKE, —ESNENAIAZEVNTF 5GB, FHET R
FEEZERSANEK.

P RIBIKEMIGE/ NF IR R 5K El,
ARG KEN?

* FEBRSKE * NERATESEIRRRANERIR FHETR. EFNRET RARFTUERT MRS
o MRFHET RPE—FHEES LNATBAZEATZERNREKE, WiET B ERIRE R,

Hi0, RISEETSETERIRIEER. 35, RIEENEEHE—MEGKED 30 GB ., EAERA]AZIEIE M
2/30GB f&F, TE¥BRTHIEERES,

S KENIZ R TR R 57K ENFIRE Rtk El,
BEFEEKED
TR UEELSRIKENMREMARRMUBE MRAKERMUBIKED, ERIUHAE RS A UM ZIARIRE,

ERENRE

* BB 5eh StorageGRID 11.6 BIFH4R,

* ERERERIIMREIEER LM Web 1525,
* & EA root RN R.

EEYRIKENGE
TR LIEPR BRSSP EE SR EFiEKEMRE.

p
1 3%8F &~ > RG>~ FHEAT Y
2. EEHEKEDRDH, EE=NFHEESKINBEZNIEE,
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Storage Options Storage Options Overview
Updated: 2021-11-22 13:57:51 MST

Overview

Configuration
Object Segmentation
Description Settings
Segmentation Enabled
Maximum Segment Size 1 GB

Storage Watermarks

' Description Settings
Storage Volume Read-Write \Watermark Override 0B |
Storage Volume Soft Read-Only Watermark Overide 0B |

\_Storage Volume Hard Read-Only Watermark Override 0B [
Metadata Reserved Space 3,000 GB
Ports
Description’ Settings
CLB S3 Port 2082
CLB Swift Port 8083
LDR 53 Port 18082
LDR Swift Port 18083

° YNFUKENEBEN * 0, MAEZNKEESIREFHET RRNANIESNEN S EH NS MEET R LR
BMEFEEHITI.

XRANNENILE, EFANEFMXEE, RIBFRE, ERILUEE [EELILBIEIEKEN,

* NRKENBHREFRZ 0, WERABEX FEMRL) KED, FENERBENKENZE, &RIAAHIT
1R1F IR RKENE SE T REITHREHF URER S A UM IZARIRE,

BEEMACHIEFAEKED

StorageGRID £ Prometheus EIRRETREN * FHESIRIBUKED * TENMRAE, ] UAEFRIEH
SFED SRR/ RERTME,

1R > THR*>*{6F ",
2. 71 Prometheus Zf9H, EFEAT A8 Prometheus AP REAIFERE,
3. EEFENMNR/INRIFEKED, EHMNLLT Prometheus 1815, SAEER * Hi1T* :

storagegRid storage volume minimum optimized soft readonly slogm

&E—YERENMEET R LATEFEERNMN RN RN E. MRIMERT * FHEEERIRKED *
MBEEXIRE, NWEANEFHETRK * RRBUKEES * EiRo

4. ETFERNMRARIRKENE, EBWALT Prometheus 3517, SAEERE * 1T * !
storagegRid storage volume max optimized soft readonly slogm

RE—VERSNMEET R EFBFHEESHI R BUKEIRRA MR ILE.
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BEENRTHRIEEFE

StorageGRID AZHNMRTHIBEBBRERA TIEHI R FHEZRAAE LKA R N THE
StorageGRID £&4H BB ERFMENR, BT #E StorageGRID 7R {14k LAK 4N
AI7EEXT RITEIE.

HARIRITTHIE?

SR TR RIGHAT RAVE RIS B StorageGRID AN KTTARREMM ARG RIME, HERE

SR R,

%F StorageGRID FEINR, XRITHMIBEIEL FARMEL:

© ROTUMIE, SIESIHRNKE—ID (UUID) , HREH, S3FHESERE Swit BIRIIRHR, A IKE
EHE D, HRENBEAN, EROEXREEMAETE, LUK LIS RE B EIREE,

* SRREBRAE N E N TTAIE R

C T S3 MR, BIESEMRXBMETHRITZRIEN,

* HFEHIHRES, HERRRE LR,

© HFETEREBOHREE, B BN LNEEE,

- AT EERRORRE, HHRNIE, SEINIEIES BRI R —IRIRT,
 HFHBHRMSBHNE, S ETRRRHIEAN,

AR R T

StorageGRID £ Cassandra SUBBEREFHRITIIE, WERERTFHRIMBHTHE. NTRETRI

IEHRTTMIBESR, StorageGRID £HE M ERIRGRNFIEH R M= MTHIERIE, HRTHIBH=1

BIZI S S RTE S LR AT o

HEERTHNER ENFET R, STNEREBEBEERENNRTHE, XETHESARERNEFETRZ
B 3553150

— Site 1 Site 2
Three Storage Nodes Five Storage Nodes
Object metadata

M RITEIEFEEAL?
HEERR B NMEET RBEMES,

225



Storage Node

Volume 0  Volume 1 Volume 2 Volume n

Object
space
Object Object
Sitmote space space
metadata

YNEFRT, StorageGRID A NMFET RTFMES 0 LN RTHIEBE=E, ESERAMETEFHENR
TOHIEHPITERBIEERE, #EE 0 MIEFEET RPFMEHMEMEE LRNEARRZENATHRSE (B
HIBVBRIAFZ I UM RII A ER) ©

NEFEFET R LN RTHIEMEN=RIEBURTZMER, TR,

THIEME TEIRE

TR E T _ B— 1 ARFHEEIRE, RTRASIMEETRNSG 0 LN THIEMBNTEE, RS,
StorageGRID 11.6 HILI& B HBRIAEIN TR :

* R#% % StorageGRID B {E RIS,
* B EETREN RAM £,

BT StorageGRID ZZEMAA FiET =L RAM 2 StorageGRID 11.6.
MEIATTEIETN T Ehg B
11.5/11.6. WERFHNENMEET S EMNASERN 8TB (8, 000GB)
128 GB 5{E X

Mg EREET = ENES=E/NF 3TB (3, 000GB)
128 GB

1.1 % 11.4 FA—NILENENEETSERN 4TB (4, 000GB)
REN 128 GB HEK

S AN EAEETSENSE 3TB (3, 000GB)
/NF 128 GB
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FF 4% StorageGRID L&A ZFiETT R L RAM 2 StorageGRID 11.6.
HRRIATTEIETIE BN B

11.0 ER AR EEE 2TB (2, 000GB)

il

EE% StorageGRID RFERITHIEMETIENGE, BHITUTRE:

1. %8~ BoE * > * R > FEEm
2. 7ETFHEKENRA, $HE * TEUETRE=IE * o

Storage Options Overview

Updated: 2021-12-10 13:53:01 M5T

Object Segmentation

Description Settings
Segmentation Enabled
Maximum Segment Size 1GB
Storage Watermarks
Description Settings
Storage Volume Read-Write Watermark Override 0B
Storage Volume Soft Read-Only Watermark Override 0B
_=iorage Volume Hard Bead-Only Watermark Override. oe
| Metadata Reserved Space 8,000 GB

TREEES, *iUETZ=E *EN8, 000GB (8TB) ., X2# StorageGRID 11.6 ZZEMEINIEE
, HhENEHET S RAM 33979 128 GB s E.

TCEERY SSPRIN == 8]

S5RGCCENTHIENBTEIRERE, RAZNENMEET RRENRTHIER actual reserved space o *f
TEMALENFET R, TEIENEAMEZEERTTHRIE 0 KNUKRRSTEER * THEME=IE * 18

o

TEmE 0 AN TCEIRHI PR = IE]

/NF 500 GB (FE&E=H) £H0M 10%

500 GB Z{E X XL ERR/NNE:
&0

* THIETMETERE
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BEEEREFMET R LTBRIERSEIRRETIE, BHRITATRE:

1. EMREERSEP, TR > FHEDR
2. %E$FE * TFE  EIR,
3. ¥ NAREISTE "Storage Used - Object Metadata " Bl&R L, 2 " PR * " {Eo

Storage Used - Object Metadata @

100.00%
T3.00%
2021-02-23 11:48:30
50.00%
= Lised {%): 0.00%
sz Used: 126.94 kB
25.00%
= Allowed: 1.98 TB
- | = Actual reserved: 8.00 TB
) T1:10 171:20 1130 1184 11:50 12:00
= lzed (%)

TREEHED, * KRE BN 8TB,, tESEEIERTH StorageGRID 11.6 KERRAEFMHETI R, H
FHFET RNRSCEETSIENE TEIRENTE 0, FEIbT SRYSSFRE = EEF T o #dE g =ie)ig
B,

KRR B TR = B {5l

BRISERENZFRERIRZA 11.6 BYH StorageGRID £4t, EULRAIFH, RigESMFHET =8 RAM BT 128 GB
, HEFMETR1 (SN1) HNE0N6TB. EFLUTE:

* RSSEEM  THUETMETE * IRBEN 8 TB . (MRENEMET RM RAM iBid 128 GB , MiXZEH
StorageGRID 11.6 ZEHIZRIAE, )

* SN1 TEIERSEFAFE=EN 6 TB .  (HTFE 0 /0T * & =xia * iRE, RESZFREENE. )

RIFRITTEE=S 8]

BMFET R A TTHUESE R B2 AR B TR R T HIERN=E (RIFRTTHIETE _ ) URERE
FeitE (WNEURERAEE) URARFBHMMRGARAFNTE, AFHNTSETERRATEHNEENREE,
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Volume 0

Object space

[ Space required for
database
operations and
future upgrades
Actual
reserved
space for
metadata
Allowed
metadata space

TRETRT StorageGRID $MARIEARRIFAET KRR AEFEEM TTHIER LR E TE I BEAREFMET /B RIFTT

IRz
TR ENRES
&lt; 128GB  &gt; =128 GB
&lt; =4TB TCEIERSEFRT  STHUBR PR = ERY 60% , &K

E==iEhy 60%
5% 1.32TB

1.98 TB

BEEEFETRAFRITHRETIE, EHITUTERE:

1. FEFIREIBRH, BT A

2. BERAEHET o

3. fE * 1 ¥ TR

4 BHATREETREN - HRTMRESR L, H3* A% *

TCEHRRY SRR TN == ]

EIE; 47TB

229



Storage Used - Object Metadata @

100.00% RE
75 0% 20210505 11:03:30
= isied (%): 0.13%
50.00% Ll_saq: 1’_1.__34 EI_i
Aliowed: _ 3.96TB
25.00% — Actual reserved: 8.00 TB
0% - -
10:40 T10:50 1100 1110 1120 11:30
== |lzed (%)

TREHED. *AFERN3.96 TB. XEEFFETRMNRAE. ZEFED S THIEERME = E 844 TB,
* YF * EXRF UL Prometheus $545:

storagegRid storage utilization metadata allowed bytes
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%1 StorageGRID BEREM RHZTEHE B NS MEET SPITILBIESE .
ERENNE

* &EE passwords. txt XHLUK root/admin kP RS (B M _ERZREGEHIREY)
=Y =] Configuration.txt X (AELERSREEHIHRED)

*?lﬂsﬁﬂ
BFAET CIFS/Samba #{THZSEH, HIEERER StorageGRID ks fFxo
g
1. BRI FEETS
a. AL T2 ssh admin@ primary Admin Node IP_
b. #I\ passwords. txt XHFHFIHAIZR,
C. EALARestHRE] root © su -
d. 3\ passwords. txt X{HFHRFIHEE,

Bl root AR BHERE, BTN Bw # .
2. MIAFREIRSZAVIRZSIYA running ¢ Verified : storagegRid-status
WRFABEIRSBIIRIBITHARIIE, BRI, ARBYE,

3. REESTT, &*. Ctrl+*, c*o
4. [B5h CIFS BECESSA#EF. config cifs.rb

add-audit-share set-authentication validate-config
help

exit

enable-disable-share set-netbios-name

add-user-to-share join-domain

modify-group remove-password-server

I | I
I | I
| | |
| remove-user-from-share | add-password-server |
I | I
| | add-wins-server |
I | I

remove-wins-server

5. 77 Windows T{E4HISE B 14503 :
MREREFDWIE, WSET—FKEBICHEHE, RBREEHWIE, BRET—D,
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a. iN: set-authentication

b. YRFIRRIERE Windows TELHDE Active Directory BY, HiA: workgroup
c. HIIEREY, WMANLIEHARBRIR: ~ workgroup_name’

d. BIRRES, RIEBEENXH NetBIOS Z#F:  netbios_name

=%
1\ UEREET S ENZIEA NetBIOS &,

LERI AR EH B E) Samba IRSGFBHNAEN, IHEEFEERE—DHAITE, KRESHMIIEE, FNHEZ
& P lifio

a. WIRREY, &N o
B 7R CIFS BCESERIER.
6. FRINERIZE F i

a. i \: add-audit-share

()  #=rasmFmrRiz

o

HIMRTREY, AIMAFSA: -~ user

HIRREY, MANSEIZAF®A:  audit_user_name’

- BIRREY, MAEZAFNERL:  password

- BIERE, EFWAERNZEELO#ITHIA: ° password
f HIRRE, & |,

a o

0]

HEHE BT CIFS BESRRIZR,
() EFWABR. EHEXEREREM.

7 MRAFSTRASRARRFEZES, BRNEMAR:

a. B N\: add-user-on-share
B EREERARENRES IR,

b. HIEREY, MAEZSEHRZNS:  share_number
C. IR, AMAFIA: user

& group

d. HIURREY, WANEZBAPHANZFR:  audit_user & audit_group’
e. HIRREY, BN,

B £ CIFS BCESSBiER.
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f WENRAREREENES M HMARPRAEEXLEFL R,
8. (A]i%) WIFEHEIE: validate-config

LRI EH B TRXERSS . ERUREMBERLTHE !

Can't find include file /etc/samba/includes/cifs-interfaces.inc
Can't find include file /etc/samba/includes/cifs-filesystem.inc
Can't find include file /etc/samba/includes/cifs-custom-config.inc
Can't find include file /etc/samba/includes/cifs-shares.inc
rlimit max: increasing rlimit max (1024) to minimum Windows limit
(16384)

a. HIETEY, | A
R B RE B P i E.

b. HIMRTES, & * Ao
B 7R CIFS BCESS A ER.

9. X4 CIFS ELELAEERF: exit
10. B5h Samba fRSS: sservice smbd start
1. 4NR StorageGRID FEZE N IES, BEET—%,
=
&, W0R StorageGRID HBEIFEMEANEET R, WiRIEZESHAXLEEHZER:
a EIEERIERNEET R
I ALATA<: ssh admin@ grid node ip
ii. 9N\ passwords.txt XEHFIHAZ,
iii. NIA TR SUIIRE root © su -
V. 28I\ passwords. txt XEFFIHZHE,
b. B8 FRTBENENHNEET RlEFZER,
C. XFIETERE Shell ERFIZEEET R exit
12. F#H&< Shell © exit

73 Active Directory i & BH1Z%E F i

Xt StorageGRID BZBHFEMFPRREILHBHNENEET RIITIHIRESE .

BEENAR
s 23\ passwords. txt XL root/admin 1K S (B M _EREREEHIRED)
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* 8 B%H CIFS Active Directory AP & #1254,
* 8B% configuration.txt X (AIfE_ERIREEHIRE) -

(D)  ExmiEi CIFs/Samba #THIZSHE, FRIERRE StorageGRID KRARHIE,

p7
1. BRI TEENR:
a. AL T2 ssh admin@ primary Admin Node IP_
b. 38\ passwords.txt XHHFIHNER,
C. BNLU e E root : su -
d. %N passwords.txt XEHFI|HRZR,

Bl root AR BHERE, IBRFRHM " Bw # .
2. ¥IAFRE RSB AVIRZSIYA running 3¢ Verified : storagegRid-status
WRFABEIRSBIIRIBITHARKIE, BRI, ARBYE,

3. RE&SHSTT, #&*, Ctl+*s c*o

4. [35h CIFS BECESSA# . config cifs.rb

add-audit-share set—-authentication

enable-disable-share set-netbios-name help

add-user-to-share join-domain exit

I | I
I | I
| | |
| remove-user-from-share | add-password-server |
| modify-group | remove-password-server |
| | add-wins-server |
I | I

remove-wins-server

5. /9 Active Directory IEE S ¥IE: sET-authentication

TERZHEER, EUTERMIBEZEPHZAIRESHEIE. NRERESHIE, WEETR—

B MREKESHEIE, BRET—D.

a. HRARETRERETEAD Active Directory BY:  ad
b. HIFERET, HANAD FHHEIR (5EHB) o

C. HIMEREY, WNEIEHIZRAY IP #itks DNS &,
d. HIRTEY, WATEEAEIEHE,
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ERAREF&,
e. HRSKIRTERBA winbind ZHET, AN *o
winbind 3 F##tfr AD ARSS22RRI AP MARER.
f. HIIRRBY, HA NetBIOS &,
9. HIERES, T AN,
LB 2R CIFS BRESLiER.

6. MONI:

- SNREREBTN, BB CIFS BELESKAIERF:. config cifs.rb

b. IINI: join-domain

- RAERRRENREET AU ESNBERNEM R, NRIEEBTRSTAIRMALE, E®A: no
- HIURTE, BIRHEERMNAFRE:  BEGRAPE

]

]

o

Heh, "EBERAFE =2 CIFS Active Directory P %, A StorageGRID FBF &,

0]

- HIMRTREY, BREEEARE:  EEAREE _ &

* " administrator_password & CIFS Active Directory BF &, A< StorageGRID Z,
f. HERREY, & A,
LB 2R CIFS BRESLRER.

7. BIHE R BB IERMNE:
a. JONE: join-domain

b. HARFIRTNIAIRS 2R LRIR DM BN, WA v

WMRZULEIEE "join is OK , * " you have successfully joined the domain. Z1R KUK EI LM, EEIH
RE SR EIEHERIMNEH.

C. HHIURTREY, | * BN "o
B 7R CIFS BCESSRiER.

8. FIMEZEFF M. add-audit-share
a. HRFGIRREFMAP AR, BN user
b. YRGKIRTERNTIZAF N, BHMANEZAFZ,.
C. HIMRREY, BN

B £ CIFS BCESS R ERF.

9. MBAFZNEFRRAIFEZHEE, ERMNEMAEF: add-user-to share
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R EREBRAHEENRESTIR.

a. MABEZSHEENES,

b. UAFRTEHRIMAF AR, AN group
RIERRTERNEZABT,

C. HARSHETRIECMNEIZARBIRN, WABEZARANET,

d. HIETEY, & \A .
kB 2R CIFS BRESLRIER.

e. WENLRFEZEENE M EMARSAEE TR,

10.  (Ai%) WIEERIECE: validate-config

PRI EH BTRXERSS . TR UREMBIRUTHEE:

° $%AEl include X4 ° /etc/sambalincludes/cifs-interfaces.inc’

° ¥ A E include 3Xf4 ° /etc/sambalincludes/cifs-filesystem.inc’

° 3 AREF| include Xff ° /etc/sambalincludes/cifs-interfaces.inc’
° 32| include X * /etc/sambalincludes/cifs-custom-config.inc’
° 3 AEF| include X ° /etc/sambalincludes/cifs-shares.inc’

° rlimit_max : 3% rlimit_ max (1024 ) 1&ANZEI&/)» Windows PRE&I (16384 )

@ BB E "security=ads" 5 "password server" SHESFER, (BIAMBERT,
B ARIEBRNIEH DC) o

L HIMEREY, RN UEREZEF RIS,
ii. HIMETREY, WA o
LB R CIFS BREXRERF.

1. X7 CIFS BEEXRERF: exit
12. YNR StorageGRID BB Z BN UER, BEERET—%,
=19
FHE, WR StorageGRID BEBVIFHMILSMNEIET R, NREFESAXLEHZHEE.
a EIEERINERNEET
I MALATE<: ssh admin@ grid node ip
ii. i\ passwords.txt XEHFIHAZR,
iii. N TSRS root © su -
V. i\ passwords.txt X&HFIHAER,
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b. B8 RS EASNEETNREEHREHE,
. XHIZIERE Shell ERFIEET R exit

13. ;548 < Shell : exit
BRPEARME CIFS BiZHE
BRI LGB P SR MEIS AD B9 IEEREY CIFS BEiZH=,

EBBHNE
s IEEE passwords. txt XELUK root/admin kP RS (AT M EiRE G HFRED)
* B8 configuration.txt X (AIELARREHEHILE) -

RFUIES
UTRES R ERTS AD SMEIEEREZER,

(D)  ExmiE CIFS/Samba #TEIXSE, FHIEFRRE StorageGRID KRR,

g
1. ERFTEENR:
a. BMINLAF8<: ssh admin@ primary Admin Node IP
b. HIX passwords. txt XHHFIHZ,
C. EANLARes RS root © su -
d. ¥\ passwords.txt XHHRFIHAE,

Bl root R BHERE, BRFTREMN " Bkl # .
2. WINFRE RS PRSI AEEEITHERIE. HA: storagegRid-status
NRFIEARSIIRIBITHARIVIE, B/ AR RIPE, ARBYE,

3. i&_@ﬁ%\{[i’: E *o Ctrl+*, c*o

4. B5h CIFS BELEXFA#ERF: config cifs.rb
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add-audit-share
enable-disable-share
add-user-to-share

set-authentication
set-netbios—-name
join-domain

validate-config
help
exit

modify-group remove-password-server

| I
| |
| I
| add-password-server |
| |
| add-wins-server |
| I

I
|
I
| remove-user-from-share
|
I
I

remove-wins-server

)]

- FHR AN B :

add-user-on-share

IR EREEENHEZHEZENRESTIR.

6. HIEREY, MANBEZHEE (B - SH) WS  audit_share_number
RS AREEEER TR AN LEZEZHHRINR,
7. BIRREY, BAIMMBFEA: user 3 group

8. HRSRTERAIL AD REHZRNAF AR, BHALZT.

bR P SRS RN R IZH Z R RN RS SR BVRIER SN CIFS RS . RYOFEMME Samba ECE
, LUER P SAHREBIRRERE P mt =,

©

HIRTREY, & 5N o
LB 2R CIFS BRESEER.

10. HENRGEEZEZNE I HFANAEE RS E,

1. () WIEENEE:

validate-config

]J:tE-_H_J‘*ﬁ #J.L/—.l_l_u:bﬂﬁjjo UE_IL/LtC@iIﬂ:L.\H]gL\X—F‘;ﬁE\:

° 3 AREF| include Xf¥ /etc/sambalincludes/cifs-interfaces.inc
° 3 Z| include X /etc/sambalincludes/cifs-filesystem.inc
° ¥R EF| include X /etc/sambalincludes/cifs-custom-config.inc
° ¥ 2l include X4 /etc/sambalincludes/cifs-shares.inc
L HIRREY, RN UEREZE P IGEiLE.,
ii. IR, BN
12. X4 CIFS BEcELfER:
8. HERERERAHEMERZHAE, NTAMR:
° W15 StorageGRID HEEBE NS, BERE T —Do

exit
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‘|¢

° 918 StorageGRID HEIFHMIEAMNEET &, BIREEZERAXLERHEZ
L AR ERIESNEET S
A BN T®H%: ssh admin@ grid node ip
B. i\ passwords. txt X{FHFIHAIZR,
C. MALUTE SRS root © su -
D. #\ passwords. txt XHHRFIHHEE,
i. B8 FRSBHENMEET RRERZHEE,
iil. XHIZIZRE Shell FRENTIZEETTR: exit

14. 33548 < Shell : exit
M CIFS EizHE=rhfipRE 4R
ERERBFRAVFIRREZEENERE—THF 34,

BREENAS
* {EBA passwords. txt XHFURRIKFES (AJELRRGEFHE) o

* 2% configuration.txt X (AIELARREEHIKE) -

XFIES
BFET CIFS/Samba #{THZEH, HIEERER StorageGRID ks #fi|Fxo

R
1. BRI FEETA:
a. AL T2 ssh admin@ primary Admin Node IP_
b. %N passwords. txt X&HF|HAERRE,
C. BMNLU e E root : su -
d. i\ passwords.txt XEHFIHAZR,

XU root AR SMERE, RN $ Bl # o

2. |35 CIFS BEELAEF: config cifs.rb
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add-audit-share set-authentication validate-config
help

exit

enable-disable-share set-netbios—-name

add-user-to-share join-domain

modify-group remove-password-server

add-wins-server

| | |
| | |
| | |
| remove-user—-from-share | add-password-server |
| | |
| | |
| | remove-wins-server |

3. FamrREFe4A: remove-user-from-share
LI ER— MRS IR, ERFHTEED AN AEZEE, HiZHEERRCH audit-export o

4 NEZEEMNRS: - audit_share_number
S. HARIETMPRAF AR user 5 group

IR B RERAZAP RAHNRS TR,
6. IWMANSZMFRAIFEFSERAVERF * number
LEHEFFEZER, FEFBATRAPSANLRLEZER, fia:

Enabled shares
1. audit-export
Select the share to change: 1
Remove user or group? [User/group]: User
Valid users for this share
1. audituser
2. newaudituser
Select the user to remove: 1

Removed user "audituser" from share "audit-export".
Press return to continue.
7. X CIFS ECBELFTEF: exit

8. #N%R StorageGRID FEIFHMILAMNEET =, BREEEEES N LS Z2EERHE,
9. BERMGE, ME 1< Shell FFH: exit
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B4 CIFS Bzt Z A SRR

&) LOBI AN T A P B 4B HH PR IB A B4R SR B LK CIFS Bz ZERA P AR T,

XFIAES
BFAE CIFS/Samba #1THZSFH, HIGTEREKR StorageGRID hiz4s IR,
S
1. BRIMEEFF AP AR EZHEZA,
2. fhpRIE A P EE B #Ro
HEXER
* BRFPHASRME CIFS BHiZHE=E
* M CIFS EizE=rfipRAE F el

I53IF CIFS Bf%EERY

HRZEZENRR, AEXHETHITENNAIZFIERE, RIERSEITAX . 1A,
HiZHEXHEE ERE Windows ZRIREEGEEORERBINIE, WIEERE, XHFIE
&,

79 NFS L E&EIZE Fin
HZAZESBMBERAANRIEHRE,

BFEENRS
s 8B E passwords. txt XELUK root/admin 5 (RIFE LR EEFHKE]) .
* f8B%A configuration.txt X (AIELARREHEHILE) -
BHIZZ P imEfEE A NFS kikds 3 (NFSv3) o

KXFIAES
Xt StorageGRID BEREMPHURFZLHENE N EET RRITIRESE

P
1. BRFNFEED S
a. AL A< ssh admin@ primary Admin Node IP
b. %I\ passwords. txt XHEFFFIHHZZ,
C. AL T eI E] root © su -
d. #i\ passwords.txt XEHFIHAZR,
Bl root IR BAE R, BRTTRM$ Bkl " # .
2. WIAFRE RS ERSIIAEEBITHERIE, BIN: storagegRid-status

WREAARSZ A5 "Running or Verifified (IEfEE{THEIRIE) ", BRI, AREARL,
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REEISRLIT. Ko Ctri+*s

CESLATER. WA config nfs.rb

5w
il
2
Z
U)
=

add-audit-share add-ip-to-share validate-config

enable-disable-share remove-ip-from-share refresh-config

help
exit

S. WINEZZEF . add-audit-share
a. HIRTEY, MABEZEZENEZEF L IP ks IP #iEE: client ip address
b. HIMRRES, =B,

6. MEAF LN EREPHIARIFEZEE, ERNEMAFDN IP #ilk: add-ip-o-share
a. MNEZHEENSS:  audit_share_number
b. HIEREY, MANBEZEZHNEZEZ i P #thiksy (P #ISEE: - client_ip_address_”
C. WHINIRRAY, &= *HA

BT 27 NFS BCESERERF

d. WENRAEFEZEZNEME TN EREFHEEXEFIE,
7. (A1) BIEERECE.

a. WAL THNSA: validate-config
BT EH B RX LIRS

b. HIMRRET, 3= * BN,
LEBE 7~ NFS BEESLRTER.

C. XA NFS ECESSATERF. exit
8. HE R BRI H it B AEZER,
° 901 StorageGRID HE R BN ILR, BEET—F,
° YIS StorageGRID PEEEFHMILSMNERT =, BERIEEEEAXEHEZLSR:
L RS RE S EIET

A BN T®H%: ssh admin@ grid node ip
B. %\ passwords. txt XEHFIHMZG,
C. AT aSIEE root © su -
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D. %\ passwords. txt XHHFIHAIZ,
i. B8 FRSBABIIMEET RECEFZHER,
iil. RAITIZER L Shell BREZEEEET R, BN exit
9. JXHe< Shell © exit
NFS BEZE IS RIEE IP lHERGXN BREZEZRIHRIRR, @R NFS BHZE P inhY IP b RNE)
HERRKEZEFIHERFHEZEZHANR, EEIRERINE HZE P iR P iERRERZE P

puin)
Yo

M}

¥ NFS BiZE P in AN EI s it

NFS BizEFiRHGIRIER IP i RS SRR EZHIRRAIR, @R NFS BHiZE P in
1 1P MR INEI RS, SRR SR AR T A R R

EBEENRS
* IREIHE passwords. txt XK root/admin KA ZRS (AT M _EREREEFFKE)
* B8 configuration.txt X (AIELARREEHIKE) .
BI%E P ImIETEREA NFS ks 3 (NFSV3) o
B
1. BRI ETEENR:
a. WALLT#<®: ssh admin@ primary Admin Node IP
b. $N passwords.txt XHHRFIHAYER,
C. B NLA T et E root : su -
d. 3N passwords. txt XHFHFIHHIZ,

U root AR SMER, RRTEMN$ Bl " # o

2. [5oh NFS FBELF# 2R config nfs.rb

add-audit-share add-ip-to-share validate-config |

enable-disable-share remove-ip-from-share refresh-config

|
help |
exit |

3. BN add-ip-on-share

LB EREEET S EBA NFS ERHEZE5R, WEZHEZF|HI: ° /var/local/audit/export’
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4. NEZHEENSRS:  audit_share_number
S. HIERAEY, MANBEZEZNEZE PG IP #thitsk IP #iSERE: - client_ip_address_"

LY, ERE P IR AR EZEE R,
6. HIMRTEY, Ao
e 2R NFS BEE L AR

1. JANARMEEZEZPRNE N EREFRES LRPE,
8. (Alit) WIFEMIECE: validate-config

IR EH B RXERS.
a. WIEREY, & 5N o
BT £ NFS BcE LR

9. XM NFS ECELHEF: exit
10. 4N StorageGRID MEZ RN IR, BRET—F,
TN, MR StorageGRID EIFHMILAMNEET =, WALURBEEEERERAXLEHZER:
a. EEERILEMNEET S
L AL T®H2: ssh admin@ grid node ip
ii. 3\ passwords.txt XHFHFIHAZERD,
i. 3 NUAFapSHHRE] root ¢ su -
V. I\ passwords. txt XHFHFIHAIZ,
b. E8 PRI BHENMNEETREEHEZHLE,
C. XIFZTER L Shell BEREFTEEET R exit
. JE8H&H < Shell @ exit

ISIF NFS ERiZEERL

FEHEZEZHAIMNFS BE PinE, EAUESFEZEFIRHEHNIEXEXHES
A MEZHEZETIE,

T
1. ERILE AMS IRESMEET ANE PG IP it ISiNEE SEEPIRARSENTE) . BN ping

ip address

WIEARSSEBRE RN, HETRERK.
2. FRERTEFIHRERFNGTEHFEZRERE, Linux S8<R6R (E—1THREN)

mount -t nfs -o hard , intr Admin Node ip address . /var/local/audit/export
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_myAudit

ERE AMS IRSHNEET R IP Mt INEZRGNTEXEZ R, HEHRAIUEE P mEREMR
BFR (B0, EE—PELHH T myAudit ") o

3. EXEXHEERIMEZEZIAE, B! 1s myAudit /*

Hef, "myAudit " BEZHEZRNEHR. NEDIIHE—PEEXH.

MEZHEZHRIFE NFS BHIZE Fih

NFS BE#ZE i iRIEH IP bR SN EZHZRHRNIR, Er]LOEI iERIA Hix
PRk P bR RIS P o

ERENNE
s BB passwords. txt XHLAK root/admin 1K S (B M BRI EHIRED) -
* f8B% configuration.txt X (AIE_LEARIREEHIHRE) -

XFIAES
EAREMPRARIFAREZEZENRE— IP itk

s
1. BRI ETEENR:
a. MIANLAF#<: ssh admin@ primary Admin Node IP
b. 4\ passwords. txt XHHFIHAIER,
C. B NLATas % root : su -
d. 3N passwords . txt XHHFIHHIZE,

I root AR SMER, RRTEMN$ Bl # o

2. [5oh NFS FBELF# 2R config nfs.rb

| Shares | Clients | Config |
| add-audit-share | add-ip-to-share | validate-config |
| enable-disable-share | remove-ip-from-share | refresh-config |
I | | help I
I | | exit |

3. MEZHZAHMIER IP #llk: remove-ip-from-share

LA ERiRS 2 ERCEMNERZEZNRS VIR, EZEZSIH A ° /var/llocal/audit/export’
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4. MANSHEZHAENNIETF:  audit_share_number
HEBP R B R A TFIAR B EER IP #iltRRES 5IR,
5. NS ZMIFRE IP sl 3 AT
BT EFEEAE, HETBATERL IP MM ERFZE P mH TR,
6. HIRREY, AN ¥
LB B/~ NFS & KAERF.
7. XA NFS FEESLAIERF: exit

8. YNR T StorageGRID FE N ZHIEFROILSEE, MEMES FEEZEET S, BRIEEEZAXLE
HIZHE:

a IEERIISNMERNEETR:
i N F®%: ssh admin@ grid node ip
i. i\ passwords.txt XEHFIHAZR,
iil. FNLAT SR E] root & su -
V. N passwords.txt XHHHIHHZ,
b. E8 FRZEANETMMEED RREEFEZHEE,
C. XAIZEIZR L Shell ERFIZIEEET R exit

9. ;3548 < Shell : exit
EM NFS BE P I IP it
MNEEEHEQ NFS EZEF iR IP ik, Bl TTE,

P
1. @A NFS BEZEZR0H P ik,
2. MIFRERSS 1P ik,

BXER
* & NFS B P i ANEEZEE
* MERZHZFRER NFS BHizE i

BEAET R

AR FIET R

BRI LUERER IR T 22 E S StorageGRID HIEROIES, LUEEEE|BIrNER3
RATFEEZR ST, {540 Tivoli Storage Manager (TSM) o

JIIRTRERT —NMRO, BT ZZORIMNIIEEFERARFARBEFENREENER. ITRES
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mFIbERER AN StorageGRID %45 BARIMNRIIETFER G Z BRI R IR,

| S| hamms Genoris. || Cotmguration
ST ] StorageGRO Webscale Deployment o
|_|-_!-‘ Data Canter 1 :
B4 ok kv Overview: ARC (DC1-ARC1-98-165) - ARC
L}._‘ Al Updsted: 20150530 10.25:18 FOT
:_::j-‘ DC1-81-88-182
i
1~y DC1-52-98-163 .
,g,_‘ ARC Stata Online 59
T d DC1-ARCY 92185 ARC Status Mo Errors 2y
- ) ssu Twvoli Storage Manager State Onling ﬂ?
:":5. Tiwoli Storage Manager Status Mo Errors =i
Store Siste Online 5?
Store Stalus Mo Errors e b
Reatrieve State Online ﬂ’?
Ratriove Status Mo Emors =iy
Inbound Replication Status Mo Emors =5
G s e Outbound Replicstion Status No Errors =2

:'-I_,"‘ Data Centar 3
Node Information

Device Type Archive Node

Varsion 10.2.0

Build 20150928.2133.a27b3ab
Node ID 19002524

Site 1D 10

FcE SN BRRYERE S, ERILIECE I TR LALIE TSM 1488, 7 TSM BRS3 288 BRI A a] AR I3
TR, UREEEFNNNRIZRE, EEAUNIETRIREEEXER.

T EMIBRMERE BRI IR RIS REFEET LAFER MF AT VIR RS . HBEERSMHFIMNIRFME, TR

SRR IS EIEESIET O ERNART R UKREE ILM ALNKSSILRY, EXEANF, )3T =
WEARNBREGRRN " BiR "o IRTRAIEEAENRMELS; XehEd M ILELI.

()  wRTMETRIAY, EARBERFESSL,

+42 ARC-Service

JAIE TR LRV (Archive , ARC-) BRSBIRMT —MEERE, ERUERILREREERY TSM FiElff
ERFISMND)IEAE (BlUNkES) BOER.

ER—MASIMNBIEEFERAARENNAREFRS, BT MELEFERENKEE, AEREFRNAREFBER
IR REFHITIRER, P HENAEFIERIIENREY, FiETRSM ARC-Service IR #HHE. ARC-
Service ZMIMBIARFEARLHIER, ZRARIURIERINRETEH BT ELIXE ARC-Service o It T2
FIRSZWIENRBIBEHBERLEEET R, ARFET RSB SEREIZIERHE F imN BERF.

B TSM FRiEHRE 0 SREHE I BIBEH RIS KA LUATERR, DIRSHERME, fJLOHERETHIR, UER

E—IFmRRIRFFEEET LN R, AE, BREHNEFFRREFMERSE. RIBIARSENRRE, 7T
ERAEX R EE LRI REIZTMERK,

E)d S3 AP AR =

AT LA T SRR B N E1EEIE R Amazon Web Services (AWS ) ¢a[&3d S3 API
%% % StorageGRID Z2FANERIEMAR S,
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@ T S3 AP FXRMAETI RIS shEISMEAIREFERAER ILM ZEMEHFAEE, ErEHE
SR, ARSI * o) - BREMHERS (S3) *i&EW, (BERREEENKELEFEL.

MREUFIEEFERES * zHE - BREERS (S3) *RAHNAMT R, BFEERBNRIBICEFEL.
BEERHGREE /A ILM EEN R,

FCE S3 API BNEIZIZE

NREBFERA S3 FHOERRIRT =, NWHIMECE S3API NiEZIKE, EREXEREY
Bl, BTTESINRIEFERGHITERS, Fk, ARC-Service FRIFEEERNRT.

B S3 AP X RMIFET RIS shEISMNBIFREFERRER ILM ZEFEMFIEN, CrRREE

@ ZIEe. NAKE * PR - BREHERS (S3) * &, EERIEESREMaFiE!b,
MRELUFEEERES * cPE - BREFMERS (S3) *EINAMTR, BEERNRES
A FiEl. B2 /A ILM EEN R,

i

EBREENAS
* BB EAEREIMBEERSS S50 Web il K25,
* BRBHERIARINR,
* BEABMAEEERE LEIBEFE DR
c WEESBRTAT NIRRT R. ENEREMIET R EMNAEFER.
° D ERENERN M EEFENAIX I,
© NTEFMED RECEPEFRAITH,

s EEANEROE, HERAPBAIVNTFHZETFT 45GB (4, 831, 838, 208 FT) . WNR{HEMA S3
TERINERARSIZE R ST, BT ULER S3 APl iERIG KM,

)

p

TR R > TR > * Mgt o
2. R ATIR > *ARE* > * BAT o
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Overview Alarms Reports | Configuration ‘\

Wain Alarms

Configuration: ARC (98-127) - Target

Updated: 2015-09-24 15:48:22 PDT

Target Type Cloud Tiering - Simple Storage Service (53) LI

Cloud Tiering ($3) Account

Bucket Name name
Region Virginia or Pacific Morthwest (us-east-1) LI
Endpaoint hitps:/10.10.10.123:8082 ™ Use AWS
Endpoint Authentication r

Access Key ABCD123EFG45AB

Secret Access Key ssssee

Storage Class Standard (Default) LI

Apply Changes .
- MERREEITHIFIRFIERE * =HE - BREFHERS (S3) *.
() SemsmErsE, REREATR.

-EERNE (83) KA, IRETRIGET K EEEISZR S3 BB IRIMNRIIETFIE RS,
WE ENAZRFREEFS BREN. TENET JREFEESRHNFK.

o *MIX * 1 RTEIEFR * A AWS* A, BRI N5 17185 BRI X ILAD,
o * s * F * A AWS* : XF Amazon Web Services (AWS ) , iH%EE * £ AWS* , R, &%
SIRIBE " DERBIR "M X " BEEN T Ime * EFiRs URL . B140:

" https://bucket.region.amazonaws.com’

MFIEAWS B15, WMAREFRMEIENARZD URL , BiEKOS. fli0:
" https://system.com:1080°

° * IRBRIE * - BRNER TATERARES. MRINPIEEFERARNMLZERIER, WA LEBUHESR
LB ENE, LUENBARIMNIEEFERAZERRSR SSLIEBMEMNRILIE, WR StorageGRID R4EHY
S—IRAIRERIEFERE, AERARERE T AHRTRIES, WaAIFRTEPEIEE,

o *FMER L R AE BUN) C FAENMEME. XASTERIZENNRIERE * FBETTR o * TR
D RIRRARAER AN, FRRAISEME. WIRBMMAEEERSZ StorageGRID RAERISZ—1SEHI, M0
REEMRLE LHANREERT IR, W - Z4E3E * FizfEBRAS LB ZNREEN T
SR

261


https://bucket.region.amazonaws.com`
https://system.com:1080`

6. Y5i% * RIS *
ARSI EREIGENAT StorageGRID R4, MER, FABENE T,

1EER S3 APl HIEIZIRE

RIIETRECENEY S3 AP ERFIIIMAIREFRASE, IRERLEZN, &AL
e T

* MRERERIIMEEIRER 21519 Web %
* BRBHFERNIARINR,

XFIAES

YNSREEK Cloud Tiering (S3) KA, MAMHRRAFGREEXNFEIERESIR/ 5ihRNR, ST
T RAFEDBRENRFIE N R,
p

13T XF > TH > W~

2 3% D FA”TR > ARR*>* Bin,

S EFEERE > E

Overview Alarms Reports | Configuration \I

Wain Alarms

Configuration: ARC (98-127) - Target

Updated: 2015-09-24 15:48:22 PDT

Target Type Cloud Tiering - Simple Storage Service (33) LI

Cloud Tiering ($3) Account

Bucket Name name

Region Virginia or Pacific Morthwest (us-east-1) LI
Endpoint https:if10.10.10.123:8082 M Use AWS
Endpoint Authentication r

Access Key ABCD123EFG45AB

Secret Access Key LTI

Storage Class Standard (Default) LI

Apply Changes .

4. IRIEREEHRIKFER.
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YNRELFMESE, NHWNREERSHEER—ERE BN, IENRIDEEEFHELET,

() oHrem, XSS, B6AWS &, TSN,
5. 3#% * AE " .
f&24 Cloud Tiering Service R

&R LUEIT B Cloud Tiering ARSS RUIR S RIT SIS TS
AL FRE R AR T ES .
BEENRA

s BRTEREREIMEEIRESS 21509 Web I

* BT AR EHRINR,

* MAECE I =,

KTFUAES

RN IE

i3 S3 API 3

B Cloud Tiering IRSZIRESE N * ERERIRE *, AJBRE)IRT RBA.

p

138 * 2R > TR * > * RgHih *,
2. 3%5F IETR _*>*. ARRY,

S EEEE > E ",

Overview Alarms Reports | Configuration ‘-1

EFRAIBIRINED

Wain Alarms
Configuration: ARC (98-127) - ARC
Updated: 2015-09-24 17:18:29 POT
ARC State | Online LI
Cloud Tiering Semice State | Read-Write Enabled LI

4. %*Eﬁ}:’ﬂﬁﬁ%/p\ o
S EHE X MFE ¢,

EE S3 API EERTFAERIEITE

NRIETI T S3 APIEREIEFERYE, WA UEEFMERIEITE

F 555 ARVF (ﬁﬁﬁﬁkﬁa) ko
BREENNE

Apply Changes .

, HEitHEETA
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* ERERERIIMNREIESE 2 HH1 Web %25,
* BEARERIHRINR,

TR

T0efF > 25>+ TR * > * [gah

2. EEx D AMTR _>%. ARR* > TFEE

S EFEERE > E

Overview Alarms Reports | Configuration '||I

Wain Alarms

5 Configuration: ARC (98-127) - Store

Updated: 2015-09-29 17:54:42 PDT

Reset Store Failure Count -

Apply Changes .

4. iF - EEFHRIEITE
o. W * NAEN *

FESEREEENS,

EIZR M Cloud Tiering - S3 T8 B =1FhE:

WMREHFIEEFR * =0E - BREFEMEIRS (S3) * N REIESEE S3 FiED
%, BEERBMNRIBIEFEL, cEfEtRE T ey B %, aIFE
StorageGRID &ZFRHIFIBEEET =o
ERENNE

s BB ERAERIIMRETESE 15 Web | 2E,

* ABRENIAIRNIR,

* BB RIFMIEN Cloud Tiering BLER S3 IFiED R,

()  EmusEra, BRAGH Netaop BFARE, THRHEEEMIEXNE,

KFIEAES
MILM BERE, sEFEBSEEBEM]. B, RAFHEBES StorageGRID RLHFRITFMET REUIET R
, BFENEE— MR S3 FiED K.

TERIFTRM Cloud Tiering - S3 TR EIFiEM a1, HIMAcLIE S3 FHEDER, AG7E StorageGRID HEI|E =
EiEt. AR, ERIUEIE— M ILM KB, HIGRETFE# Cloud Tiering BRI RAY ILM LM FTE
Cloud Storage Pool F7ZfiEMERI 3T RAYFELE ILM R0,
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MBEHSIAE SIS, WKL RARIAOTE/EHETE StorageGRID o MRELFAT
() EHRN LM ANRENENENREEESMIE, BERREDENTUTETS, FAE
BEEILE. NBASHITITE, WATORFAN, TrREIaM.
R
1. BlEEAEE,

NETFENERIRN S3 FHDER, UHERAENESHaFENEENEUE.

AT ILM REEFIHR B BFEER D BEDRFHRERE MREVEM ILM N,
- Aubus=agy WA

FERENANS, KREUE BB TEFEL,

RIFFEFERIRN,

SR ER LN B SRR

TRIAFRCEHT B,

N o g k~ w0 N

R ERR AT ILM iMES, WRIGMA Cloud Tiering BRER S3 7% E&F85hZEIA Cloud Storage
Pool Bt &/ S3 FiED R. MR LM OTATEAZFM,. BXNRBEEREMEBGE, XM Cloud
Tiering 93 E&X R

HXER
£ ILM BN R
1B TSM ARjB) (43I B Ew

BRI LB YIRS TS 2B E S LA Tivoli Storage Manager ( TSM) ARSZ2:AB4T, RS 2EA]
IRMHZiEIEO, ATENRIUEEENCREIEN SRR A 0EFEISSE, B1EHSE,

I3RS TI =AY ARC BRS575 Y TSM ARS3 2809 P s, {8 Tivoli Storage Manager 1EA 534 FE RSB ERIF
IS

TSM EIERE

TSM FREEXNEIRLEMIET TSM's FHMIIHIRENTIERIE, ATRATH TSM RSN BHARETIEEM
Mo HEFEFMNIRITIF StorageGRID ZFAH ILM ZKB&IETT, HEMMFTE StorageGRID RARIEK, BIXRK
ATFE, HEBEZTHAET SRR, AT RENREGELXE] TSM ikRFEEE, ENA TSM 4asERRA
REBFIN, BRI REIBEEMES TSM RSB 23 E BT

AT RN RKIZE] TSM RSS2/, TSM ARSI ER TSM EERNALURMUENFREMRN, FIg0, 15
IRNEIEFEENHINER (AEABMSEESNIRNAS) JUSNARFHE WALTRBRENEEAS)
Rl

FcES TSM FhialfFAviEs:

7E)IR4 T = 8ETSS Tivoli Storage Manager (TSM) HaF#iT@BE 2R, BHNEEES
TZE.
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TRERERIIMBEIRSE 2119 Web 525,

EHNAE

* BEARERIHRINR,

KXFUAES

EEREXEISE 2RI, BT A5 Tivoli Storage Manager #1Ti&15, EUt, Itk ARC-Service MabFEEE
TR

T

T30 > 285> TR * > * [

2.
3.

6.
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PR ARTR > ARR*>* BIR o

% RRE > E
Overview Alarms Reports | Configuration "|I
Kain Alarms

Configuration: ARC (DC1-ARC1-98-165) - Target

Updated: 2015-09-28 09:56:26 FOT
Target Type Tivoli Storage Manager (TSM) |
Tivoli Storage Manager State Online |
Target (TSM) Account
Server IP or Hostname 101010123
Server Port 1500
Mode Mame ARC-USER
User Name arc-user
Password [ TITTT]
Management Class sg-mgmitclass
Mumber of Sessions 2
Maximum Retrieve Sessions 1
Maximum Store Sessions 1

Apply Changes ‘

M * BAREE * FHIFIRS, %% * Tivoli Storage Manager (TSM) *,

3FF * Tivoli Storage Manager State* , J&%ERR * Bi#/l * LABGLEM TSM Fial 4IRS 88 1TH0 3R,

AAAERTE, Tivoli Storage Manager R&SIRE MBI, XEHREIETI RAEBM TSM FRaEIHARSS 210 ER
R,

HELUTMER:

° *ARS528% IP HEMNE * : IEEATULL ART BRSSH TSM HRialfhARS5 2317 IP sl UL REHZ. FIN
IP #3179 127.0.0.1 -



o *IRSZERIHO ¥ ¢ FEE L ARE ARSSIGEEEIN TSM FhialfARSS 28 LRVIROS . FRINMES 1500 o
CFWRBM L HEEIRTRINER. BN TSM FEIHIRS 2 MR (arc - user) o

c* AL ¢ IEENAREFTOLRSATFERE TSM RSBHAF R, BARIRT SISENBIARR
% (arc-user) KEERAF,

° * D L IEERATERE TSM RS BN AEFARS AL,

o EEE Y BEERMNRIREE StorageGRID RARYARISEEIRLIIE TSM FiElHARSS 28 ERE X
EE EEXNBEANINEES,

°* RIEEN ¢ 1 $5E TSM iEFIRS S LT AT AT KRR ISR EE, AETRIER NS M ER
REZLHBR—IRIE, HRMIELERE (DTFED)

BT EE RN S M TR T S8 MAXNUMMP (R AEHSH) SEMEMER. (0E
register Sn ¥, WMRFKIGEEMEE, NFEAR MAXNUMMP BRIAMER 1, )

ok, SRR TSM ARSS 2889 MaxSessions EEXRNZE L5 RiZNBIEFRSZIRENSIELHERBIEK
F. TSM BRs588 LMY MaxSessions ZRIAER 25

° * RARRRIEN ¢ | EE AN AEFIEHIBIARSS A TSM FialfHARSS BT A URITRRIRENERARS
B, EARZHBERT, ESNEATBRRERATFERIEN. IRFEHRE—MHEHIREIEEHTT
FHENNER, BREE—IFTIIEHNE.

o RABFERIEN ¢ | EEEINAREFTIOARSTTITE TSM fialf+ARkSS 2 & TR FRIRAH &

RIEH.

LENZERN 1, EERASEERAERBRERITRRINRIN BILERENZAERIERIER
(RS

7R A .

T3S TSM FRiE/fFIEMLIIET R

ER] LUBE BL B AT m I IERMLLZEER Tivoli Server Manager (TSM) BYY3RT

mBY4RE,

ERBHAS
* BREAERIINEEIESS 218 Web 3% 28,
s ABERTENIHIRNER,

i

)

RFUIES
BE, |FETRE TSM iElfHARSSITHNH R ZIERZIIRE T TSM ARS8 % AT T o H IR 528
W — M HEHEEESESECLENE, MEARETRDSBIELNET, B8, IRENIETREIRNERFHET RN
IFIRTRURBERET, WILLEIRRANREZIEHIRENSHEIEHERRMNNL TSM RSS2 1E6E. X
¥, PR URRATRER, WREM, XERpBEFHRESE— MBI UATEE,
p

T3&F > ZF > TR > Wk~

2. JEEFE D A”THR _>*. ARR*>*BIR

S B EE > E ",
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4. 5 RRARRIIEN * BXAS * 218 HE,

Overview Alarms Reports

| Configuration '||I

Wain Alarms

Configuration: ARC (DC1-ARC1-98-165) - Target

Updated: 20150928 09.58:28 PDT

Target Type Tivoli Storage Manager (TSM) |
Tivoli Storage Manager State Online ~|
Target (TSM) Account

Server IP or Hostname 10.10.10.123

Server Port 1500

Mode Name ARC-USER

User Name arc-user

Password ssanes

Management Class
Mumber of Sessions
Maximum Retrieve Sessions

Maximum Store Sessions

. WEHE * NMAE .

FCE TSM BYIRIRZSHI TR s

sg-magmitclass
2
2
1

Apply Changes .

SNRVIE T RIEEE TSM FPEIFARSS 28, METLORIIET R B AIREFEIRSEC B B
e EERLE)IET R EXBENRAIIEEE, NEEENXKEIRRERRSIE

EAC
ERBEHNE

* BRERERIIMNREIERS S50 Web %25

* BEARERIHRINR,
p

18R * 28 > TR * > * Mg~
2. JEER D A”TR _>%s ARR*>*TFEE

S EFErERE > E,
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Overview Alarms Reports | Configuration ‘H‘

Main Alarms

5 Configuration: ARC (DC1-ARC1-98-165) - Store

Updated: 2015-08-22 17:10:12 PDT

Store State | online LI
Archive Store Disabled on Startup -
Reset Store Failure Count r

Apply Changes .

4. IRIEFEEMUATIRE:
© FHERES: BAMRRKSIREN:
* B AT RE R TAEREFMERIREFER RN REE,
* B IET R AR AT REFMERN N REELIER ) IEEFE RS

© BHIRZRFHNEME. KRG, ERMESNEAREFEFEAMPSRIFIRIRTS. BTRHARBABERIETFE
RomEiE. SEMAREERARTEEZRNAN, WINEIFEEER.

° Reset Store Failure Count : EEFMEMIEITEER. LIEMAIHEF B ARVF (TFEH0E) Z4Rko
S ER * NAEN .

BXES
7£ TSM ARS5 8818

NRENEEANTR
£ TSM RSB AEI R ENERIHTR

H TSM #iEED TSM iRZ R BB AN RFEEIEAEISE20Y, TSM IREBa3TL58
YIS, ATLUBEE EEh%AE TSM ﬂﬁ%éﬁﬂ%ﬁﬁazﬂnlﬁx o

ERENNE
© ERERTRTIMGEIRS S50 Web 1%
© EEERENA AR,

KXFUIAES

£ TSM RSB FILERHARE, |IET R BRSRR 2L HE) TSM ARS [N REE. ERETLTESA
TSM RS BEENA R, MBEEXMHIER, BRESIR.

MLV RIZFRIPARSS @ TSM IRSBAIEAR

AT BALELE ARC-Service ] TSM RSZEBAXEZAE, EA]LUEIIETIRBY * ARC/ * AR, MMmEEH *
708 * BRI LHR(EP B BB TIILETE TSM ARSS B3R AILEPAT & HE R,

p
TG > 255>+ TR * > * g
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2. %F D AR >, ARR > FfE,
S FE EE*> X",

Owerview Alamns | Reports I Configuration 'I,

Main Adarms

5__ Configuration: ARC (DC1-ARC1-98-165) - Store

Uipdeted: 2015-05-07 123507 POT

Stora State | Offline |
Archive Store Disabled on Startup C
Reset Store Faillure Count [

4.5 * RS - Beh Bl o

o. WHE * BhiY BRI E
6. E4F * B "

SNR TSM FEHARIAE, BRI TRIREANRE

R BT TSM RiEF RS EHEREIBE, WA LA TRETRE, EENXHIITIRR,

pg

138 * 2R > TR * > * RgHih *,

2. 3%$F D FA”TR > ARR*>* Bin,

S EEEE*>*E*

4. BRAMRZIEHER NS RERDPTHHIH L STEHEE.
S. BERAFHAIEHMENN 0.

()  wmREESENRE, NERSRAZHSERENRY 0, FROREHRIE

6. Wi * AT o

REIETRIOTLE

EEILREIET RARRISE, FASRENBENENN, NEEENRKERIREERAY
BRI

EREHNE
© EREAERIMEEIESE T Web 1K,
© EEHENBIDIR,

p
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TR * 328 > TR * > PR«
2. JEER * IRTIR > Y ARC/ IR Y
3

CEECEE > E S
Overview Alarms ) Reports iCanl'inurath:n \
Main Alarms

B_ i} Configuration: ARC (DC1-ARC1-88-165) - Retrieve

Updstad: 20150507 12:24:45 POT

Retreve Stale iDnrma
Reset Request Failure Count |
Reset Verification Failure Count []

Appty Changes I

4. IRIEFREBUATIRE:
c FRERE Y RAMKRSIREN:
* Bl AR R AT AT NI RIS SRR REUE.
* AL RIS SR A A TR R R R,
° BEIERAMITEL: RPN EEREEIEREAMAVITELEE, HETA AT SRR ARRF  (IEREK)

o
° EEWIERKITER: it EEER EE BTN REIERIIIERWIT 2428, IRIFRIATF B ARRV

(BIERM) EiRo
o. WEFE * MAE *

e

FE)IET R E ]
BEIUAPAET REEEEFIRBEAEZRAANGM LIEES], NEZENXKEIRRERRISIE

AN

it

RN
- I EAB SRR G S Web HI4EE,

i

i

15

* BEARERIHRINR,

p
18T > XF > TH > Wk~
2. 3%$ZF D TR >, ARR* > &,

S EFrEE > X",

4. RIEFZ2EBIUATIRE:
o * BENBEHRKITE | ERRTATEENGERIKKAIITH R, WRERTATAR RIRF (NS
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W - KK B

o * EEMIEEHIRMITE ¢ ¢ SR EE B HIRMAYIHERER, IR IFRTA TR RORF  (Hiik
B - KK EfRo

o BRANGER L EFRIEIAELHPENEURFS B SREPEBNEER, FIESERFREIREEMR
Ko

BRANGERE, JUMEARFRORSLENREE, UEEHZE StorageGRID RAFRIEMUE
, ERERMNEMEMASGUEERZINARERFORS. It - RSAHRE.

o BRRAMIAEH < | EPIEEEAERIEAIP SRR B IR RAHIGER] (81 HTTP ZRHNR
BIER) o EEBRERERIRETRS.

BRABEERE, AJLENREEEFZINAREFFORSLUAE ILM BINBEXR, EBFXEMNAEE
FHOIRSHEEINRETEUEHIZ] StorageGRID ZARREMAIE, It ARC BRSS9 write - only o

. W MAE .

NEFETRIREBENXER
@R9 ARQL A1 ARLRL BIEEI BEXER, AT mEIIET /NSRRGSR
REIERVREM IR,

" ARQL : FHMFIHKE. NIIREFRERGRRINREIRO TIGHARE (URE 20D

* ARRL : FIJIERIER, VLT R MITLEE RGO R R EBFIRNTINE (AR NEMD) .

XERBUENAEZERNAT I IREFERARNEENERS . GEARC/** R * > HRR*>*FE*, )
MBERBIRENEURFTATFRRIERNSIERLERE R,

EMERE, BEIETRINSEELR, UREEBORNEMATHKENE. AF, 7 ARQL 1 ARLRL
BIEEEXER, WERHMBREETRRNALER, BEEN HIEMHEH R

£ 5% Tivoli Storage Manager

JAIRT RECETNIR(F

&1 StorageGRID RALIGIIRYT IEN—MIEREE, ERUE, HRATREH?E
, ¥t ELIAKE L,

EHATREY, RAZIRIEN StorageGRID RAEXRIESERFHREE (ILM) MNERITEFIZIFRELE
ME, BFEAETR. [IETRTY TSM IRS[IZF iR, TSM ZFFIHEET StorageGRID Mt REidi2
ZETIAETR L. EMEAET /B TEENNREERTEWEINERREFE TSM iRS8E. AETRASE
R RBIEHRTFE TSM IRSBBZAEFHREE, EASRITHRES, B2, IRBUEERFE, TR
AIE— N ESHE TSM ARSI L1 EIFN

IR T RN RBUERTFEI TSM BRS588/5, TSM RSB ERAHLERER / RERBEREENREIE. ©
AEXXEREREE, FEHSTIETRBVRERS. UREN, TIETREENNKBECTAERAEFME, HE
AR PRI RYIETIRIA1R), FRAEYIAET R E MR

StorageGRID R48Y ILM MM 5 TSM AR5 209 E s FHE / (RERR Z BB ER. STIWRRIIRILET; B
B, ERETIHRHA StorageGRID RGHY, ERILIAHDE— TSM B, WERLFSHRBIE—EL
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* ORI SIRTF ORI TE X GBS TSM EIBAAVIERDR, FHEMT R ER I RS

XEFBREESE; ENHARRATER TSM X, BREZANTIRMERATHRERENTEMEEAYIZE,
N PR TAYIFAERFN—EE TSM Server XA4H) TSM SIE RBP4 E HI5 AR,

REX TSM Wi N7

JIET R ENEEFE L. ERARTIRENET, SAEEMEFEELISRBERE
i iE .

XFIAES

3FF TSM BRS328, fEWAZTE Tivoli Storage Manager RTE X izt AR F . EXHMENGE, SIE—
MEBREFHEED AR, NREN TSM RSZFVEREE - 768, WAZTEHS A,

BAAFETE TSM IRS328 ESTRE NP, A7 et BHHEE N, (EEFEFLIR— I HHENEL—
IXzhas. TEX MBRSSBREIELURMARSS 2R EIIRENERAVERIE, ARNIEBENIRER, ) RIBERAVESFEKE
MEHFER, XESBRIFAEEAIRSERTRE. BXFAES, BSM TSM Xid.

UT—AHIRBAREAT IR, HEE, RIENZEER, ENUERAESEMTR. BXEEFMAEEMIRA, 18
B0 TSM X1,

() e AERERIRERIIRSS, HER dsmadc TRRTUTHS,

p
1. BUEHLH .

define library tapelibre libtype=SCSI
Hr, tapeliborle’ RAMHREEENEEZRM, libtype WERRERMEHEEREMS.
2. EX MRS 2R IREH EERYRE 120

define path servername tapelibre srctype=server desttype=library device=1ib-
devicename

°  servername_’ & TSM fRS3 23892 FF

° " tapeliborle’ BIETE X BIHLH R R

° " lib-devicename® @ FERYIE & E R
3. AEETE X WKEhEso
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define drive tapelibre drivename

° " drivename’ B E NI THEFEERIE R
° " tapeliborle’ BIETE X BIHLH EE R R

*E?E CHEEMECE, ERREFERE— T HZ M KRN, (I, R TSM ARS[/ERE—Ier@E
SR, TIE3L ?ﬁ*ﬂﬁﬁ%@ﬁz‘i*ﬁ%’r‘ BN, NWERIBEFENS MINEX — 1 IKEhEs. )

- BEX MRS 222G TE X BYIKRNZRATBR 120

define path servername drivename srctype=server desttype=drive
library=tapelibre device=drive-dname

° * drive-dname_* BIXEHERAVIGE RN
° " tapeliborle’ B{&ETE X B E B FR
M AEFEEX NSRS EE RS R, WS IREhaSFEARIMAY - IRsh2s 2R - IRahE

-dname’ o
- NIRENEBE NG EE,
define devclass DeviceClassName devtype=LTO library=tapelibre format=tapettype

° * DeviceClassName' 18 & HEHZR
° " lod_ BiEEFIARS SRR ThEE AR

° " tapeliborle’ B I&TFE X WV ER TR

° * tapettype’ EHEHZEEY; 190 ultrium3
- RS RMEIENE RS,

FTN libvolume tapelibaler
* tapeliborle’ B IETE X AL FE 2 #Ro
- B EREHE TR,

define stgpool SGWSTapePool = DeviceClassName description=description
m2ate=filespace maxscrating= XX

° * SGWSTapePool 24T SR EENMNZ IR, B UAMEEEMEREMZN (REZZIME
F8 TSM IRSZ28FEARIEELNE) o
° * DeviceClassName' Wi ERIEEHERZM,

C TSM BTFEMRRIER , BIEA query stgpool ML R/RERIFIER fRSE8 L. fHlan: "It
TR EEE. "

° * cowate=filespace’ &7 TSM ARSS 28R E—X 4= BRI RE N BN
° XX BU Tz —:
* R ETNTEHSHE (MR AT ARE—ERZENNBRER)

o
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* BC4s StorageGRID RAERMHHEHE (EHEHFEENERT) o
8. 7£ TSM AR5588 b, GIEMEFMEM, 7T TSM BRSBMEERITHEH, WA

define stgpool SGWSDiskPool _ disk description= description
maxsize=max file size nextstgpool=SGWSTapePool  highmig= percent high
lowmig=percent low

° " _SGWSDiskPool" 23t T mEARMAIRTR, ERIUNBEFELERERRZT (RBZZER
TSM FHARVIEZAITE) o

° " TSM ZBFfEMAYe) @R , A query stgpool WM< E/REREIEAR IRSes L. Flan, " Y3
T RIRE D FiEt, "

° “ max_max_file_size " BHEIFRF UK/ NHRREZES NEH, MABEEFEEHEMP, BiIE &K
XHRN_IREN 10GB,

° " nextstgpool=SGWSTapePool_" G2 Z &5 | I R E X EHETEE .

° " percent_high R EMEMFISRERNB IR EIMETMAIE, B0 * percent_high’ 1B 0, LUEIL
BIFFaEEES

° " percent_low KEFIETFEINETHHHNE, BIOE  percent_low REF 0 LUBRREERE A,
9. £ TSM RSB83 L, SIB— 1B MBS HIEH DB LAEE M,

define volume SGWSDiskPool = volume name formatsize=size

° * _SGWSDiskPool' 2Rz t&HF.

° " volume_name_’ ;& TSM ARS528 L& BENFTERIT (B9, ° /var/local/arc/stage6.DSM’ ) , ELEAR
£, EENEEMNAS, UEATREESHTES,

° " size " RHAEEHIAR/N, L MB NEAL

B0, BEIB—MEES, FHEMNRNBER—NET, BEETENSEN 200 GB FRX/IVER
&9 200, 000,

BE, AREEEESIMRIAKNNESSE, AN TSM RS8BT UEEBEBFMNENES ANEIE, Fla
, SNRMEEHA/NA 250 GB , iB6IiE 25 MRS, §1MEMNANN 10GB (10000) -

TSM RSB =EBRPAMEEMSDECTE, HRFAIREFE—RIEAETM (T 200 GB HEE,

FE=1Z/H) o

R XIHERBEHEMTI =

BFEEANMNIET REREFHEIEEX —MER TSM EELAERNRE, AREFH—T R
LAfsE FA LI R B

@ WI5R Tivoli Storage Manager (TSM ) HFET SHEFIHZSEHE, WA T R#HER e
mATF. RIREEE TSM RS:8, UERARTRANEFHAR S / BiEx A,

£ TSM RS#E DM TR UERIPAET R (XEFRETR) B, AEIEIMTRBLSHEE
MAXNUMMP S2HRIEE T /Rl BT ENREERRRE, BEHRNREEEFT OIS )IET RAEHIR
kI E, 7 TSM ARSS25 L MAXNUMMP $5ERVERE XN E DS NI TI <Y * ARC* > * B1F * > * L
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TSM L#5%ERY MaxSessions BN E D SEMEEERFNIIETI RIEERN *ARC* > * Bif *> & *>* £
> EWC NERR, IRTRSENASMEHRARZSEIR—RIE, HEMIELVE (<5) MR

BRI T =B TSM T S B E XIHEREE TSM-domain o TSM-domain IHERE&ZE "tandard’ " I ERARAVIE
BhRAS, BEEAT NEE, FRIEBEFIRE N StorageGRID RFHF#EM (_SGWSDiskPool s ) o

()  CuRERERITRERE TSM RS, H#ER dsmade TASIRAHIEHEDS.

B H BRI R

%/‘\ZﬁﬁUE—ﬁ\i@‘Z%B& PARBHEENE, LECE TSM RSS2 UREFMNITET R RIZRIER

p
1. BUERIEERER,

EFNFITHE TSM-DOMAIN
2. IREEANASNAEES, FRAUTREZ—!
define policySet TSM-domain standard
define mgmtclass tsm-domain standard default m
FEUA _ BERERIRUABER,
3. SIE—MEIRARBNIFMEL. E—ITPEA:

define copygroup Tsm-domain standard defaults type=archive
destination=SGWSDiskPool reinit=event remin=0 rever=0

Cdefault AT EMEINEIESE, BiER retinit , retmin Ml reTver BB, LARBRYIET Y aifE
BREITH

@ B retinit I8EBN retinit = createo, I®E retinit = create AT
ABERR, RAREEERTM TSM IRSZ25FHIBRAR

4. BEEEDEHNAIME,

assign defmgmtclass TSM-domain standard default s
O KRB EIRE NIER.

BUE policySet TSM-domain standard

BRI activate s BT ERAY " no backup copy group” " 5,

6. EM— TR TSM fRS5 28 LIRERHRES. £ TSM RSB L, WA (E—1TL)
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re TR arc-user arc-password passexp=0 domain=Tsm-domain MAXNUMMP=number-in-
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arc-user # arc-password SfEFEIIET R EEXNEFIHETRAMAEEER, FH MAXNUMMP B9{E1%
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SRB&HT 7 BoAHEIT TR, B2 EA ILM BEEN R,
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