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oalhEeiEE
&BhStorageGRID: I ERPO—Z it m EFlZE S5

EFEARIRE 2EIE S WAL MEStorageGRIDE HIEREE, LUTEIh = A EHER LIS = B
5 (RPO) BB, ZXH4iF4 4T StorageGRIDIIZ MEPEIEXIN, EIEZ LS EP EHIF]
ZWMREL S, TR T INAA S StorageGRIDE B E M AIHAEIE (ILM) 8., LUIHE
BEZNMIBNEIEFAMMA AN, i, ZIREERET HEEEERRE. WEH=MR
ERE, UEBRENEPIEE, XN BEREREEXER, URREIMEEIL S5
REWMENIERT, SUEMATRRE—, FEEMBARPNSESEIRR,

StorageGRID#LR

NetApp StorageGRIDE2— M ETHRIEFMER L. 2T ATEAmMazon Simple Storage Service (Amazon
S3) APl,

StorageGRIDAJEZ MIBRMH— M as R =iE). HIRIEE S £ AAEERE(ILMIBHEIMRS R, BT
Lot an EHARES, ERIUMUNEREERE N L APHNEELE,.

f&B)StorageGRID. &R LITEAHIFAIMX D IRRIER RS =P ECE SIERNFA MBS TIEENSiESEDM

RRERAHEER, EHRESETERESAFENE LR A=RS, 5190 Amazon Simple Notification Service
(Amazon SNS). Google Cloud. Microsoft Azure Blob. Amazon S3 Glacier. Elasticsearch %,

StorageGRID#11&

£x/)\H9StorageGRIDEPEB EIEF— N EET =M 3 MEET =, UTE—MNERA. BINMNE&ERZ A UARE 220
Mo StorageGRIDEIAEFE HENILR, WAL RE 16 Db,

BETLROSEERA. EMMNBAETERIPOR, H4iFStorageGRIDAHMEE, EETREEEHAT S3
API iRl B ER Rl A Bt 2,

StorageGRIDAI LIZRE R4iEiE. VMware EWIREHERHIESE.
EHET R LERERN:

* NTHET RERAUNREE
* NEFENRNTR, RAUTREIE
A THIENNREET R, AN RITENNR=(E

SN EETREAUUY BEZ PB BE, BTHREME, MMATFEI GRTEREHE PB NAE.
StorageGRIDIZ/ S3 APl 1R{ERIM T — MR A M X T R BV fh Zid5#i88.
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Delivery paths for any workload

Software-Defined Deployment Engineered Systems
' SGB360 SCE1B0 ~sGFe1iz

(B BB FnNetApo

N Metipp

" storageGRiD M SiorageGRID. |

OS & Docker

5G5812

Software
OS5 & Docker

*  Mext-gen. high-parformance, high-density
NVMe-based TLC and QLC flash

= Tranzactional object workloads 5 ;
SGEiBIl-E:p:lLsiun = Primary workloads, data lake, analytics

A NetARp

' = Used a waom-ter for AFF arrays thraugh
‘Jsphere + Cost-opimized platiorms ONTAF FabricPoal

Bare Metal + Secondary storage workloads

Infrastructure
ViMware-based Bare Metal
+  Netipp or third-party starage = BYOH: iMernal storage o
(VMDK) extemal amray + Large-scale deployments; 1005 of PBs
. i = 5 ts RHEL, Cent0S
fg;ﬂfi::g#;mwgh uﬁfm Debian - = Data lake, up to 3 96PE capacity per
slorage node
S SG110/1100 Series (Services appliances) S
*  Physical for Ga Mode and Admi
“ NE‘tApp Nnﬁu appliance for Gateway Mode an n “ NetApp
« Traffic Classifiers for tepant & bucket-based * Senall o mid size deployments

= Large deployments, high performance monitoring and QoS

=+ Also consider for admin node only (VM
replacement)

StorageGRIDHEM BT i SN PIITT REES4H. StorageGRIDHRIL R AT AR —RIIRAIE, AT
FEBEEMSMRFNEME A FHEAWIEMUE, StorageGRIDIERANEEHMZ MIBAE, hRRE
EHEEM (LAN) Ebtig il iz,

StorageGRIDA#fE1g

StorageGRIDELZ ZNMAREE. TEREMAWRARTE. WRIEFMEEHE AR RO/ IR AETE A LA R
MP2ES, REZ X R,

* MRESI-R S iE R A MBI PIRE R R I R EFRE. AIiAIR)uA R P] AR E R RIS T.
* IERER- R REERI RS RN R BNETT. BRI MMRRIERERD,
* NREHN—T RBFER RN RIS T,

* MERH—HERER IR RBET.

X REIEN TTEE

WNFRNRFME, FHEBTENR, MARXHFTIR. SXERRIIREFENITIREREERE, WREFMEUIFE
MU TEABNBIEHITAR, NREFMEISEIENYIEUES BT EENNRBUEN G ED B,

ETHRNEFERFATNETNREEMED . WREUEN IR THE,

* WRBIEARSEFRHIEMEE, fIIRA. BRHETIER.
* WRITHERIERANRIEMER.

StorageGRID fE X RTEHIRREFMEFFAENRIME, HEESIHRIESE.
MNRITBEEEATER:
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* RETTEUE, SES MR- ID. WREIF. S3 FEEMNER. HAKFAZE ID. WROFBEX
I WREREERY B EIFBSE AN A R & LRI B EAFN A 8l

* BTN RABIAAMIED A ERBYHRIFE (LB

* SWRKREBEREEX AR THiERE,

* WFSIHR. BIESENERXENERMNRIFCHREN
* WFDERMNEMZEOMNR, BRIFRFMEIEA .

MNRITHIERIBEXH Y B, EINAREFRILUREMEER, B XStorageGRIDTFEN RTHERN A A E
IFAER, EAE "EEN RTHIEFE"

StorageGRIDRY{E B £ #p AHAEIR(ILM) R A T 4wHEStorageGRIDA R H P B W REMERINE . #5426 1E1F00
HITHo ILMALNEI#7E Storage GRIDINAIE A X SR BI ASBLEE T3 A 0 R 3 3 R T MR RAFHERT Ro
LEILM A Se 52 SRR B3 RERTE—E %

2| 2mb5

StorageGRIDFEHTE T3 R LA IX T 2R K5 IR PRI EUERIRES]. £ StorageGRIDIRE, MBI TR LR
fEEIZT RINPTEIRENEE ERVEIRHITIRIRRED, MR MHAMERIP, BEZ MEERHESEEEERRI T,
KRR ERET RAMHT, THRERIWNEE HIEHE.

b5k, StorageGRIDIS & ERIRIFRIDS ERMN REUBEFEREL AN T R L, 553 1EStorageGRIDZRLEH
3 MHEZIR £, RE StorageGRID B9 ILM M AT R LE 5 R itkPE,

AR T —MFMERR, ZAREBRETAMEREE, FEFHELERER. RBREFHEBIERATE
MUER/NTI %R, P& StorageGRIDAIMIIS S EEBAILIERNERPHE, XERENT 4429 EC FE, =D
FE 6 T RREIEEE,

Erasure-coding Minimum number Recommended Total Site loss Storage overhead
scheme (k+m) of deployed sites number of recommended protection?
Storage Nodes at number of

each site Storage Nodes
442 3 3 9 Yes 50%
6+2 N 3 12 Yes 33%
8+2 5 3 15 Yes 25%
6+3 3 4 12 Yes 50%
9+3 4 4 16 Yes 33%
2+1 3 3 o Yes 50%
4+1 5 3 15 Yes 25%
6+1 T 3 21 Yes 17%
T+5 3 3 15 Yes T1%
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7EStorageGRIDH. TTHIEBEREESNAR LEFFE=TRIA. UHR—BIEMTAE. ZMITREB T RIFHE
FEEMEMEEE. BMEER £ Er 2 01t,

N R ERNSCERANE N B, B Al LA FER B e iE i 97 ER R A B — B4
StorageGRIDH{E R FiE 7 B —E M e84 |

* 2% REUSSXKANN—HME, MERPNRET SES I AMEREE. SUHERERK,
* BRIk
° Legacy Strong Global: RIEFfAI S LFAEE P IRIERIIES —EE,
* FFAEM 11.9 AERIRAEALKE 12.0 BERFohERIFE Quorum Strong Global &AL, X&

HINTH.
° Quorum Strong-global: RIEFTEILS EFAER P IHIERAIES —8M. WNRe USEITEdER A i
, WA RSN R EE i m i E R —E,

" XEFTEMEERN 12.0 KESRERFRIFIAIT.

* QUORUM —HIME X AFHET muTiBRIANME, HPSMNLRE 3 MoiiReld, it8AEW
T A+((N*3)/2), H N BibEEE

* g0, 3 MERMNROREDEIE 5 NEIE, BMMRKRSAHIE 3 TEIA.
* RRIER: RIBERAFEEFIRERNENGR—E,

* read-after-new-write(FA1\): NN RIZEE NEIRE—HME. HAXMREFMBHKRLZ M., RESTH
HMEIRRIPRIE. BINBAFARZEHER,

* . HEHNKRMNREFIRURA RS, WTFSIFHIE. BREZENEREW. M TSRS
BN AEENEESER. HEN T AEENZRARITHEADIGETIZE), S3 FabricPool TZi& 573 R A2 15,

M REE—EE

BATHREZEURRAMEREIBHES. EXNRBEFERERRBEEITRE, WREIETUFETRLERA
MubRBRYEIZA S, WA LRI R NEE RIEHTTHRIS. & A LUA S ERRIANE I RIHIFELT R ILMAL
WA ABFRENR. BRLLEIHENNATHENR. DERIEF. ILMHAUEX T HRHEHESR. Bl
/UM HE R WREXLEMAENFENEKE. BIAHERAUNREHLEEENENR. HENERS
IV EEEE S

SNMLMANEFBEE AT =B TRIFNKIINETAZ— WERR. FHH™ 1o

MR RETN S I ENTE MR FRIEER N A RENEET R LI EIAS, HRERAINRESE iR, T RER
REREIERERAHT, EERERERTIRSERAEMERNT R ZNREARME] ILM PAFIFR, LUER
& ILM FEN AT SR E

FENERZ I EIRYE ILM REGITFEN SR, HERTFmEREEREINZABSHENR. NRETHRENFME
FEIREMAELENHEREERK, WIFAANERZ, PEERE, ILM FREE AN B EN R

FERETIR I ENRYE ILM SREEIEXN R, HEMZFIRREIEREINZAESRENR. NRETFHEEiE
FEIFEMAAELENHE ILM FR, WERFEY, TR IHEFEER,
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B LB SRR T . SMBE =" E T2, DNSHRIREREEIE StorageGRIDRIGIRAE F ik, B UE—
IERPRESITNAT R, HESUAGAFEEXET R UEEREMXT R RErE B ohi# THRIERE N
[EBIRE. ERAIUE—MERARPESERAHTES A N MRS EFHFIELREHE RS,

AINBERT, MXTN R PEERELRAS MEET R ZBENAH. StorageGRIDAILUECE N AFRX T R 6E
FARBEZ MR R R TR, IMERESRFXLEE R Z ENERANEE P iRIERIENERS, [R5
BEFAILUER SR, ARO#ITIECE,

BEAMAM 2/ ABIERES, TUHRR RTO AT, BEREFHAEILEDEENEFREREITRHY
. StorageGRIDEERGRALUESMNEREEZIMIMNXTNRNETAMH, N THRERETLRLERENGE
T, B REEEERERIRISAEREIGR, ENZEEINIAEYERALG R, HRHESStorageGRIDN
KNREESHER. RENXTRETARE, NEES M URRNAE, HERIMINFIGSHEESIRAMAZ
BT R, DANECEIMNBAFIERURITRERE, URFRIERNAERETRNER, BXE
FiStorageGRID#H{THHIHIBHESIER, 1HSI "StorageGRID T H T2 AIRE"

!

StorageGRIDEYZE RPO E3K
ERNREERFZPLUNZME R BIR(RPO). ERAEMIEITSIA:

* THIEMN KRBT ERT . AR —EE
* BMfELIIEIE. MRABIIAITAR,

FFZuh R EBZE, Quorum Strong Global B EEN—HMIRE, AIMERTHIBEFRBIRZEIRSY, X3FiH
EBE RPO BEREXEE,

FRAZTHINRZRIBE S EmAMERE (ILM) NEITEFER, XEMUME 7HETEE N AR
RUNREREF M. NTRPER, AILUZEEERITHFERIT

* AT RIMERPO. M HMHITXLEILMAN., RANERTUBRENSGREEEXNUE. MASHIEMR
FEREYENR. MMRFEFEER A —Eit,

* StorageGRIDEYILMEEMBATAES R BIEMKEMERRD ZBISEIM T T8, BMEFER R EHREN. A
A A] A4k NS # R

EZNiLRRE LS EE

ZURBERTIZ. StorageGRIDAFEEMBAN S MR Z BRI EFN R, BIIKEEE FEHITHITH
HYE RS ARERE (ILM) I, WRIUREEREEMVE, BEER—HIELSIECEN Quorum Strong
Global h§HfRED THHEE R, StorageGRIDERR T/ ATIE, FHRREMEFEITHRIE, Fit
BT RENEFAA BIA SRR A BREVUE, MRTEMKHIERBIEROERNR, W BEIMITIRLE =
REZNR, MERRERBIRE,

RRSIES. THEFoh#HTHEMRE. EFMERATHNEEHERE. EREEMMEERIENIESR, R
BEEVAT TR, CPURZEFIRE. NE. RopzsEMIREh2sIEE,

ZWIRFERSE: StorageGRIDA] LUEAEMIE S HI(CGR)EZ StorageGRIDZRZ Z [B1EFITHF . AR5

E&. CGREILUEHEEHIRYT BEI16 MU LIS, BN REENTASEFIREERE., FHCGRESIZ
EREIERR. WRIRAFTEHIE. TTURWNEES. MAURERES, MERBRRPO)BURATE

1 StorageGRIDRZZHI M BE R H 7 [BIFIM LK & 1%

HE:
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"Version": "2012-10-17",
"Statement": |

{

"Effect": "Allow",

"Principal":

{"AWS": "arn:aws:iam:: nnnnnn:user/xyzabc"},
"Action": "es:*",

"Resource": "arn:aws:es:us-east-1l:nnnnnn:domain/sgdemo/*"
by

{

"Effect": "Allow",

"Principal™: {"AWS": "*"},

"Action": [

"es:ESHttp*"

I
"Condition": {
"IpAddress": {
"aws:SourcelIp": [ "nnn.nnn.nn.n/nn"

]

I

"Resource": "arn:aws:es:us-east-1:nnnnnn:domain/sgdemo/*"

}



Fine-grained access control

Fine-gr asned aoens controd peovides numeroun featre to help you keep your dats secure Featuees include documens-level secusity, feld-
bevel vecurity, read -only usen, and OpenSearch Deahboandh/Kibana ternent. Fine-grained accen control regueres 2 master user. Learn more

=z

Enable fine-grained access control

SAML authentication for OpenSearch Dashboards/Kibana

SAML puthentiaton Lot you ute your erating identey provider for wngle ugn-on for OpenSearch Dahboant/M2una Learn meore [

@ Touse SAML authentication, you must first enable fine-grained access control.

Amazon Cognito authentication

Enable to uwe Amaron Cognito suthentication for OpenSearch Dashboardu/Xibana Amazon Cognita supports a variety of identity providen
for viername -panword authentication Lesm more B

Enable Amazon Cognito authentication

Access policy
Acurus poticeey control whether a request s sccepted or repected when it resches the Amazon Openfearch Sermce domain Hf you spedity an
SLeoUnt, uier, of role in this policy, you Mmunt g your reguests. Learn more [

Domain access policy
Only use fine-grained access control

Allow open sotEs 1o the domuan

Do not set domain level access policy
Al reguests to the dorman will be dersed

© Configure domain level access policy

Visual editor Import policy

Access policy
j- “tatesent”; | -
& |
L | "Lffece”: "Allow",
L5 “Principal”: {
? T T e L Ry, em—
L b
L “Action®: “es:tt,
ie “Resource”: 'jrn:hu:cl:ui‘clll.!:dm:mth}l'ﬁiﬁt"
1 ).
2. {
13 "Iffect”: "Allow",
18+ TPrincipal”: {
13 e
18 Y
17= “Action™: |
18 “es:lDerpe*
19 *
8= “Coadition™: {
1= “Ipaddress”™: {
3= “bwi:tourcels®: |
i3 TALG . —
i ]
% }
~ G .
:: ) Rasogree®: “am M:n-.n-un-l.-:“:doum.'lﬂm!' -

41



2. FFF1521200 89, (ELIHEE AERIIRES.

30 OpenSearch Service

Sgd emo wuu Delete Actinm w

General information

@ Acthve OpensSearch 1.7 |latest|

3. BgFHOpenSearch Dashboards URLLATERTIEI-RAFT A LA RS Bk, SR HINFR#IELEIR. 13
IEA R RERIPHIE R T E I EMIRERNEHITENAE IP. UAFARIRE ER.

4. EEBIRIGETNE L. %R "Explore on your own"s M3EEH, %% F|"Management'—"Dev Tools"

5. 7£Dev Tools — Console . HIN'PUT <index>'. TELLAILAEAZRS|ZiEStorageGRID MR oéiE. FHiE
TR ERZERS B gmetadata”s 2H/N=AFERFS URITPUTHE S, MAEREREANER L.
WML TR RREEEFIR.

>y OpenSearch Dashboards

= Dev Tools

Console

History Settings Help

- = \ 1 - F
1 PUT sgmetadata DIy 1~ { -
2 acknowledged™ : true,
3 "shards_acknowledged” : true,
4 "index" : "sgmetadata”

6. I8FZ5| 2 A MAmazon OpenSearch UIBJsgdomain >&3| F&E,
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& Succesfuily updated & sorvics softwors version K02 11 103-P6

nain CpmnSecish Sarvid
sgdemo .
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Do AN Clisse LN mis el B
2011 1A Lrpe e £t
[ o e e D | — vesio 201120595 latewy -
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Chutbinn coi Miguin stdon Sty Configoration Chustew hastth it Iestth ATl Lo Tags Coaimi Ui Pk g NetiRCHieng
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Indices (7]
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a 1 o
il - [ » Siew (Bytn) v Qumry fetal - agme e Fimlet snappizegs
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FERSHAKE
ERETARSHSA. FETUATSR:

1. FHPEERP. BEEEMESI)>FERSiHR.
2. pEAIBIER. WMAUTAE. ARREHEHRE:
o BB AWS-OpenSearch’
o MEIFREIRIERREURIFEFH ERRESE NP B2 TETRREEE.
° ZFURNFE A, EIRIRES T NP B2 EARFHARN. HRE /<index>/_doc ZINEIARNEKE,

FIRBIF,. URNZE )9 arn: AWS: es: us-east-1: 211234567890: domain/sgdemo
/sgmedata/_doc’o
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Create endpoint

o Enter details

Enter endpoint details

Enter the endpoint's display name, URI, and URN.
Display name @
.J'.‘-.'E--O,‘:,‘E."Ii-':éafc:'u
URI @
https://search-sgdemo-/ | i -co50-]e

URN ©

r

sestus-east- 1 ——— 0200 sgdemo/ sgmetadata/_doc

o ll:ﬂﬁll

3. Eijfia]Amazon OpenSearch sgdomain. HEFHRZRAEAZHIIIEEE. AEHNAmazon S3iF[E]%H
MNEEH, BRIT 0. BRERLE
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Create endpoint

@ Enter details — o ?g.h.at.:tauthenhcatlun type @ Verify server

e’ |

"  Optional

Authentication type @

Select the method used to authenticate connections to the endpoint.

Access Key v

Access key ID @

A A |\ )

Secret access key @

Previous Continue

4. BIGITRS. IBEFRERRIERAFKCAIEBINIAH BiE S, WMRIIEMRTN. MEER—PMRUFTEH
In e RE. WREIEKRMK. BERIAURNIERFREES /<index>/_doc'. FBAWSIHIRIZZ A2 520 1E
TiRo

Platform services endpoints

A platform services endpoint stores the information StorageGRIC needsto use an external resource as a target for a platform service (CloudMirror replication, notifications, or search integration . You must
configure an endpoint for sach platform service you plan to use

1 endpoint Create endpoint

Display name Last error Type
9" a * o 8 3 $ e = uen @ %
A5 hitps://search-sedermn - ——————— - arriaws S5 us-east-
Search 3 .
cpansearch L.egz.amazonaws.com/ 1 ki 1 0310/ sgdemio sgmetadata/_doc

{EFNEfElasticsearchi® Z 5 ARSS

NZBElasticsearchi& &

12 {EH B (B FEHBDockerRiEiG B N EBElasticsearchflKibana. LUERTFNIXBE Y. NS Elasticsearch
fKibanafREZ[BEEFEE. BERESES.

1. 5 BEIIRIE "DockerZ IR EH 18" R2EDocker, 1A "CentOS DockerZ 212 EH 18" LIS EH,
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sudo yum install -y yum-utils

sudo yum-config-manager --add-repo
https://download.docker.com/linux/centos/docker-ce.repo
sudo yum install docker-ce docker-ce-cli containerd.io
sudo systemctl start docker

© BEEHBoERE5Docker. BRIAUTAR:
sudo systemctl enable docker

° % vm.max_map_count {Ei& & 71262144
sysctl -w vm.max map count=262144

c BEEMEMEREBELIKE. BRAUTRA:

echo 'vm.max map count=262144' >> /etc/sysctl.conf

2. $%708 "ElasticsearchREN| 115" BEBE Y. AT LEMNizITElasticsearchflIKibana Docker, 1ELLRf!
. BA1RET8. 10K,

id FHElasticsearchfIiER B F Z/ZBM<HE. BEEFERENFRBEKibana Ul
#StorageGRID F &im = H 281,
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Elasticsearch Service || Self-managed

install and run Elasticsearch
1. Install and start Docker Desktop.

2. Run:

VWhen you start Elasticsearch for the first time, the following security configuration
occurs automatically:
s Certificates and keys are generated for the transport and HTTP layers.

* The Transport Layer Security (TLS) configuration settings are written to
elasticsearch.yml.
* A password is generated for the elastic user

= An enroliment token is generated for Kibana.

You might need to scroll back a bit in the terminal to view the password

wore and enrollment token.

3. Copy the generated password and enrollment token and save them in a secure
location. These values are shown only when you start Elasticsearch for the first time.

You'll use these to enroll Kibana with your Elasticsearch cluster and log in.

F:] If you need to reset the password for the elastic user or other built-in
h-reset-password tool. To generate new

NOTE Users, runthe elasticsearc
enrollment tokens for Kibana or Elasticsearch nodes, run the
-create-enrollment-toksn tool. These tools are available in

B e
TadolLliloid

the Elasticsearch bin directory.

Install and run Kibana

To analyze, visualize, and manage Elasticsearch data using an intuitive Ul, install Kibana.

1. In a new terminal session, run:

docker pull docker.elastic.co/kibana/kibana:3

docker run --pname kib-81 --net elastic -p ! docker.elastic.co/fk

When you start Kibana, a unique link is output to your terminal.
2. To access Kibana, click the generated link in your terminal.
a. In your browser, paste the enrollment token that you copied and click the
bution to connect your Kibana instance with Elasticsearch.
b. Legin to Kibana as the elastic user with the password that was generated

when you started Elasticsearch.
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3. BnfKibana DockerA 28/, 1TH A% ERURLEERE \https://0.0.0.0:5601", 350.0.0.0& e AURLFAIIRSS
22 Pk,

4. FEAAFZ #4% MElastic’s L—2 P AR ZEBE R FKibana Ul,

5. BREFRE. E1EE BIRYGDTIE _Ei%R "Explore on your own"s M3z, % "Management">"Dev
Tools"

6. FALRTAIEHIGRERE L. WA PUT <index>'. 7EILEILUEMAILZRS|#F#StorageGRID 3R TiiiE. il
M RBIRERRS| R sgmetadata’s BE/N=ZAWATFSURITPUTE S, FHREREREAMERL.
ML TRl R & E R

&® elastic

= . Dev Tools Console

Console Search Profiler Grok Debugger Painless Lab sera

History Settings Help

1 PUT sgmetadata [ BN 1~ 4
2 "acknowledged” : true,
"shards_acknowledged” : true,
“index” : "sgmetadata”

FalkSimRECE

ENTFERSEERS. ERTUTSE:

1. EHFEER L. REFHS)>TARSHS

2. BEARIS. WANTAS. AERHAL:
© RRARIRA): BEEER

° URI: https://<elasticsearch-server-ip3{hostname>: 9200

°urn: urn: <something>: es! ! ! <EPPME—XA>/<R5|BI>/ doc. HHARS|IZIFEE
7EKibanaizl & EERMER. Tfl: urn: local: es:! ! ! sgmd/sgmetadata/ doc
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Create endpoint

o Enter details

Enter endpoint details

Enter the endpoint's display name, URI, and URN.
Display name @

elasticsearch

URl @

Attps: /10 ——— . ()

URN ©

urn:local:es::sgmd/sgmetadata/_doc

| o m

3. EREAHTTPENEMNIRIERE. MANAF R #4 U KElasticsearchREI AR NZL, BRI T—
T1. TBEEUREL,

Authentication type @

Select the method used to authenticate connections to the endpoint.
Basic HTTP W
Username @
elastic

Password @

[ — ®

Previous Continue

4. EEAEIBEBINRHIZE R URIERR. MRWIEMT). WEEREMNFUTREEENGRFR.
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NRIIERM. IFIIEURN. URIFIA R Z/ZE% BB G ER.

Platform services endpoints

A platiorm services endpoint stores the wnformation StorageGRID neads to use an extornal resource as a target for 2 plathorm service (CloudMirror replicatean, notitications, or search integration . You must

sondigure an encpeint far each platform senvice youplen 1o use,

2 e poirits Create endpolnt

Dk play rusim, Laat we ¥
@ @ @ * i@ = urh @ #
i seerch-sgdemo-Tw 22 3hodpvElacarpee 3y 3rle Tius-east: LA E - At
o t arch
Lesamaronawscomf 2105116001558 domaingsgdama) spmetadata,_doc
elasticsearch Search empasd) L0 ) umiccales:sgmd; sgmetadats/_ococ

FEDRIERENRSEE

IR T aRSIHERE. T—PREFEDREERELRS. UEELIRE. MR RNEMETHIESITCH
MR ITTEHIERIZEIE X B <o

TR LMEREA ERSREEIRREN. LUEREE X StorageGRID EEEXMLN B FF#ED . S0 TFFIR:

1. EF R EIEEP. BEFHESI)>PE

2. B Create Bucket. MINTEEDERBFR(FIEN. sgmetada-test)FIEZERIAE us-east-1" Region,
3. PE"MER>"BIREFE D"

4. BITAFMESBEDATIE. BREFEIREM. AEREFERS.

5 EREREREMIEE. TERMEMNXMUES. ERAUTEEHANEEXML,

R BTRHURNGIS B E X FE SRS iR S LAC, &R FTH S — MG eham R hnEA - EIEes. 3
MEXHIFERSIHRERIURN,

T;Eltta_'\W'JEP\ HANERNR. XBRHKE LD BRFE NN RETEHIERG % X2criE X BElasticsearchif

/TN O

<MetadataNotificationConfiguration>
<Rule>
<ID>Rule-1</ID>
<Status>Enabled</Status>
<Prefix></Prefix>
<Destination>
<Urn> urn:local:es:::sgmd/sgmetadata/ doc</Urn>
</Destination>
</Rule>
</MetadataNotificationConfiguration>
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6. {EFS3N & e A 5P/ HIEERIStorageGRID « EMIAI R _EEF) sgmetada-test ZZEDER. F 1A
SRANIRC S B E X TR,

\d 53 Browser 9.5.5 - Free Version (for non-commercial usz only) (Adminkstrater) - 5g6060-platform-service = | x
Bccounts  Buckets  Files  Tools UpgradetoPro! Help Mew vernion available
s Mew bucket = Pathe | / Pl s
il sgmetadatatest | | File Size Type LastModified Storage Class
n Koala jpg Y2022 123952 AM | STANDARD
s/ Lighthouse jpg 4812 KB JPG File W92022 123952 AM  STANDARD
| terstl bl 45 bytes TeaDocument 192022123952 AM STANDARD
| test? bd 35 bytes Taxt Documnent INSHNF2 123952 AM STANDARD
‘?;?'r Upload = _E'_Dwmaud E ﬁnum é]mmm E:Igmfruh 18 (752, 53 1) selected
Tasks (14) Permissions Hop Headers T3g® Propedies Preview Versions' Evenilog
URL:  https://10.193.204.106: 10445/ sometadata-test/Koala. jpg (3 Copy
Key Value
data 01-01-2020
wnar testuser
project lest
type IPg
gpAdd | Edi €Delete | Dafault Tags <7 Apply changes | = Reload

7. fEAKibana UIIRIEX Rt HiERE S EMNE ElsgmetadatafyZR5 |,

a. Mg, #EFE"Management">"Dev Tools"s
b. B RHIEGHLEAMPEH EERP. ARRE=AFERFSURITIZE,.

UTFRAIFSS&ETRNEIRHIERETTHFRIER. X5FHEDBRFRIXNREITE.

GET sgmetadata/ search

{
"query": {
"match all": { }
}
}
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= . b Tooks Console
Console  ScarchProfiler  Grok Debugger  Painless Lab s
MR Loy Sontings Hain
GET sgwatadata) search B L=
o Jise { : false
match all®: | * hards ™
i 2 L
Falilad o
L= “tola
| W &
N LCOrE 1.8,
T
t Eeitl ot
{1} o - ||I
"Bucket™ '{S_-»"-a';-a.t:wf‘,
Ky teat].txt
" Arcaunt s { BALAALS 7 46T H | 6459
iira"
1Ga s foan

UTRREERNEA2RIIERETR TIRCRE AjpglIRFIER.




GET

sgmetadata/ search

"query": {
"match":

{

"tags.type":
" query"

}

{
"jpg"

}

— . Dhe Tocila Carriacls
Cansolo Search Profiler Grok Debugger
Mty  Batbings  Haip

I-_n gt acatal i

sy
mitch i :
¥E e i Ll e
[
e &

Painless Lab

BT

fCellabiolBL

cchefRSi o a5 iS4

SFLCEDMGDAL2A el bat

fapalfaideerd”

wiafi”

53




MALELIENES
ETREXSEPFRMESNESER, BEE TG / Sk

"HARF SRS
"StorageGRID 11.6 314"

& BRI

TR E

-+
T3

-+
T3

R EEFIAMEEE,
RrfEEEE

TREEAUERMERIEIRET R WEHITRAER. EINEEIRSStorageGRID Z4tH1%RE, TR
FePEI FERAKMSER AN T /BB FiE T = MDDP8E X AJDDP 16 tB1R A Ao

BT RNERARES TR REIEMENELER, TREEETRIVTERE. TR AZE,
* RIREM B E LA TR —PGEhRZ
* BTN RINBREBUIBARTRTRNEE

° HtRETBRSERRThSB A NKRTRISE

* MRBEmgEAEEHEREANNRENEE. HEBE ADDPSEEXE2E. MEILAIDDP16ECE Bit. SIRE
FIRECE TDDP16. MTERITT m5eZo

° MSG56608,SG57601% &E% EISGE06018 &Y. EHEESCoHx60EH60 M AEWENEE. MSGE060R
B58 R EREES.

* NRREIERERETN AEREIRZEFTSMEE. MRELIHES— I T RET. WEFIKRS TGRSR

A

* MNBMILITAR: FHETRIERNI15R, MRREIRREITHRE15REIFET 15X, BERYT BMERID

2o

°11. 9: 15KHIRHEIEEUH,

* WFHEEY RBIERRISG60605SG6160. EFHERFIEMMEIRIKENZE A/ \FrfFkavEd a5 &AL EEEMEM. L

IRENSE R se PR 4R AT alo

* BREFEIREPHNERUTATREFT T RANES. EEMIENTERTETR. BHUEEEE

B16 MW RFHEE (rangedb)BRT R e EZRI BB 12PN W REFEENBINFHISE. ASHEFMHISEEHE16
IHRREFES. BERE12THREEERNSCF6 11277518 &R 9. FEEIFSG576052fZEISGF6112,

T RSP MERE
TROATARESENENITEG I E REREMTR. it MRFRXE, B RNKETERE
315K HIPRA.

DDPS.
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Editing: Hode IP/subnet and gateway

Ose up arrow to recall a previously typed wvalue, which you can then edit
Use d or 0.0.0.0/0 as the IPfmask to delete the metwork from the mode

Ose g to complete the editing session early and return to the previous menu
Press <enter> to use the wvalue shown in square brackets

Site: LONDON

LONDON-ADMI Grid IP/mask
LONDON-51 Grid IP/mask

L45.74.14/2¢6
45,74, 16/2¢6

=2

45.74.248/26
E5.74.26/26

ol e O o B

o aaa

ol o e B
=2

bt bt Bt bl

LONDON-52 Grid IP/mask .45,74,.17/26 0.45.74.27/26
LONDON-53 Grid IB/mask .45.74.18/26 0.45.74.28/26
LONDON-ADM1 Grid Gateway [ 10.45.74.1 ]:

LONDON-51 Grid Gateway [ 12.45.74.1 ]:

LONDON-52 Grid Gateway [ 12.45.74.1 ]:

LONDON-53 Grid Gateway [ 12.45.74.1 ]:

Site: OXFCRD

OXFCRD-ADM1 Grid IF/mask [ 10.45.75.14/26 ]:

OXFCRD-51 Grid IF/mask [ 10.45.75.16/26 ]:

OXFCRD-52 Grid IF/mask [ 10.45.75.17/26 1:

OXFCRD-53 Grid IF/mask [ 10.45.75.18/26 ]:

OXFCRD-ADM1 Grid Gateway [ I 45:759:1 1:

OXFCRD-51 Grid Gateway [ I.45.75:.1 ]:

OXFCRD-52 Grid Gateway [ I.45.75:.1 ]:

OXFCRD-53 Grid Gateway [ 10.45.75.1 ]:

Finished editing. Press Enter to return to menu.l

b. ERSUBRER

Site: LONDON

LONDON-ADM1 Grid IP
LONDON-51 Grid IP
LONDON-52 Grid IP
LONDON-53 Grid IP
Fress Enter to cuntinuel

10.45.74.,14/2¢6
10.45.74.16/26
10.45.74.17/26
10.45.74.18/26

e
I
I
r
I

Mom oM m
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Welcome to the StorageGRID IP Change Tool.

Selected nodes: all

1: SELECT HCDES to edit

2: EDIT IP/mask and gateway

3: EDIT admin network subnet lists

4: EDIT grid metwork subnet list

5: SHOW changes

[ SHOW full configuration, with changes highlighted
T: VALIDATE changes

8: SAVE changes, so you can resume later
GS: CLEAR all changes, to start fresh

10: APPLY changes to the grid

0: Exit

Selection: lGI

d. AIRFE LD BEHESE BN

Validating new networking configuration... PASSED.
{Checking for Grid Network IP address swaps...

Applying these changes will update the following nodes:

LONDON-ADM1
LONDON-51
LONDON-52
LONDON-53

The following nodes will also reguire restarting:
LONDON-ADM1
LONDCOH-51
LONDCON-52
LONDCON-53
Select one of the following options:
apply: apply all changes and automatically restart nodes (if necessary)
stage: stage the changes; no changes will take effect until the nodes are restarted

cancel: do not make any network changes at this time

[apply/stage/cancel]> stagel

e MR EARELPEFETEET R, FRAN' AFHERBHETEETR*



EP 10.45.74.14 - PuTTY

Validating new networking configuration... FA
Checking for Grid Network IP address swaps...

Applying these changes will update the following nodes:

LONDCN-ADHL
LONDCN-51
LONDON-52
LONDON=53

The following nodes will also require restarting:

LONDON=-RDM1
LONDCN-51
LONDON=52
LONDCN-53

Select one of the following options:

apply: apply all changes and automatically restart nodes (if necessary)
stage: scage the changes; no changes will take effect until the nodes are restarted
cancel: do not make any network changes at this time

[apply/stage/cancel]> stage

Generating new grid networking description file.. PASSED.
Running provisioning... PASSED.

Updating nectwork configuration on LONDON-51..
Updating network configuration on LOMDOM-52..
Updating nectwork configuration on LONDON-53...
Updating network configuration on L(}NDON-am{l

Finished staging network changes. You must mnaally restart these nodes for the changes to take effect:

LONDON-ADM1 (has IP 10.45.74.14 until restart)
LONDON=51 (has IP 10.45.74.1€ until restart)
LONDON-52 (has IP 10.45.74.17 uncil rescarc)
LONDON-53 (has IP 10.45.74.18 until restart)

Importing bundles...

..................................................................

ol IMPORTANT *

* A new zecovery package has been generzated as & result of the *
configuration change. Select Maintenance > Recovery Package
in the Grid Manager to download it. *

Hetwork Update Complete. Primary admin restart required. Select 'continue’ to restart this node immediately, 'abort' TO restart manually.
Enter a to abort, ¢ to continue [afc]>

f. ZENTER#R[E]_E—Z iR Hichange-ip R HEo

Network Update Complete. Primary admin restart required. Select "continue' to restart this node immesdiately, '"abort' to restart manually.
Encer a to abort, ¢ to continue [a/cl> a

Restart aborced. You must manually restart this node as soon as possible

Press Enter TtO reTturn to the previous m.em:..

3. MGrid Managerf FTEHIMMERHE. MIEEERSE> i > e

4. YN StorageGRIDIFFFEFHVLAN, EBIN—T I&EVLANE S,

5. XAihm EVFRE T R M/EIEE. RIBEEINC/AEMREZEIRIEE. ABHE. FTEMBE,
6. NRTIHRIE R EIEMLRIPH/EZ P IVLANFN Pt A IAE B EMERITEN.

1 ZVLANE R
TS BB E E A LUEF21H10)StorageGRIDIE E M BIRE X F i AR LUETEITE X,

p

1. EXAIREZA,
"RigEE TR

2. {5 28iAInStorageGRIDIE R ZERFEIFZBE P | https://<admin-or-client-network-ip>:8443, &%
BRI ESFENGE. TEERGrd IPT’Eﬁ%ﬁEI’JGnd IPo

3. EE&M%H%E’JVLANO WNREEEBEI TP IRMEIARIEE. NN EEREFimVLAN, A LITER T
TER,
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= [ ONTAP System Manager

DASHBOARD clustert

INSIGHTS
Health

STORAGE

Overview

Volumes

LUNs 4 SIMBOX
Consistency groups [ |
NVMe namespaces

Shares

Buckets

Qtrees

Quotas

Storage VMs

R EAS3 M BATLS" EREHEEHTTP (S)iwH. MRERNIFEARERRINEHFFTE. BEXIP. FH
FERD H RE P K AN 815,
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Add storage VM

STORAGE VM NAME

svm_demo

Access protocol

(%) SMB/CIFS, NFS, S3 SCS f NVMe

[ ] Enable SMB/CIFS
[ enable NFS
B Enable s3

S3 SERVER NAME

s3portal.demo.netapp.com

B enable TLs

PORT

‘443@

CERTIFICATE
(© use system-generated certificate (i )

O Use external-CA signed certificate

[] use HTTP (non-secure)

PORT

‘ 8080 B

DEFAULT LANGUAGE ()

cutf 8

NETWORK INTERFACE
Use multiple network interfaces when client traffic is high.

onPrem-01

IP ADDRESS SUBNET MASK GATEWAY BROADCAST DOMAIN AND PORT V74

Add optional gateway

192.168.0.200 24| Default v

Storage VM administration

[_] enable maximum capacity limit
The maximum capacity that all volumes in this storage VM can allocate. Lea

[ Manage administrator account

kave

EeIESVMEES . KeIZRF. THILAFSIERHXHE .




Added storage VM

STORAGE VM 53 SERVER NAME
svm_demo s3portal.demo.netapp.com

User details

USER NAME
sm_s3_user

iy The secret key won't be displayed again. Save this key for future use.

ACCESS KEY

34EH21411SMW1YOV3NQY

Download

BIESVME. 4iIESVMHFHRIIDNSISE.,

Services

NIS Name service switch

Not configured Services lookup order @
HOSTS
Files, then DNS

GROUP
Files

NAME MAP
Files

NETGROUP

DNS

Not configured




TEXDNSEZ AP,

Add DNS domain

DNS domains

demo.netapp.com

Name servers

192.168.0.253

BI3ESVM S3FEF
ME. HNTPTLIECES3AF A, HIES3IRE.
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Protocols

NFS

Not configured

NVMe

Not configured

AINFAR

2 @& SMB/CIFS

Not configured

S3

STATUS

() Enabled

s
Disabled

HTTP
Enabled

67



Storage VMs

~+ Add
S3

(. Enabled

Server

FQON
s3portal.demo.netapp.com

ns TLS PORT

Disabled 443

HTTP HTTP PORT
Enabled 8080

root

sm_s3_user 34EH21411SMW1YOV3NQY

AR RMEZAEEAE R,

Storage VMs

+ Add
S3

(. Enabled

Server

FQON
s3portal.demo.netapp.com

ns TLS PORT
Disabled 443

HTTP HTTP PORT
Enabled 8080

root

sm_s3_user 34EH21411SMW1YOV3NQY

NP THS3EH,

Valid forever

Valid forever




Added user

USER NAME
demo_s3_user

ACCESS KEY

3TVPI142)JGE3Y7FV2KCO

SECRET KEY

75a1QqKBU4quA132twl4g4iC4Gg5PP30ncy0sPES

KEY EXPIRATION TIME
Valid forever

/\ The secret key won't be displayed again. Save this key for future use.

Download iflq:pse

BIZESVM S34

£SVM S3IKEMAEIN K E. FI— BB _LASIEB P FFullAccesstXPREVHTZE,
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Add group

NAME

demo_s3_group

USERS

demo_s3 user x

POLICIES

FullAccess x

BIEESVM S3TFEDER
SE"FHED RS D, ARBEE"+Add" &,
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= [ ONTAP System Manager

DASHBOARD Buckets

INSIGHTS +~d
STORAGE

Overview

Volumes

LUNs

Consistency groups
NVMe namespaces

Shares

Buckets

Qtrees
Quotas
Storage VMs

Tiers

BNBIR. BEHEUHIEFR Enable ListBucket"SiEHE. AFEE" B LA 12,




Add bucket

NAME

bucket

CAPACITY

100@”&3 v|

|:| Enable ListBucket access for all users on the storage VM “svm_demo®.

Enabling this will allow users to access the bucket.

fMore options Cancel

E"BZEBE D . ER BERRSIEREEE. AREERE R,
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Add bucket

NAME

‘ bucket

FOLDER (OPTIONAL)

‘ ’ Browse

Specify the folder to map to this bucket. Know more

CAPACITY

‘100 = ‘GiB v‘

[ | Use for tiering

If you select this option, the system will try to select low-cost media with optimal performance for the tiered data.

. Enable versioning

Versioning-enabled buckets allow you to recover objects that were accidentally deleted or overwritten. After versioning is enabled, it can't be
disabled. However, you can suspend versioning.

PERFORMANCE SERVICE LEVEL

Extreme

Not sure?

EEIERE. HERBARSEHINER FOIREEZNFEED R, MA— B SEEIEBRINAEERE. H
BY/Hi%kEA"Enable ListBucket"&i%&E. FAIGE & "Save (17 7F)"#&H.
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Add bucket

ontap-dummy

CAPACITY

1OOHHGiB v|

|:| Enable ListBucket access for all users on the storage VM "svm_demo®,

Enabling this will allow users to access the bucket.

R AIEE/R-SRETMME- 53k E

BT EETF I RIFEMONTAP S3544:F 4 EStorageGRIDE LI V4K S3
TRETFHRIEFEMONTAP S3T545: T % E|StorageGRIDR LI BV 4K S3

IE7E H#& StorageGRID

SOFEIET. FNVEGIRE,. AP, 24, ARBNIEFEIER.

ellfezicha
SAE"E PR ARRE IR R
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= N NetApp | StorageGRID Grid Manager

DASHBOARD
no @ v Tenants
NODES

View information for each tenant account. Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date. To view more recent values, select the
TENANTS ter

v r3a a

CONFIGURATION

Name @ % Logical spaceused @ & Quota utilization @ % Quota @ 2 Objectcount @ 2 Signin/Copy URL @

MAINTENANCE

SUPPORT

No tenants found

IHERMHEEA RMEVEFEFAER. EESHENTARRE. FFERH. TREETEIRSHAITFSIiE
o MIRER. B LLERERB RS MR. gErootEi3. ,.“)’—'Efﬁmﬁﬁk%ﬂo

ﬁﬁﬁﬂ)’—“‘%ﬂj"‘%%ﬁ)’—“‘ﬁﬁﬂﬁnuo HEEBFEZEFID. FAEREES, RHEEREH. WRERERIER
|__]F—I S DAL {%ﬁﬁtURLLXTI\jq%ﬁﬁO

Tenants

View information for each tenant account. Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date. To view more recent values, select the
tenant name
Name @ = Logical spaceused @ = Quota utilization @ = Quota @ = Objectcount @ = Sign in/Copy URL @
enant_demc 0 bytes 0 =) [E]
)
1

IR ERERREA TP ERIIE, REFLURLLUMDERER. AR Nrootf R &iE.
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C A No
Q LabStatus @ Pow

StorageGRIDi Tenant Manager

Recent Optional v
Account ID 27041610751165610501
Username root

NetApp

Password | seeeees|

Sign in

BIZAR
SAEIRPEIRHEIZEFN A,

N NetApp | StorageGRID Tenant Manager

DASHBOARD
STORAGE (S3) ~ U Se rS
My access keys
View local and federated users. Edit properties and group membership of local users.
Buckets

Platform services endpoints 1user m

ACCESS MANAGEMENT A

Groups
Users
Username FullName 3% Denied 3% Type =
Identity federation
Root Local
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Enter user credentials

Create a new local user and configure user access.
Fullname @

Demo S3 User

Username @

demo_s3_user

Password

serennes

Confirm password

Deny access

Do you want to prevent this user from signing in regardless of assigned group permissions?

IBMAFE. BEEAFRMITHZAFNFEARES.

SHIURLFHAFID. UEBEER.
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etApp | StorageGRID Tenant Manager

Demo S3 User

~
Overview
Full name: @ Demo S3 User /'
endpoints
Username: @ demo_s3_user
EMENT A
User type: @ Local
Denied access: @ Yes
Access mode: @ No Groups
Group membership: @ None
Password Access [r\r Access keys Groups

Change password

Change this user's password.

BIESIEA. BREAF R

= N NetApp | StorageGRID Tenant Manager

DASHBOARD
STORAGE (S3) A U S e rS
My access keys
View local and federated users. Edit properties and group membership of local users.
Buckets

Platform services endpoints 2users m

ACCESS MANAGEMENT A

Groups
Users
Username % FullName 32 Denied < Type <
Identity federation
Root Local
N D user Demo S$3 User v Local

R Access keys"(IHIRZ A )IEI£. FAGE T "Create Key"(RIBZ )R, THIKEEIHARTE, THS3IH
. ARNXARORBLEEANERXLEESR,
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Create access key

@ Choose expiration time a Download access key

Download access key

To save the keys for future reference, select Download .csv, or copy and paste the values to another location.

0 You will not be able to view the Access key ID or Secret access key after you close this dialog.

Access key ID

TCT7L1XSMIOS091E86TR @1

Secret access key

RIJNCSN5SFX9RSWgFdj6SQ7wMrfRZYuSbQLANQTOC FD
o}, Download .csv
tliEZed

ISR EIA DT m H e T
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Create group

° Choose a group type @ Manage permissions @ SetS up policy

Choose a group type @

Create a new local group or import a group from the external identity source.

Local group Federated group

Create local groups to assign permissions to any local users you defined in StorageGRID.
Display name

Demo S3 Group

Unique name @

demo_s3_group

(&)
A
T

Continue

RANRIRE N R XZEFUMR. MARS3MNIR,
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@ Choose a group type - . e Manage permissions -

Manage group permissions

Select an access mode for this group and select one or more permissions.

Access mode @

Select whether users can change settings and perform operations or whether they can only view settings and features.

Read-write @ Read-only

Group permissions @

Select the permissions you want to assign to this group.

Root access

Allows users to access all administration features. Root access permission supersedes all other permissions.

Manage all buckets Manage endpoints Manage your own S3
credentials

Allows users to change settings of Allows users to configure

all S3 buckets (or Swift endpoints for platform services. Allows users to create and delete

containers) in this account. their own S3 access keys.

pre"‘OUS m

S3NRIET H R (IAMRER)HITIZH, FHRBIKENBEN. AR jsonREBREMGEIRER, ILERERR R ITFILL
HAFTHLEFBD R, AERA" DR NDERFRITEMSIEE. HEEIN" DR PIERPHRITFXH

o
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"Statement": |

{

"Effect": "Allow",

"Action": "s3:ListAllMyBuckets",

"Resource": "arn:aws:s3:::*"
by
{

"Effect": "Allow",

"Action": "s3:*",

"Resource": ["arn:aws:s3:::bucket","arn:aws:s3:::bucket/*"]
}

Create group

Choose a group type - Manage permissions ——— Set S3group policy ———— it
g g 4 -

Set S3 group policy @

An S3 group policy controls user access permissions to specific specific S3 resources, including buckets. Non-root users have no access
by default.

No S3 Access

"Effect": "Allow",
Read Only Access "Action": "s3:ListAlIMyBuckets",

"Resource": "arn:aws:s3:::
Full Access h

@ Custom "Effect": "Allow",

"Action": "s3:"",
"Resource": ["arn:aws:s3:::bucket”,"arn:aws:s3:::bucket !|

(o]
v

B m

&ia. BARRNEASHTTHIRIF.
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Create group

@ Choose agrouptype ——— @ Manage permissions - @ Set S3 group policy ——— o Mdumm

Add users

Select local users to add to the group Demo S$3 Group.

-

Username $ FullName £ Denied $

demo_s3_user Demo S3 User v

Previous Create group

s

BB TFED B
SIMEIEFEDBRIETR. ARREEEEFMED RIRH,

= N NetApp | StorageGRID Tenant Manager

DASHBOARD

STORAGE (S3) A B U C kets

My access keys
Create buckets and manage bucket settings

Buckets
Platform services endpoints 0 buckets Create [jycket

ACCESS MANAGEMENT A

Groups tal 53 Console [
Users
Name 2 Region % ObjectCount @ SpaceUsed @ 3 DateCreated 4
Identity federation
No buckets found

Create bucket

RE X 73 Eg A MR X3
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Create bucket

. Manage object settings
o Enter details @ ey . >

Enter bucket details

Enter the bucket's name and select the bucket's region.

Bucket name @

bucket]

Region @

us-east-1 v

TEE I EED R EBRRAIES.

Create bucket

@ Enter details a hf?nége object settings

Manage object settings

Object versioning

Enable object versioning if you want to store every version of each object in this bucket. You can then retrieve previous versions of an

object as needed.

Enable object versioning

Previous Create ~_am:l«et

. ERERRAERRIER T eZSE —MEED R

84



Create bucket

- Manage object settings
° Enter details @ . . -

Enter bucket details

Enter the bucket's name and select the bucket's region.

Bucket name @

sp,dummy{

Region @

us-east-1 v

BTN — B B LB AR,

Create bucket

@ Enter details a N‘l‘a.\lnag‘e object settings

Manage object settings

Object versioning

Enable object versioning if you want to store every version of each object in this bucket. You can then retrieve previous versions of an

object as needed.

Enable object versioning

’hc reate bucket

fFE . AR SR 53K R
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x4

BT EE TN RVEEMONTAP S3c441 T4 2 StorageGRIDRESLIR BV £k S3
BT E T X RIFEMONTAP S3T44:T7#% 2IStorageGRIDR I Il 2R S3

}

BRREFEDER
AP — LN RBITRONTAPD R, BATIEEAS3Browser# TILER. BERUUERERERNERT

o

fEF _EEEIEIONTAPE P S350, $§S3Browserfit & HiEIZEIONTAP RS,

o Add New Account -_ O X

Add New Account online help

% Enter new account details and click Add new account

Display name:

[Buckel (original and post-migration)

Assign any name to your account

Account type:
S3 Compatible Storage v

Choose the storage you want to work with. Default is Amazon S3 Storage

REST Endpoint

s3portal.demo.netapp.com:8080

Specify S3-compatible API endpoint It can be found in storage documentation. Example: rest server.com:8080

Access Key ID:
|3TVPI142JGE3Y7FV2KCO

Required to sign the requests you send to Amazon S3, see more details at hitps://s3browser.com/keys

Secret Access Key:

{........................................

Required to sign the requests you send to Amazon S3, see more details at https://s3browser com/keys

[C] Encrypt Access Keys with a password:

Tum this option on if you want to protect your Access Keys with a master password

[[] Use secure transfer (SSL/TLS)
If checked, all communications with the storage will go through encrypted SSL/TLS channel

<7 Add n%ccount @ Cancel

advanced settings
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WM. B —EXH LERIBA T AEHREFE D ERo

Q S3 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (original and post-migration) = ’ 2‘ %
Accounts Buckets Files Bookmarks Tools UpgradetoPro! Help
& New bucket & Add external bucket == Refresh Path:
Name Size - Type Last Modified Storage Class

«~{__| ontap-dummy

@ [.g:w
@ Upload folder(s)

Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog

% Upload vl 1 Download % Delete m New Folder [ Refresh

Task Size %  Progress Status Speed
Q S3 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (oniginal and post-migration ] ‘
(] open X
| 1+ -‘ > ThisPC > Downloads v O Search Downloads pel
Organize New folder =y @ @
& Downloads # # Name 3 Date modified Type Size
Documents: # [ ] 9141P1_q imagetgz 3/22/20241:225AM  TGZ File 2,641,058 KB
[&] Pictures * cluster1_demo_s3_user_s3_user.bdt 3/23/2024 11:04 PM  Text Document 1KB
[ This PC cluster]_svm_demo_s3_details (1).txt 3/23/2024 11:03PM  Text Document 1KB
—j s cluster]_svm_demo_s3_details.bt 3/23/2024 11:01 PM  Text Document 1KB
ye 2 his.exe 3/22/2024 124 AM  Application 2121 KB
i Cousthiagen 1] hotfix-install-11.6.0.14 3/23/202411:55AM 14 File 717,506 KB
[ Desktop 7P putty 7/18/20206:39PM  Shortcut 2KB
)] Documents ¢4y s3browser-11-6-T.exe 3/23/2024 12:36 PM  Application 9,807 KB
4 Downloads
D Music
[&=] Pictures
B videos
‘aa Local Disk (C:)
v
: e
File name: | "s3browselemo_s3_user_s3_user.txt" 'cIusterl_svm_demo_sB_E\gails (1).bt" "cluster]_svm_demo_s3_details.tbt" "hfs.exe" "putty” V|
o
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Q S3 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (original and post-migration) EERE i
Accounts Buckets Files Bookmarks Tools UpgradetoPro! Help
s New bucket & Add external bucket %2 Refresh Path:
‘;1 ontap-dummy Name Size a Type Last Modified Storage Class
- _ clusterl_dem.. 157 bytes Text Document 3/23/2024 11:23.25PM  STANDARD
; clusterl_svm.. 211bytes Text Document 3/23/2024 11:23:25PM STANDARD
_; clusterl_svm.. 211bytes Text Document 3/23/2024 11:23:25PM  STANDARD
[F]putty.exe 834.05KB Application 3/23/2024 11:23:25PM  STANDARD
[1hfs.exe 207MB Application 3/23/2024 11:23:25PM  STANDARD
[#5s3browser-11.. 958 MB Application 3/23/2024 11:23:26 PM STANDARD

R

N

ﬁ' Upload ~ Download Delete @ New Folder l %,Rehesh
5]

Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog

WA, UEBRNED BRPIE LR,
IBRSC o

Q‘::EVC‘ZE!‘ 0 - rre ersion (for non-commercial use on - bucket (onginal and post-migration @ ' i g
Accounts  Buckets Files Bookmarks Tools UpgradetoPro! Help
5 New bucket & Add external bucket 2 Refresh Path:
{:J ontap-dummy Name Size - Type Last Modified Storage Class
] bucket El clusterl_dem_. 157 bytes TextDocument  3/23/2024 11:23:25PM STANDARD
El clusteri_svm.. 211bytes TextDocument 3/23/2024 11:23:25PM  STANDARD
E clusteri_svm.. 211 bytes Text Document 3/23/2024 11:23:25PM STANDARD
[# putty exe 834.05KB Application 3/23/2024 11:23:25PM  STANDARD
(i hfs.exe 207MB Application 3/23/2024 11:23:25PM  STANDARD
[#s3browser-11.. 958 MB Application 3/23/2024 11:23:26 PM STANDARD

Confirm File Delete

N\ N N ; ;
% Upload ~ & Download % Delete C@ New Folde 0 Are you sure to delete "putty.exe’?

Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog 5
|f z | o
Task Size %  Progress Status — s

HEEFESRPEFENXAUSEFIZX 4 H IR E R4,

88



QZTE‘N: 6.7 - Free Version (for non-comn

_ - 9% A
53 Open X
1 & > ThisPC > Downloads v &  Search Downloads P
. Storage Class
Organize v New folder v [H o
» W STANDARD
~ -
& Downloads Name Date modified Type Size W STANDARD
* M 2 - > £AT 058 ¥ W STANDARD
Documents | | 9141P1_g_image.tgz TGZ File 2,641,058 KB
& Pi 3 . W STANDARD
[&] Pictures * || cluster1_demo_s3_user_s3_user.bt Text Document 1KB K et
s ] cluster_svm_demo_s3_details (1).b¢t 202 Text Document 1KB
& This PC d =T i m
= . || clusterl_svm_demo_s3_details.bdt 3/23/2024 11:01 PM  Text Document 1KB
) 3D Objects — 5
#2 hs.exe 3/22/20241:24AM  Application 2,121KB
Cloud Storage o 3 nts " p——
- 9 | hotfix-install-11.6.0.14 3 ) 14 File
[ Desktop ;? putty Shortcut
] Documents ¢y s3browser-11-6-7.exe Application
4 Downloads
D Music
[&=] Pictures
B videos
‘wa Local Disk (C:)
v
File name: | hfs.exe V|
==
-y =l (=7
Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
N v \
7£S3Browserd, KA1l LAEFENINICIZRI N RIIARZAS,
[ 3 Browser 11.6.7 - Free Version (for ial use only) - and post-migs = . ] - 4
Accounts  Buckets Files Bookmarks Tools UpgradetoPro! Help
b New bucket o Add external bucket %2 Refresh Path: ws/s/BTYR
2 ontap-dummy Name Size Type LastModified Storage Class
2] bucket [ clusterl_dem.__ 157bytes TextDocument  3/23/202411:2325PM STANDARD
[ clusteri_svm... 211bytes TextDocument 3/23/2024 11:2325PM  STANDARD
[~ clusterl_svm_. 211bytes TextDocument 3/23/2024 11:2325PM  STANDARD
[ihfs exe 207MB Application 3/23/2024 11:23:36 PM  STANDARD
[#s3browser-11.. 958 MB Application 3/23/2024 11:2326 PM  STANDARD
éuulud - Download Delete ENmFuldel ;%,_aeﬁesn S s (11,85 M8) i O fokiars
Tasks (1) Permissions Headers Tags Properies Preview Versions Eventlog
URL:  http://bucket.s3portal.demo.netapp.com:8080/ [ copy
Key LastModified ETag Size Storage Class Owner Version Id
[7) cluster1_demo_s3_user_s3_userxt
revision #: 1 (current) 3/23/2024 11:23:25 PM acf4c9543e97ef3678b2b6ed6able 1bc 157 bytes STANDARD Unknown (Unknown) MzgOMjQIMDAWL.
[ cluster1_svm_demo_s3_details (1) bt
revision #: 1 (current) 3/23/2024 11:23:25 PM 407753b646abcfef19fde 71eefb504 211 bytes STANDARD Unknown (Unknown) NDgOMjQTMDAw.
(] cluster1_svm_demo_s3_details.txt
revision #: 1 (current) 3/23/2024 11:23:25 PM 17d20651856f480a587af39feccc10e2 211 bytes STANDARD Unknown (Unknown) NTU2NZIOMDAWL.
[hfs.exe
revision # 2 (current) 3/23/2024 11:23:36 PM 9e8557¢98ed1269372f0ace9d1d63477 207MB STANDARD Unknown (Unknown) NzQ10TE4MDAw.
revision # 1 N 3/23/2024 11:23:25 PM 9e8557e98ed1269372ff0ace91d63477 207MB STANDARD Unknown (Unknown) Njk20DI3MDAwWLn.
[Eputty.exe -
revision # 2 (deleted) 3/23/2024 11:2331PM Unknown (Unknown) NjMzMDAWMC52
revision #: 1 3/23/2024 112325 PM 54cb91395cdaad9d47882533c21fc0e9 834.05KB STANDARD Unknown (Unknown) NzE2NzEyMDAWL.
[@s3browser-11-6-7.exe
revision #: 1 (current) 3/23/2024 11:23:26 PM 2e36b9705f4782962d6937¢5df082f0-2 958 MB STANDARD Unknown (Unknown) NDY20DcwMDEu...

BUSHIXR
LEFAFFAIE EEE MONTAP 4 1% 2! StorageGRID,

EONTAPRAAEIESS . SAE"RIP/BLR", M TRENE"Cloud object stores" (=X R7EE). AGEE"Add"(
IR Fi%EE StorageGRID (7R0)o
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= [PIONTAP System Manager Search actions, objects, and pages Q Qo ©

Lets you select specific volumes for protection if you Lets you select which volumes you want to be backed up ‘ Lets you protect a consistency group with a zero
DASHBOARD e don't need to protect entire storage VMs. to a cloud destination. ‘ recovery time objective.

INSIGHTS
(@ Netapp SnapCenter software simplifies backup, restore, and clone management for the applications hosted across ONTAP enabled platforms. Use NetApp SnapCenter for application-consistent

STORAGE

NETWORK

Bucket protection
SnapMirror (local or remote)
PROTECTION | 2 of the 2 buckets aren't protected.

EVENTS & JOBS

Relationships Back up to cloud
2 of the 2 buckets aren't backed up to the cloud.
HOSTS

CLUSTER

Protect buckets

Lets you select specific buckets for setting up SnapMirror protection to either an ONTAP destination or a cloud destination.

(—%SmrageGRlD
Il oness

aws Amazon S3 o

=
{5 others plicate data or metadata to the cloud target. A valid data container must be created with the object store provider. This assumes that the user has valid
bject store provider to access the data bucket.

+add v

BT IR MR FRAURLIE N K A\ StorageGRIDIE B (TEL/ETRP. BN VEEAPath-styleURL), I RIFHETE
& "Storage VM",

Add cloud object store

NAME

sgws_demo

URL STYLE

Path-style URL

OBJECT STORE SCOPE

O Cluster () storage vM

useey @@

O SnapMirror (©) ONTAP $3 SnapMirror

SERVER NAME (FQDN)

192.168.0.80

NREEABIZSSL. BB H T ERinRim O HE LA EFIStorageGRIDIRRIEH, M. IFEUHIE
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FR"SSP"EH L NHTTPIR =% .

7 Bixk N _EiRStorageGRIDEC & A StorageGRID A S3%;

ACCESS KEY

JCT7L1IX5MIOS5091E86TR

SECRET KEY

C L T e YT

CONTAINER NAME ()

bucketl

Network for cloud object store

NODE IP ADDRESS

onPrem-01 192.168.0.113

[ ] use HTTP proxy

WE. HAEEEBIR. AUALEREERRKRIZE. B AMRERIL

Pl ONTAP System Manager

SUBNET MASK

24

BZIAMFED BB R

BROADCAST DOMAIN

Default

] F
NI

Search actions, objects, and pages

Back up to cloud

DASHBOARD

INSIGHTS

STORAGE

NETWORK

EVENTS & JOBS

PROTECTION

Protect buckets

Lets you select specific buckets for setting up SnapMirror protection to either an ONTAP destination or a cloud destination.

~ Local policy settings @

Relationships

HOSTS

CLUSTER

IRAIBFTEURBE G RE

Protection policies
Applicable when this cluster is the destination

At'S minutes past the hour, every hour
No schedules

No schedules

o Mhais

RER M NEE 3T,

=

GATEWAY

192.168.0.1

L

2 of the 2 buckets aren't backed up to the cloud.

Snapshot policies =2
Applicable when this cluster is the source or wh...

3 Schedules
3 Schedules

No schedules

Schedules

At0,5,10, 15,20, 25, 30, 35, 40, 45, 50, and 55 minutes past the
hour, every h

AL12:15 AM, 06:15 AM, 12:15 PM and 06:15 PM, every day

AL0215 AM, 10:15 AM and 06:15 PM, every day

A0, 10,20, 30, 40, and 50 minutes past the hour, every hour




Policies Protection overview

Protection policies

Policy type

Continuous (Al

Continuous Policy for S3 bucket mirroring. Continuous Cluster

THROTTLE RECOVERY POINT OBJECTIVE
Unlimited 1 Hours

MTE. FTTLUESnapMirrorBit B 79 8 12 1E 5 o

SnapMirror create -ssource-path sv_demo: /bket/bket-target-path sgws demo: /objstore -policy
continuous

@ clusterl-mgmt

LY. FEDEBERFRIPNFESBEIIRPETR—NE/RS.
Buckets

Lifecycle rules  Capacity (available | total)

0 100 Gi8 100 Gi8

0 100GiB 100 GiB

MR A NEFRFE D ERFEEEISnapMirror (ONTAPZ =)iEINF£. FAi 14§ & EISnapMirror repationshipikZ.
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bucket

ru SnapMirror (ONTAP or cloud)

Destination Relationship health State

sgws_demo:/objstore t (© Healthy (© Mirrored

EHFAER

M7E. BRITERINISEE D EEMONTAPE #3StorageGRID, {BSLfR EEHIMZMA? RITEMBGFHED
RADER. RIS EREIBiR? MNRKIVFEASIBrowserEE StorageGRIDIFED R HiI=&IMM
BhRAXREF. BIPFRHNRAEFE. ZHROBBRTICERFE. HINHVEFFTREStorageGRIDIFED EEH R
B11hRES,

[ 53 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (Migration Temp)

- 8 x
Accounts  Buckets Files Bookmarks Tools UpgradetoPro! Help
5 New bucket o Add external bucket 2 Refresh path:[ 7 | 7 8 Y 3
“ bucket Name Size Type LastModified Storage Class
sg-dummy cluster_dem.. 157bytes TextDocument  3/24/2024 121353 AM  STANDARD
clusterl_svm.. 211bytes TextDocument  3/24/2024 121353AM  STANDARD
cluster]_svm... 211bytes TextDocument  3/24/2024 121353AM  STANDARD
207MB Application 3/24/2024 121353 AM | STANDARD
[s3brdyser-11.. 958MB Application 3/24/2024 121353 AM  STANDARD
Upload ~ | o Download Delete 1] New Folder Refresh
x Sul ;
Tasks(1) Permissions Headers Tags Properies Preview Versions Eventlog
URL:  http://192.168.0.80:8080/bucket/hfs.exe [ copy
Key LastModified ETag Size Storage Class Owner Version Id
[ hfs. exe
revision #: 1 (current) 3242024 121353 AM "9e855798ed1269372f0ace91d63477" 207MB STANDARD tenant_demo (27041610751 NjUSRDhCNDIRT

EONTAPZ B L FA AR AR —XRAM— kA, HTHREERIG I

]

\

~
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[ 53 Browser 11.6.7 - Free Version (for I use only) - and p

g - 8 X
w 2
Accounts Buckets Files Bookmarks Tools UpgradetoPro! Help
45 New bucket s Add external bucket path [ / | /78703
] ontap-dummy Name Size Type LastModified Storage Class
] bucket clusterl_dem.. 157bytes TextDocument  3/23/2024 11:2325PM  STANDARD
T cluster]_svm... 211bytes TextDocument  3/23/2024 11:2325PM  STANDARD
cluster]_svm... 211bytes TextDocument  3/23/2024 11:2325PM  STANDARD
[ putty.exe 83405KB Application 3/23/2024 11:2325PM  STANDARD
fs.exe 207MB Application 3/24/2024 121452 AM - STANDARD
#s3browser-11.. 958MB Application 3/23/2024 11:2326 PM STANDARD
4§ Uplosd - Downlosd Delete ) New Folder Ly Reresh 6 e (1298 19) wnc 0 fokdery

Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog

URL:  http://bucket.s3portal.demo.netapp.com:8080/

(55 copy

Key LastModified ETag Size Storage Class Owner Versiond

cluster]_demo_s3_user_s3_userx

revision # 1 (current) 323/2024 112325 PM actic9543e97ef3678b2b6ed6able be 157 bytes STANDARD Unknown (Unknown) MzgOMQIMDAWL

) cluster1_svm_demo_s3_details (1)t

revision # 1 (current) 3/23/2024 112325 PM 407753b646a6cef19de 71 eefb5 04 211bytes STANDARD Unknown (Unknown) NDgOMJQIMDAW.

cluster]_svm_demo_s3_details tt

revision # 1 (current) 3/23/2024 11:2325PM 17d206518561480a587af3%feccc 1062 211bytes STANDARD Unknown (Unknown) NTUZNZIOMDAWL
[Wlhs exe

on £3(ciend 9055576380d1269372Maced1 463477

revision| 3/23/2024 11:23:36 PM 9e8557e982d1269372M0ace91d63477 207M8 Unknown (Unknown) NzOIOTE4MDAw

revision #:1 3/23/2024 112325 PM 9e8557e98ed1269372M0ace91d63477 207MB STANDARD Unknown (Unknown) Njk20DI3MDAWLN.
[@puty.exe

revision # 1 (current) 3/23/2024 11:2325PM 54cb91395cdaad9d47882533c21fc0e9 83405K8 STANDARD Unknown (Unknown) NZE2NZEyMDAWL
[@s3browser-11-6-7.exe

revision # 1 (current) 3/23/2024 11:2326 PM 263697051478296246937¢508200-2 958MB STANDARD Unknown (Unknown) NDY20DcwMDEu

MStorageGRIDRIAEKRE. B LKIMILEFEDERFHEEIZT —M#hR4s. BERDSnapMirrorX & Z BIRI4IA
RS,

[ 53 Browser 1167 - Free Version (for non-commercial use only) - Bucket (Migration Temp)

- o
[
Accounts  Buckets Files Bookmarks Tools UpgradetoProl  Help
& New bucket & Add external bucket £2 Refresh path: [ / | w0
] bucket Name Size Type LastModified Storage Class
& sg-dummy clusterl_dem.. 157bytes TextDocument  3/24/2024 121353AM STANDARD
cluster]_svm.. 211bytes TextDocument  3/24/2024 121353AM  STANDARD
cluster]_svm... 211bytes TextDocument  3/24/2024 121353AM  STANDARD
[ puty.exe 83405K8 Application 3/24/2024 121428 AM  STANDARD
[Ehfs.exe 207M8 Application 3/24/2024 121456 AM  STANDARD
[ s3browser-11.. 958MB Application 3/24/2024 121353AM  STANDARD
4 Urlosd - | g Download | g Delete ( ] New Folder b Refresh Lfie(20208)
Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
URL:  http://192.168.0.80:8080/bucket/hfs.exe [P
Key L LastModified ETag Size Storage Class Owner Version Id
[¥1hfs exe
3/24/2024 121456 AM e8557e98ed1269372f0aced Tk rTLM 207MB tenant_demo (27041610751..  OEMR{Y4NDgIRT.
tevision # 1 3/24/2024 121353 AM ”933557998&(112693720\]3(:591 tenant_demo (27041610751... | NjUSRDhCNDHRT.

XEEFIONTAP SnapMirror S3HIZXEFIX RV HAIIRZA, XFLEIK7EStorageGRIDIHEIE 73 R ASTFiE 57 B
ERNBETRE, X#. StorageGRIDFLE] AP R MM A $£I12FR.

fEE . REE/R-SERTAIFI(E- 5e3k

BT R TN RZEEMONTAP S3c441 T4 2 StorageGRIDE IR BV £k S3

‘F}

¥

BT R T IRAIFEMONTAP S3TE4%:F 5 2StorageGRIDR LI (1l 4R S3
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T1%S3E A

MNFEE. ASHERTEHFEEIEAFANEE. MAZEERBERFRREE, StorageGRIDIRHAPILIT
YPES3HATANEIAF,

EREIStorageGRIDEIRUI (IS BIE2RUI). FTFAPIXESwaggerilHo

= N NetApp | StorageGRID Grid Manager

p— . Dashboard

NODES

Health @
TENANTS

[ v o Overall st

CONFIGURATION

MAINTENANCE

BF"accounts"(MF)&B45. EFR"POST /grid /account-enable —s3-key-import . B H"AA"RHA. ARHE
i "execute"(H1T)IEH,

accounts Operations on accounts o

o ¢-enable-s3-key-import ENADIES the Import S3 Credentials feature on this node. Warning: Enabling this feature allows Grid Manager users with Change Tenant Root Password permission o
/grid/account-enable-s3-key-import ;o fyll access to tenant data. This feature should be disabled immediately after use

Parameters

No parameters

== ]

WE{HTE" accounts" B FRENE"POST /grid /accounts/ {id} /user/ {user id} /s3-access-keys"

THEHEERNSWMALARERNTEF IDMAF KA IDEIE, EjsontEHIES KB IAONTAPH R NFERMNER

4=n

$A, ERILUSERARIEIEARSE]. Rl LAMIBR". "Expires": 3456789 ". SAGEEF"HIT
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m /grid/accounts/{id}/users/{user_id}/s3-access-keys Imports S3 credentials for a given user in a tenant account
\'

‘ Parameters

Name Description
ld * required
string ID of Storage Tenant Account
(path)

27041610751165610501
user_id " reauired
steing ID of user in tenant account
(path)

ebc132e2-cfc3-42c0-a445-3b4465cb523c
body * required

Edit Value Model

(body)

{

“accessKey": "3TVPI142)GE3Y7FV2K(CO",

“secretAccessKey”: "75a1QqKBU4quA132twI4g41C4GgSPP30ncyOsPES"™
}

SRFFERFPZASNG. ER7E"accounts™POST /grid /account-disable" s3-key-import"® 22 FIZ2$A S \IHAE

m /grid/account-disable-s3-key-import Disables the Import S3 Credentials feature on this node. a
‘ Parameters Capgel

No parameters
‘ Responses Response content type [ application/json v ]

NRBANVEEF EEBUIREFAFIKF . JUBEZFBEHAE R,
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Users > Demo S3 User

Overview
Fullname: @ Demo S3 User /'
Username: @ demo_s3_user
User type: @ Local
Denied access: @ Yes
Access mode: @ Read-only
Group membership: @ Demo S3 Group
Password Access Access keys Groups

Manage access keys

Add or delete access keys for this user.

AccesskeylD = Expirationtime $

--------------- 86TR None

................ m None

R

MBITE XA FED ERMONTAPE F2StorageGRID. Er]LAZIE4ETR, NEREMONTAP S3:1FF5
ZStorageGRID. NMIFELREIZHHITHEIR,

7IONTAPZR AR, HIESIAHIEHIGE N"ReadOnlyAccess", XIEF5LEFA P BHRIONTAP S37FEN RS
NEUEE,
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Edit group

NAME

demo_s3_group

USERS

demo_s3_user x

POLICIES

ReadOnlyAccess x

RFERDNSECE I MONTAPEEBHE MIStorageGRIDIH BN AL, IEHRIGRIEBERLIR. MRFEEINTER
HiBER. I57EStorageGRIDHFRNNIH = 2
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Endpoint Domai

Virtual Hosted-Style Requests

n Names

Enable support of S3 virtual hosted-style requests by specifying APl endpoint domain names. Support is disabled if this list is empty. Examples: s3.example.com,

s3.example.co.uk, s3-east.example.com

Endpoint 1 s3portal.demo.netapp.com +

BHEPHEESETTLIHA. SERMDNSLUEITEI RS, WEELUE—IER. M THIZEERT

;mﬂi:fﬁStorageGRl DRI IR]AIDLA!
=

mEYSIZEA(MA R FANER). MFRSnapMirrorx . FAIGHIFRONTAPEX

B R SREAMME EXE
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T AMNAERFEE

¥Cloudera Hadoop S3A%#:28 5StorageGRID 5 EH
F&: ML
—ERBHEILISK, Hadoop—ERMIBRSRNEE, WTHadoop, TSR SHBIRIERIE S EAEEY

Eﬁ*ﬁiﬁ%ﬁjﬁﬁ%ﬂ%ﬁo Hadoop EE MENIRS 28T BEIFT &1t EN. E8ITENSHIBEAMITEMEF
180

N ALEFEHS3AHTHadoop TIER?

FEESUEENAENE K. A8 SHHEMEFERIFITTENNG ZEFRRRT. &M BRASKERZIRM
BRI R T Phhko

T NIXEPE. Hadoop S3A% A IHFI JIS3M RIFEIR (It 4HREI/O. EAS3ASLHEHadoop TIEMA BN T
MNRIFEBIESUBETME. HRTENFED T, #mfEERSIIRILYy BitEMNEE. Bd0BitENEE. &

TR LSS HRENFRETATITERFL. AREHESEIAMEETE, B, ErRILZF{EHadoop TIF AT
BETCO,

1§ S3AEERALE I fF A StorageGRID

AR
* FAFHadoop S3AEIEMIXAIStorageGRID S3ix S URL. 2/ S314 (0122 $AFIHZ 4R,
* ClouderafE &3 AN It £ E N EN ArootzsudotfR. AT L JavaiifF &,

HE2022F48. fFFCloudera 7.1.7f9Java 11.0.14B$XfStorageGRID 11.55111.5#17 7k, B2, L
BYaYJavahk 4~ S Al BE 2B AR [El,

L Java &

1. ¥ "ClouderasziF#&" FHIIDKRRZS,

2. F# "Java 11 x4 8" S5ClouderafLBHEERAILAL, Bt EHEIEEFNENEN. FIRE
. rpmEREE A FCentOS,

3. KrootSHEi A EBsudofURIIKFE RIS M EN. EEPENLHITUTIE:
a. REHHEL:

$ sudo rpm -Uvh jdk-11.0.14 linux-x64 bin.rpm

b. 10 EJavalIREME, MRTET ZMRAE. BRFRENRETIRENINME:
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https://docs.cloudera.com/cdp-private-cloud-upgrade/latest/release-guide/topics/cdpdc-java-requirements.html
https://docs.cloudera.com/cdp-private-cloud-upgrade/latest/release-guide/topics/cdpdc-java-requirements.html
https://docs.cloudera.com/cdp-private-cloud-upgrade/latest/release-guide/topics/cdpdc-java-requirements.html
https://docs.cloudera.com/cdp-private-cloud-upgrade/latest/release-guide/topics/cdpdc-java-requirements.html
https://docs.cloudera.com/cdp-private-cloud-upgrade/latest/release-guide/topics/cdpdc-java-requirements.html
https://docs.cloudera.com/cdp-private-cloud-upgrade/latest/release-guide/topics/cdpdc-java-requirements.html
https://docs.cloudera.com/cdp-private-cloud-upgrade/latest/release-guide/topics/cdpdc-java-requirements.html
https://www.oracle.com/java/technologies/downloads/
https://www.oracle.com/java/technologies/downloads/
https://www.oracle.com/java/technologies/downloads/
https://www.oracle.com/java/technologies/downloads/
https://www.oracle.com/java/technologies/downloads/
https://www.oracle.com/java/technologies/downloads/
https://www.oracle.com/java/technologies/downloads/

alternatives —--config java

There are 2 programs which provide 'java'.

Selection Command
+1 /usr/java/jrel.8.0 291-amd64/bin/java
2 /usr/java/jdk-11.0.14/bin/Jjava

Enter to keep the current selection[+], or type selection number:

C. RFULITARNNEN /fetc/profile’ BIRE. BEIZN S LR FEZAIERIZILEAS:

export JAVA HOME=/usr/java/jdk-11.0.14

d. BITUA TS U E X HEX:

source /etc/profile

Cloudera HDFS S3AECE
c WIE*

1. MCloudera Manager GUIH. #%3#%Clusters > HDFS. #AfFi%#FConfigurations
2. 5T, ERER. AERATRENLUIKE] core-site xmIBEEESERESRELEF BR(R21®) -
3. BEH(+)RFSHAMUTE.

Name AREL
fs.s3a.access.key < StorageGRID FHIFHF S350 %50 >

fs.s3a.secretkey < StorageGRID FHIFHF S3ZH>

fs.s3a.connection.s truedjfalse (SRR IHLFZBE. MERIAAhttps)
sl.enabled

fs.s3a.endpoint StorageGRID S3imm: iHH>
fs.s3a.impl org.apache.hadoop.fs.s3a.s3AFileSystem

fs.s3a.path.style.ac truedjfalse (WIRFR/VILZE. MBEIANEIUENIER)

cess
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FREERA

Cluster-wide Advanced HEFS (Service-Wide) 9 Undo ®
Configuration Snippet (Safety View ag XML
Valve) for core-site.xml

Name [ fs.s3a.endpoint l BE®
0 core_site_safety_valve

Value sgdemo.netapp.com:10443

Description [ StorageGRID 53 load balancer endpoint

Final

Name [ fs.53a access key

Value [ OM RESESESRERNIES

Description [ SG CDP 53 access key

Final

Name fs.53a secret key

Value [ mapz iRt aREERRE O fc

Description [ SG CDP 53 secret key

Final

MName [ fs.s3a.impl

Value

org.apache hadoop fs.53a S3AFileSystem

Description [

Final

Name [ fs.53a path.style access

Value [ true

Description [

Final

|
|
| e
|
|
| e
|
|
| e
|
|
| e
|
|
luster-wide Advanced Configuration Snippet (Safety Valve) for core-site.xml ‘

1. BEHEREFENIZH. MHDFSEE=EFRIBEEEEM. E T —RELERENBKARS. ARk
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FIABVEHED.

M CLOUD=ZRA CDP Cluster

Manager

EE @ HDFS - )[B

Stale Configuration: Client
Status  Instances  Configu configuration redeployment wser

—
3

needed

it 5 StorageGRID FYS3AEE

PATEZASEZIR
FFEFCloudera&E By — P EH.. FARRHIN Hadoop FS -Is S3a: //<bucket-name> /',

LU TR EREZsysleM BB RIHDFS-test 3 B AR — MR Ro

[root@ce-nl ~]# hadoop fs -1s s3a://hdfs-test/

22/02/15 18:24:37 WARN impl.MetricsConfig: Cannot locate configuration:
tried hadoop-metrics2-s3a-file-system.properties, hadoop-
metrics2.properties

22/02/15 18:24:37 INFO impl.MetricsSystemImpl: Scheduled Metric snapshot
period at 10 second(s).

22/02/15 18:24:37 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system started

22/02/15 18:24:37 INFO Configuration.deprecation: No unit for
fs.s3a.connection.request.timeout (0) assuming SECONDS

Found 1 items

—IW-rW-rw-— 1 root root 1679 2022-02-14 16:03 s3a://hdfs-test/test
22/02/15 18:24:38 INFO impl.MetricsSystemImpl: Stopping s3a-file-system
metrics system...

22/02/15 18:24:38 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system stopped.

22/02/15 18:24:38 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system shutdown complete.

R AR

HEA

fEFAHTTPSE%E|StorageGRID . H1E1593 #hiBAIfFURE| shapore_failure f81Ro

*IRE: *IBhRJRE/IDKERE I AR Z I TLSZE I EH 1% StorageGRID,
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BIRHE TG

[root@ce-nl ~]# hadoop fs -1s s3a://hdfs-test/

22/02/15 18:52:34 WARN impl.MetricsConfig: Cannot locate configuration:
tried hadoop-metrics2-s3a-file-system.properties, hadoop-
metrics2.properties

22/02/15 18:52:34 INFO impl.MetricsSystemImpl: Scheduled Metric snapshot
period at 10 second(s).

22/02/15 18:52:34 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system started

22/02/15 18:52:35 INFO Configuration.deprecation: No unit for
fs.s3a.connection.request.timeout (0) assuming SECONDS

22/02/15 19:04:51 INFO impl.MetricsSystemImpl: Stopping s3a-file-system
metrics system...

22/02/15 19:04:51 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system stopped.

22/02/15 19:04:51 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system shutdown complete.

22/02/15 19:04:51 WARN fs.FileSystem: Failed to initialize fileystem
s3a://hdfs-test/: org.apache.hadoop.fs.s3a.AWSClientIOException:
doesBucketExistV2 on hdfs: com.amazonaws.SdkClientException: Unable to
execute HTTP request: Received fatal alert: handshake failure: Unable to
execute HTTP request: Received fatal alert: handshake failure

1s: doesBucketExistV2 on hdfs: com.amazonaws.SdkClientException: Unable to
execute HTTP request: Received fatal alert: handshake failure: Unable to
execute HTTP request: Received fatal alert: handshake failure

AT BREREIDK 1M xEHESRAHEHEIRE NI INavaE, ESN LiEJavalfth e 8. THRESE

g2
T EEEEIStorageGRID « HERBIRHEE TEXBIFMER BB RIERRE .
JRE: StorageGRID S3ix = ARG 2RIUEPBAZ JavaizFE1E,

HiRHS A
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[root@hdp6 ~]# hadoop fs -1s s3a://hdfs-test/

22/03/11 20:58:12 WARN impl.MetricsConfig: Cannot locate configuration:
tried hadoop-metrics2-s3a-file-system.properties, hadoop-
metrics2.properties

22/03/11 20:58:13 INFO impl.MetricsSystemImpl: Scheduled Metric snapshot
period at 10 second(s).

22/03/11 20:58:13 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system started

22/03/11 20:58:13 INFO Configuration.deprecation: No unit for
fs.s3a.connection.request.timeout (0) assuming SECONDS

22/03/11 21:12:25 INFO impl.MetricsSystemImpl: Stopping s3a-file-system
metrics system...

22/03/11 21:12:25 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system stopped.

22/03/11 21:12:25 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system shutdown complete.

22/03/11 21:12:25 WARN fs.FileSystem: Failed to initialize fileystem
s3a://hdfs-test/: org.apache.hadoop.fs.s3a.AWSClientIOException:
doesBucketExistV2 on hdfs: com.amazonaws.SdkClientException: Unable to
execute HTTP request: PKIX path building failed:
sun.security.provider.certpath.SunCertPathBuilderException: unable to find
valid certification path to requested target: Unable to execute HTTP
request: PKIX path building failed:
sun.security.provider.certpath.SunCertPathBuilderException: unable to find
valid certification path to requested target

IR E: NetAppZiIERHREMNAR IEPEZMENIIMEANRSSHJIER. UHRENRHIELS, HE.
el LA mJavalE EEMERE RN E E X CASARSS 2RIEF.
E i StorageGRID BE X CASARS 2RIEHARNIE JavalEEFE. BTRUTI R,

1. I BRI INJava cacerts.

cp —ap $JAVA HOME/lib/security/cacerts
$JAVA HOME/lib/security/cacerts.orig

2. ¥4StorageGRID S3imsIiE B SN EJavals E 7 #.

keytool -import -trustcacerts -keystore $JAVA HOME/lib/security/cacerts
-storepass changeit -noprompt -alias sg-1lb -file <StorageGRID CA or

server cert in pem format>
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HEEHPR R
1. 185 Hadoop BEHRS LUHTTIAR
export Hadoop root logger = hadoop.root.logger = debug. console
2. T <. HAEEEERerror.log.

Hadoop FS -1s S3a. //<bucket-name> /&>error.log
EE: MBEAK

EAS3emdNidF;E ~StorageGRID _E/IS335(A]
& Aron Klein

S3cmdE@— M TFSHREN R B SITTTAEME K, EaILIEAs3cmdiEStorageGRID X F17ERS3h
GI8

ZEMEIES3emd

EAETFihsARS 28 E%ES3emd. IEMNTHE " 217S3EFin's s3cmd=EA—MITAMALRETS
4 StorageGRID T2 b LAhBD#HITEPEHERR,

Ve E DB
1. s3cmd -configure
2. B4R taccess_keyHlsecret_key. HRIFRZEIRINE,
3. BEMERREMNEIENILIAM? [Yin]: n @i, BRmiSEEmg)
4. BEHREIRE? [YIN]y
a. BEEBERFE"/root/.s3cfg"
5. 7£.s3cfgHi. f#"="fF S GmEHIF E&khost_baseFlhost_bucket = :

a. host_base =
b. host_bucket =

@ MNRETSBE4HIEFEhost_baseFlhost_bucket. MEEERSITHREFER-hostiEE i o
w5

host base = 192.168.1.91:8082
host bucket = bucketX.192.168.1.91:8082
s3cmd 1ls s3://bucketX —--no-check-certificate
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https://s3tools.org/s3cmd
https://s3tools.org/s3cmd
https://s3tools.org/s3cmd
https://s3tools.org/s3cmd
https://s3tools.org/s3cmd
https://s3tools.org/s3cmd
https://s3tools.org/s3cmd
https://s3tools.org/s3cmd
https://s3tools.org/s3cmd
https://s3tools.org/s3cmd
https://s3tools.org/s3cmd
https://s3tools.org/s3cmd
https://s3tools.org/s3cmd

e YNSRIl
* BIEEFEMES R
s3cmd MB S3. //s3cmdbucket -host=<endpoint>. <port>-no-check-certificate
* FIHFRBE 7 ER:
s3lsﬁ?$—host=<endpoint>l <port>-no-check-certificate
* FIHFME B RERS:
s3cmd la -host=<endpoint>! <port>-no-check-certificate
* FIHRE S ERPRINR
s3cmd 1s s3:. //<bucket>-host=<endpoint>. <port>-no-check-certificate
* MIBRIER:
s3RB cmd S3. //s3cmdbucket -host=<endpoint>. <port>-no-check-certificate
* MENR:
s3cmd PUT <file> s3:. //<bucket>-host=<endpoint>. <port>-no-check-certificate
* REVHR:

s3cmd get S3:. //<bucket>/<object><file>-host=<endpoint>. <port>-no-check-
certificate

* MBRITR:

s3cmd del S3. //<bucket>/<object>-host=<endpoint>. <port>-no-check-certificate

F,EE NetApp StorageGRID {E/9 /A 7Ffi#ERIVertica Eonf=R (X
e

& BRI

IR 4B7ENetApp StorageGRID E{ER A HF#E B2 Vertica EontR N HIRENIR(EL B,

VAN

Vertica@—AAITEIBEESERS. E2—THEEHETE. TAVEREHIREMLIT. AEEAEERNERLT
LIIERIRIREIGMEE, VerticaiBEURMIER 2 —i51T: EonZEnterprise, ERIUERIPH =HPEEX
AR,

Eonflt SR EHIBEEHUE S EEERR:
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* EontB X HIREFER AL EFEREMEELIE. X2 VerticafIiEI,
* B IR E B SR A T R TE M R BB Y T IS R iR,
Eont®E{ZR1

EontZRE G B R RS HRIEFEN L RFHERESE. MMEITTEMEMER LUISRIRHATTY B. EontEI\ FaVertica
. ATRESMIERE. HEdERRRMNITENEFERFRILES.

EontE N HIEFEER N AR EFHENHENREFMP. BIS3EMEIR. HEERERSHAmazon S3 L,

,-""--i-- ey o
/ ,
depot
F | "\_
i/ N\

‘|IIII"
rRFE

EontfRAASEAMFELRE. MEXNFAELUEN B R(THIE)ER— T ARFHUE, AHEFERMIEENE
PEEUE. EHEETRZEHE,

]/'

NEEFHEREBUTEM:

* SENMHEN LNEEEFERLL. SABHNREEPHLALEFERRE. HERTEFERENTISZZE
HHEE R,

* (HAIERERREHT RER ] LURBUE IR,
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* REART R LHETREBIRE.

* BT HUER UG INEMERY. RIER] LR B REE LA R A B URNER, MREEFHEETRA
o, WARMNSMFFT RRBEE T RZEIBHAEBHIE. UWEBSEMNERFRET RS eIZH T R £,

B

RHEFHEN—NRRBEE. MEZRUETHRBIEIE N AEEIRISIERE. N NRFSTRERMAR
HEMERIESE. WS EEFERERFIRERMNAT. N TRSHIELREE. EontElEEREFIT R 4R
— PN RAFEENAMIBURERE . HITEEN. TRESEANEMFHERSUTeET. NRE. NEiF
ERBMENAMBIATENER. WRVBIEAEFEET. WTHRIEMNARFERREE. HAEFEERRE—
R Els,

NetApp StorageGRID #£iY

Vertical§ $EESIBFEENREFMED. BT (FEHEH)TEENR(MEIHA/NAZPHR200%I500
MB), HAFEZITHIEEZIEN. VerticaxfERbyte-range getidFAHIT NXLEEEEN RICRIETE HIEIEEE.
BNFTEEGETAL 78 KB.

10 TBEEECERAF EWNIRAAAE. ST RMELIE4. 0008)10. 0001GET (FTEEGET)IER, EfE
FASG6060ig&IE1TILMIRE. RESMEE T RNCPUR BERE I LERIK(£9/920%%FI30%). 1B2/3RYCPUET(E]
IETEEFRFI/OTESGF6024_ LM EN/OFRRI B I LLAFE /N 0%Z10.5%)o

BT/ NEIOPSHFE RIS BIERERIFER(FIIERN/NF0.0170). NetAppE il 3 REFfEARSS fE
FASFG6024, NRIFEARNEBUEEFZEEMASGCE060. MNEF N5 Vertica®Z FEIASEHITEEFEMREE. X
REDERRIERIES.

WFEETSMAPINXT S, EFAILUEASG1008(SG1000, FEFIEINELRTFHITAP EIEERNEHEMN
BIREKD. NRRFPEEERE=ANHTES. NetAppBIN NS HREERTIEHHEE— N EANAHT
8728, B XStorageGRID FIREHE. 15E1ENetAppZE F HlPAo

H1thStorageGRID Ao B &N E5E:

* PR, BRI —MRLE R DR SGF6024 5 HthFiEie § R SRS A, MREREMEASGE060#H 1T
KEFIERIP. 15T HE B CHIMR M R (WIESHZE L R )P BURE R E AE T AW L & T
HISGF6024. LUREMAE. ER—LREBRATRESHIRERMERIE RV,

* BURERIP. ERERIBIASEITRIP. B EEIEEERLNRIE. &/ eI LUIERLBRID X ISR EE
P AT RERRF,

* BB AMEELE, VerticantEENR. ARBEFHEIINKEFHE. BRAMBEEFSH - TTEEFMEER
2. AE=EERRFTCEGETHEE.

* *HTTPSHTTPS S3immiEiE . EEENIRXERE. FITNERE M VerticatEB$Z!StorageGRID £ & F#i28i%
BERAHTTP S3iEER. MaERE T AYN5%, ILETMNIRERPHNZEERFIER,

Verticafit BRIV EIE:
* FEVFIS NI2EE B A* VerticaiBEIMIATFEFIRE (B= 1)*. NetApps@ 2B RIFEAXLECEFIZE L

fe= e,

* ZRAARIVERRE, BXEEFAREE. BER—T ZARS.
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7£StorageGRID LfFH A AREFEHEEAILEEONER

IR ETHNE T EStorageGRID LERAAREFHEENTLREEoNERNNIRFIRIEL B, BFEEANIBERFER
5 (SI)RABIRIFMEHNRIEL B KW TF VerticatEmPRMREL B, "TERNELEEontZTLEIEE"

UTigBERTIhEENR:

» StorageGRID 11.4.0.4
 Vertica 10.1.0

s FER=NEMFL(VM)FCentOS 7. XI2IER SN VerticaTs m iR EERE, IMEBENXBETIEENR. FEA
FVerticak F=E#UEESEEE

X=MNREIRE T REShell (SSH)ZR. UAIFESEHFNT R ZBIEASSHM A ERZE,

NetApp StorageGRID EERMHAES
ZE7£StorageGRID EERARAHEEMEANTLEENER. BHAAFUTIIREHER.

* StorageGRID S3im = AIPHIN s R £ REEZ (FARDN)MIHOS, MREFERANEHTTPS, &EEH
7£StorageGRID S35 _ESLHERY B E XEPIM AN (CA)ZH B ZE R SSLIEH,

* FHEDEBREM, EXANEMTEFEENT.

* AR EAIDHERIBRER. MEEIBREBIERSIHRNR,
BRI LU RS 3tk 21
TERIBIEROIH LAAIN St =AY, R H B L TRt M:

* B&R% Vertica,

* EBHERE. BERE. UTATEIREERE,
BRI LA RISk s IEMITU T E:

1. HEREIEIZIT admintools' B VerticaTs s IABIEEoniE R,

FRINF P /9 dbadmin’. 7EVerticafe B¥ R EEHAEI B3R,

2. fEANXAYRIELRTE /home/DBadmin’ BR T EIEX . XHREIURFIENERAR. f
. sg_auth.conf,

3. MR S3iH A AN RIMEHTTPIR80XHTTPSEIRA443, BT IHAS. BFEAHTTPS, FIZEUTE:
° awsenablehttps = 1. BRUFEIZE N0,
° awsauth =<S3 access key ID>. <#H|Zifn)ZEH>

° awsendpoint =< StorageGRID S3 Endpoint>: <imH>

E3FStorageGRID S3immHTTPSIEZFERA B E X CAEEZSSLIEPR. BT BT HEREHM
X4B. WXHRAMTFENVerticaT R EWE—(IE. FHXFAERAFEGIRERR. 1
SR StorageGRID S3ixASSLIFRHAEEHNCAE R, BELI LS E,
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https://www.vertica.com/docs/10.1.x/HTML/Content/Authoring/InstallationGuide/EonOnPrem/InstallingEonOnPremiseWithMinio.htm?tocpath=Installing%20Vertica%7CInstalling%20Vertica%20For%20Eon%20Mode%20on-Premises%7C<em>_</em>2
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—awscfilm =<XHEREF/ XHH>

BIgn. IESWAT RGN :

awsauth = MNVU40YFAY2xyz123:03vuO4M4KmdfwffT8ngnBmnMVTr78Gu9wANabcxyz

awsendpoint = s3.england.connectlab.io:10443
awsenablehttps =1
awscafile = /etc/custom-cert/grid.pem
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« ERFRET R ERBREERR (. /home/DBadmin/depot)
* BIEgDBadmin B FIEEXFIB N

* FiERE
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BEE—RRENNXE. HEZ8ERN VerticaR P 418,

MRARTFEFEERZ. admintools create_db' TESEXAELIE—MNERRZ,

BlIZEon AP
EREEon B EIRRE. BERITUTHE:
1. BRIEEEERE. 15E M admintools create_db' TH,
UTFIREZ AT ARG ERNSH. BXMBELESHMNESHBEMGEA. BB VerticaX1H,
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° -s <A TFILEIRER VerticaTs RAVIE S 7 FRSIZR>

° -d <E QIR EIRERFR>

° -p <BAILHEIRERENRD>, Fli. BSRUATHSRMA):
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admintools -t create db -x sg auth.conf --communal-storage
-location=s3://vertica --depot-path=/home/dbadmin/depot --shard

-count=6 -s vertica-vml,vertica-vm2,vertica-vm3

'<password>"'

RIBSIEENT R, SUESRIEEFE/LD 05T E, EREIBEIERER. RERER

AN

&0

/

Flan. IFZ LTRSS RGN create db'dn

[dbadmin@vertica-vml

-d vmart -p

IR
\ILJ;\

~]1$ cat sg_auth.conf
MNVU40YFAY2CPKVXVxxxx:03vuO4M4Kmdfwf fT8ngnBmnMVTr78GuOwAN+xxxx

awsauth =
awsendpoint = s3.england.connectlab.io:10445
awsenablehttps = 1

[dbadmin@vertica-vml ~]$ admintools -t create db -x sg auth.conf

?ﬁxﬂ#

--communal-storage-location=s3://vertica --depot-path=/home/dbadmin/depot

--shard-count=6
19:4:9:9:6:0:0:0: 4
Default depot size in use
Distributing changes to cluster.
Creating database vmart

Starting bootstrap node v_vmart node(0007

Starting nodes:
v_vmart node0007 (10.45.74

Starting Vertica on all nodes.

-s vertica-vml,vertica-vm2,vertica-vm3

-d vmart -p

(10.45.74.19)

.19)

Please wait, databases with a large

catalog may take a while to initialize.

Node Status: v_vmart node0007:
Node Status: v_vmart node0007:
Node Status: v_vmart node0007:
Node Status: v_vmart node0007:

Creating database nodes
Creating node v _vmart node0008

Creating node v _vmart node0009

(DOWN)
(DOWN)
(DOWN)
(UP)

(host 10.45.74.29)
(host 10.45.74.39)

Generating new configuration information

Stopping single node db before
Database shutdown complete
Starting all nodes

Start hosts = ['10.45.74.19",
Starting nodes:

v_vmart node0007 (10.45.74.
v_vmart node0008 (10.45.74.
v_vmart node0009 (10.45.74

Starting Vertica on all nodes.

112

'10.45.74.29",

adding additional nodes.

'10.45.74.39"']

19)
29)

.39)

Please wait, databases with a large



catalog may take a while to initialize.

Node Status: v_vmart node0007: (DOWN) v _vmart node0008: (DOWN)

v_vmart node0009: (DOWN)

Node Status: v_vmart node0007: (DOWN) v vmart node0008: (DOWN)

v_vmart node0009: (DOWN)

Node Status: v_vmart node0007: (DOWN) v vmart node0008: (DOWN)

v_vmart node0009: (DOWN)

Node Status: v_vmart node0007: (DOWN) v vmart node0008: (DOWN)

v_vmart node0009: (DOWN)

Node Status: v_vmart node0007: (UP) v _vmart node(0008: (UP)

v_vmart node0009: (UP)
Creating depot locations for 3 nodes
Communal storage detected: rebalancing shards

Waiting for rebalance shards. We will wait for at most 36000 seconds.

Installing AWS package

Success: package AWS installed
Installing ComplexTypes package

Success: package ComplexTypes installed
Installing Machinelearning package

Success: package MachineLearning installed
Installing ParquetExport package

Success: package ParquetExport installed
Installing VFunctions package

Success: package VFunctions installed
Installing approximate package

Success: package approximate installed
Installing flextable package

Success: package flextable installed
Installing kafka package

Success: package kafka installed
Installing logsearch package

Success: package logsearch installed
Installing place package

Success: package place installed
Installing txtindex package

Success: package txtindex installed
Installing voltagesecure package

Success: package voltagesecure installed
Syncing catalog on vmart with 2000 attempts.

Database creation SQL tasks completed successfully.

successfully.

Database vmart created

113



HRARNNFTI)
61

145

146

40

145

34

41

61

131

114

FED BRI RERTTEREZE

s 3

. //Vertica/051/026d63ae9d4a33237bf0e2c2
cf2a794a00a000021a07/026d63ae9d4a33237b
f0e2c2cf2a794a00a000021a07 0 0 0.dfs

s 3

. //Vertica/2c4/026d63ae9d4a33237bf0e2c2
cf2a794a00a000021a3d/026d63ae9d4a33237b
f0e2c2cf2a794a00a000021a3d 0dfdfd0.dfdf

s 3

. //Vertica/33c/026d63ae9d4a33237bf0e2c?2
cf2a794a00a000021a1d/026d63ae9d4a33237b
f0e2c2cf2a794a00a000021ald 0 dfdfd.df

s 3

. //Vertica/382/026d63ae9d4a33237bf0e2c2
cf2a794a00a0000000021a31/026d63ae9d4a33
237bf0e2c2cf2a794a00a000021a31 0 0.dfs

s 3

: //Vertica/42f/026d63ae9d4a33237bf0e2c2
cf2a794a00a000021a21/026d63ae9d4a33237b
f0e2c2cf2a794a00a000021a21a21a21 0 0.df
s

s 3

. //Vertica/472/026d63ae9d4a33237bf0e2c?2
cf2a794a00a0000000021a25/026d63ae9d4a33
237bf0e2c2cf2a794a00a000021a25 0 0.dfs

s 3

i //Vertica/476/026d63ae9d4a33237bf0e2c2
cf2a794a00a0000000021a2d/026d63ae9d4a33
237bf0e2c2cf2a794a00a000021a2d 0 0.dfs

s 3

. //Vertica/52a/026d63ae9d4a33237bf0e2c2
cf2a794a00a000021a5d/026d63ae9d4a33237b
f0e2c2cf2a794a00a000021a5d 0 dfdfd.df

s 3

. //Vertica/5d2/026d63ae9d4a33237bf0e2c2
cf2a794a00a000021a19/026d63ae9d4a33237b
f0e2c2cf2a794a00a000021al19 0 0.dfs
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91

118

115

33

133

38

38

21521920

FED BRI RERTTEREZE

s 3

. //Vertica/5F7/026d63ae9d4a33237bf0e2c2
cf2a794a00a000021al11/026d63ae9d4a33237b
f0e2c2cf2a794a00a000021al1l 0 0.dfs

s 3

. //Vertica/82d/026d63ae9d4a33237bf0e2c2
cf2a794a00a000021al15/026d63ae9d4a33237b
f0e2c2cf2a794a00a000021al5 0 0.dfs

s 3

. //Vertica/9%9a2/026d63ae9d4a33237bf0e2c?2
cf2a794a00a000021a61/026d63ae9d4a33237b
f0e2c2cf2a794a00a000021a61 0 0.dfs

s 3

. //Vertica/ACD/026d63ae9d4a33237bf0e2c?2
cf2a794a00a0000000021a29-
026d63ae9d4a33237bf0e2c2cf2a794a00a0000
21a29 0 0.dfs

s 3

. //Vertica/b98/026d63ae9d4a33237bf0e2c2
cf2a794a00a000021a4d/026d63ae9d4a33237b
f0e2c2cf2a794a00a000021a4d 0 dfdfd.df

s 3

. //Vertica/db3/026d63ae9d4a33237bf0e2c?2
cf2a794a00a000021a49-
026d63ae9d4a33237bf0e2c2cf2a794a00a0000
21249 0_0.dfs

s 3

. //Vertica/EBA/026d63ae9d4a33237bf0e2c2
cf2a794a00a000021a599/026d63ae9d4a33237
bfle2c2cf2a794a00a000021a59 0 0.dfs

s 3

. //Vertica/metadata/VMart/Libraries/026
d63ae9d4a33237bf0e2c2cf2a794a00a0000000
02152/026d63ae9d4a33237bf0e2c2cf2a794a0
0a00002152.tar
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6865408

204217344

16109056

12853248

8937984

56260608

53947904

116

FED BRI RERTTEREZE

s 3

. //Vertica/metadata/VMart/Libraries/026
d63ae9d4a33237bf0e2c2cf2a794a00a0000000
021602/026d63ae9d4a33237bf0e2c2cf2a79%4a
00a00002162.tar

s 3

. //Vertica/metadata/VMart/Libraries/026
d63ae9d4a33237bf0e2¢c2cf2a794a00a0000000
021610/026d63ae9d4a33237bf0e2c2cf2a79%4a
00a000021610.tar

s 3

. //Vertica/metadata/VMart/Libraries/026
d63ae9d4a33237bf0e2c2cf2a794a00a0000217
e0/026d63ae9d4a33237bf0e2c2cf2a794a00a0
000217e0.tar

s 3

. //Vertica/metadata/VMart/Libraries/026
d63ae9d4a33237bf0e2c2cf2a794a00a0000000
021800/026d63ae9d4a33237bf0e2c2cf2a79%4a
00a00002180.tar

s 3

. //Vertica/metadata/VMart/Libraries/026
d63ae9d4a33237bf0e2c2cf2a794a00a0000000
02187a/026d63ae9d4a33237bf0e2c2cf2a79%4a
00a00002187a.tar

s 3

. //Vertica/metadata/VMart/Libraries/026
d63ae9d4a33237bf0e2c2cf2a794a00a0000000
0218b2/026d63ae9d4a33237bf0e2c2cf2a79%4a
00a0000218b2.tar

s 3

. //Vertica/metadata/VMart/Libraries/026
d63ae9d4a33237bf0e2c2cf2a794a00a0000000
0219ba/026d63ae9d4a33237bf0e2c2cf2a79%4a
00a0000219%ba.tar



HRKAFTI)
44932608

256306688

8062464

20024832

10444

823266

254

2958

FED BRI RERTTEREZE

s 3

. //Vertica/metadata/VMart/Libraries/026
d63ae9d4a33237bf0e2c2cf2a794a00a0000000
0219de/026d63ae9d4a33237bf0e2c2cf2a79%4a
00a0000219de.tar

s 3

. //Vertica/metadata/VMart/Libraries/026
d63ae9d4a33237bf0e2¢c2cf2a794a00a0000000
02labe/026d63ae9d4a33237bf0e2c2cf2a79%4a
00a000021a6e.tar

s 3

. //Vertica/metadata/VMart/Libraries/026
d63ae9d4a33237bf0e2c2cf2a794a00a0000000
021e34-
026d63ae9d4a33237bf0e2c2cf2a794a00a0000
2le34 .tar

s 3

. //Vertica/metadata/VMart/Libraries/026
d63ae9d4a33237bf0e2c2cf2a794a00a0000000
021e70/026d63ae9d4a33237bf0e2c2cf2a79%4a
00a000021e70.tar

s 3
. //Vertica/metadata/VMart/cluster confi
g.Jjson

s 3

. //Vertica/metadata/VMart/nodes/v_vmart
node0016/Catalog/859703b06a3456d95d0be?2
8575a673/checkpoints/cl3 chkpt 1l.cat.gz

s 3

: //Vertica/metadata/VMart/nodes/v_vmart
node0016/Catalog/859703b06a3456d95d0be?2
8575a673/checkpoints/cl13/B5EHK

s 3

. //Vertica/metadata/VMart/nodes/v_vmart
node0016/Catalog/859703b06a3456d95d0be?2
8575a673/checkpoints/c2 chkpt l.cat.gz
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231

822521

231

746513

2596

821065

6440

8518
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s 3

: //Vertica/metadata/VMart/nodes/v_vmart
node0016/Catalog/859703b06a3456d95d0be?2
8575a673/checkpoints/c2 completed

s 3

. //Vertica/metadata/VMart/nodes/v_vmart
node0016/Catalog/859703b06a3456d95d0be?2
8575a673/checkpoints/c4 chkpt l.cat.gz

s 3

. //Vertica/metadata/VMart/nodes/v_vmart
node0016/Catalog/859703b06a3456d95d0be?2
8575a673/checkpoints/c4 4/completed

s 3

: //Vertica/metadata/VMart/nodes/v_vmart
node0016/Catalog/859703b06a3456d95d0be?2
8575a673/Txnlogs/txn 14 gld.cat

s 3

. //Vertica/metadata/VMart/nodes/v_vmart
node0016/Catalog/859703b06a3456d95d0be?2
8575a673/Txnlogs/txn 3 g3.cat.gz

s 3

. //Vertica/metadata/VMart/nodes/v_vmart
node0016/Catalog/859703b06a3456d95d0be?2
8575a673/Txnlogs/txn 4 gd.cat.gz

s 3

. //Vertica/metadata/VMart/nodes/v_vmart
node0016/Catalog/859703b06a3456d95d0be?2
8575a673/Txnlogs/txn 5 g5.cat

s 3

. //Vertica/metadata/VMart/nodes/v_vmart
node0016/Catalog/859703b06a3456d95d0be?2
8575a673/Txnlogs/txn 8 g8.cat

s 3

! //Vertica/metadata/VMart/nodes/v_vmart
node0016/Catalog/859703b06a3456d95d0be?2
8575a673/tiered catalog.cat
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822922

232

822930

755033

822922

232

822930

755033

FED BRI RERTTEREZE

s 3

: //Vertica/metadata/VMart/nodes/v_vmart
node0017/Catalog/859703b06a3456d95d0be?2
8575a673/checkpoint/Cl4 7/chkpt l.cat.g
z

s 3

. //Vertica/metadata/VMart/nodes/v_vmart
node0017/Catalog/859703b06a3456d95d0be?2
8575a673/checkpoint/Cl4 7/completed

s 3

! //Vertica/metadata/VMart/nodes/v_vmart
node0017/Catalog/859703b06a3456d95d0be?2
8575a673/Txnlogs/txn 14 g7.cat.gz

s 3

. //Vertica/metadata/VMart/nodes/v_vmart
node0017/Catalog/859703b06a3456d95d0be?2
8575a673/Txnlogs/txn 15 g8.cat

s 3

. //Vertica/metadata/VMart/nodes/v_vmart
node0017/Catalog/859703b06a3456d95d0be?2
8575a673/tiered catalog.cat

s 3

: //Vertica/metadata/VMart/nodes/v_vmart
node0018/Catalog/859703b06a3456d95d0be?2
8575a673/checkpoint/Cl4 7/chkpt 1l.cat.g
V4

s 3

. //Vertica/metadata/VMart/nodes/v_vmart
node0018/Catalog/859703b06a3456d95d0be?2
8575a673/checkpoint/Cl4 7/completed

s 3

! //Vertica/metadata/VMart/nodes/v_vmart
node0018/Catalog/859703b06a3456d95d0be?2
8575a673/Txnlogs/txn 14 g7.cat.gz

s 3

. //Vertica/metadata/VMart/nodes/v_vmart
node0018/Catalog/859703b06a3456d95d0be?2
8575a673/Txnlogs/txn 15 g8.cat
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HRARNNFTI) FED BRI RERTTEREZE

0 s 3
: //Vertica/metadata/VMart/nodes/v_vmart
node0018/Catalog/859703b06a3456d95d0be?2
8575a673/tiered catalog.cat

BRI
LIRES B BT SR TFHEHMNEBXREEN VerticatE®a. Ni&F FStorageGRID,

1. BIEHBIEER. B35 AWSStreamingConnectionPercentage BRBES3E BN 0 KE A 228, WTEH
AHEMENEoNEXNELE. FREIIGE, EEESHATIESIVerticaB T RIVIRENI X RIF#EERE
. EEIFER. SERBTEEXNREMEPIRIEIESBMETRNXGaR. ERfERELEXHTIR
A RATFHEHMN REFERE. BTATXNREMEIERRE. EiLEH HEER hE,

2. EF vsql BRI EFBEE, LEBZEEE QIEEonASHIEE"PIRENIIBEEDS, 5. BESWUTR
Bl

[dbadmin@vertica-vml ~]$ wvsqgl
Password:
Welcome to vsqgl, the Vertica Analytic Database interactive terminal.
Type: \h or \? for help with vsgl commands
\g or terminate with semicolon to execute query
\g to quit
dbadmin=> ALTER DATABASE DEFAULT SET PARAMETER
AWSStreamingConnectionPercentage = 0; ALTER DATABASE
dbadmin=> \qg

KIbRI T IgE
BRIRERIEB A Vertica3UBERIAZEEIRE (B= 1), NetApps@Z I RIFBRAXLCEFILE MRS 4R,
vsgql -c¢ 'show current all;' | grep -i UseDepot

DATABASE | UseDepotForReads | 1
DATABASE | UseDepotForWrites | 1

INERBIEIRE(RTiE)

WNR I EIRE B F A HIG# MR, ErT LU A SUEINE RN HBEE LU T, VerticaBaMt 7 R BI%HE
£VMart. fiIF&MVertica/node/opt/Vertica/Examples/VMart_Schema/"" Fo BxUILRAIEIEENIFAEE. 15
20 "I,

BB T E BB RGIEE:

1. LUDBadmin& {4 & REVerticaTimZ—: cd /opt/vertica/lexamples/VMart_Schemas/
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https://www.vertica.com/docs/10.1.x/HTML/Content/Authoring/GettingStartedGuide/IntroducingVMart/IntroducingVMart.htm?zoom_highlight=VMart
https://www.vertica.com/docs/10.1.x/HTML/Content/Authoring/GettingStartedGuide/IntroducingVMart/IntroducingVMart.htm?zoom_highlight=VMart

2. BrpIEBIEMHEEEER. HEFS Bclddh H IR N SR .

a. cd /opt/vertica/examples/VMart Schema
b. o /vmartiR
C. vsql< vmartENXZEH.sql

d. vsql < vmart load data.sqgl

3. BZMENXMSQLEN., ErlisiTER—EER, UK EEERIImME R EEEED, Fla0
. vsgl < vmart queriesl.sqgl

MR EHEME R

ETHBEXREXEPFAREENESER, BEFLUTXEM / Mih:

* "NetApp StorageGRID 11.77= fa 314"
* "StorageGRID #iEX"
* "Vertica 10.17= maX 14"

IR SEIER

version Date XSRS £ iE R
k7~ 1.0 2021498 kRS
E& . LN

EAELK1%i#{TStorageGRID BE 21
BF& . MBLER

@13 StorageGRIDA A HEHK A hEE. En] LIECE NS A 4t HERSS 28R UINEF 72 #rStorageGRID B EH

B ELK (Elasticsearch. Logstash. Kibana)BEARZIHDHNBHERBRERZ— WEUEERFIR

FELKAL#Mi#1TStorageGRID HEDHT" RBINELE . UK MNAEER EARIRFIKMAISIIE R F 3 H#H 1T PEHE

l‘%o StorageGRID 28 < #5415 ﬁE‘Z:F@I%glﬁﬁﬁlﬁlﬂE ESHIIMBRFEHERS 8. MELLASR "YouTubetl]
. TRBEXILHINENEZER, XM T LogstashfiE. Klbanagl’fﬂ B RFE BARBIRGISXH. AIHE

ﬁjJ‘”’H&JE?Fﬁ‘*StorageGRID HEBEEN D,

2K

* StorageGRID 11.6.0.28 E S ks
* ELK (Elasticsearch. LogstashfKibana)BZEHTIT7. 1xHEShRA

IS

* "FELogstash 7. xRS EL" +* MD5 checksum* 148¢23d0021d9a4bb4a6c0287464deab +* SHA256
checksum* f5ec9e2e3f842d5a7861566b167a561b4373038b4e7bb3b3d522adf2d6
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* "F#Logstash 8.xi {7324 E" +* MD5 checksum* e11ba3a662f87c3ef363d0fe06835 +* SHA256
checksum* 5¢c670755742cfdf5aa723a596b087e0153a65bcaef3934afdb682f61cd278d

* "R &5&EF FStorageGRID 11.9fLogstash 8. xR {fIX & "+* md5#ieF0*
41272857c4a54600f95995f6ed74800d +* SHA2561R%4F1* 7704886610527
19990851e1ad960d4902fe537a6e135e8600177188da677¢c9

Rig

1% E K StorageGRID FMELKBIARIBFNIZIE,
B

T GroktETUE X IR AR FEURME T WA REIkEs. +FIU0. LogstashBLE X f+HBISYSLOGBASERR T
RIERERILogstashhR A E X A RIBYFEL & #Ro

match => {"message" => '<%{POSINT:syslog pri}>%{SYSLOGBASE}
% {GREEDYDATA:msg-details}'}

* Logstash 7.177=f*

Field Value

¢ _id FC1MaYEBRHBUBTKNI1sSE

t _index sgrid2-2622.86.15

# _score -

t _type _doc

e timestamp Junm 15, 2822 @ 17.36:46.838
t host gridz-site?-s1

t |[logsource SITEZ2-5S1

t msg-details Reloading syslog service
t pid £28

t [program update-sysl

t ;yslﬂg_pri 37

t ftimestamp | Jun 15 27:36:46
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* Logstash 8.237Rf3l*

Table JSON

Q) Search field names

Actions  Field Value
noo B _id yUhOiIEBVP6KX4EWqCYU
ooo _index[:? sglog-2822.86.21
ooo # _score
ooo i @timestamp Jun 21, 2822 @ 18:87:45.444
ooo t event.original =28>Jun 271 22:87:45 SITE2-53 ADE: syslog messages being dropped
aao t host.hostname SITE2-53
ooo t msg-details syslog messages being dropped
ooo { | process.name ADE
ooo t|syslog_pri 28
ooo t | timestamp Jun 271 22:87:45
BB

1. IR LRENELKIRASRESEIR BRG], RFISXGFEEM N LogstashFEERI: * sglog-2-file.conf
. HEEE X2 StorageGRID HiEE Bt ELogstash LI, MASFHITEIER L, &ErTL
fEFA A< KMl LogstashE /£ Ui StorageGRID ;EE. (& #EB) T fi#StorageGRID AEER . +
sglog-2-es.conf: *ILEACE X4 EAZ MR FiEes4% i StorageGRID BHEEE. EAREIERfIdropiE
A, XEEAREEXHMEREFT HE. MHI§ & XEElasticsearchLURHIZRS |, +IRIEXXH PRI
BEMIEENREX M.

2. i BE X BIECE X

/usr/share/logstash/bin/logstash --config.test and exit -f <config-
file-path/file>

NSREINEE—ITSUTTEM. NitEEXHSEEEEIR:

[LogStash: :Runner] runner - Using config.test and exit mode. Config
Validation Result: OK. Exiting Logstash

3. BBE XM confXXHEFIZILogstashBRS2EMIACE : /etc/logstash/conf.d+I1R H
f£/etcllogstash/logstash.ymIf1/= Fconfig.reload.automatic. iEE B 5LogstashfRSS. BN, BEHF
FoEEFINEIERRE,
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10.

grep reload /etc/logstash/logstash.yml
# Periodically check if the configuration has changed and reload the
pipeline
config.reload.automatic: true
config.reload.interval: 5s

K& var/log/logstash/logstash-plain.logF i A TE E A FT AL E XA B hLogstashBT & B iR
HIATCPIR OB RohH EE M, +7EURFIH. EEATCPIEO5000o

netstat -ntpa | grep 5000
tcpb 0 0 :::5000 338%
LISTEN 25744 /java

7£StorageGRID EIEREF AR A EP. BEIMNFRFAHERS UM Logstash RIXHEEE. BXi¥
EE. BB "ERAM" .

EEEE LogstashfRSZ 28 LACE AR AIE. LA FStorageGRID 1 &R EIE X TCPIH .

#£Kibana GUIFR. %E#EManagement — Dev Tools, EEHIGTE L. iE1Tlbgetdn < UBIAE
EElasticsearch_EBIEEFHZES I,

GET / cat/indices/*?v=true&s=index

fEKibana GUIF, BIEZRS|#E(ELK 7.x) T EIEE(ELK 8.x)o

7ZKibana GUIRYTRERIEIAYIE Z=AEF46 N "saved objects"s +EDRFEXMNRTIE L. EERSN. TEENE
R, SR ERAPRIRIE"
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Import saved objects

Select a file to import

&y
Import
Import options
o Check for existing objects ®

Automatically overwrite conflicts

%Requesr_ action on conflict
—

Create new objects with random IDs @

SF ELK <version>-query-chart -sample.ndjson, +3HR&FIEREMRPRE, BERFEEEILHEIE
HZRE B EIERE.,
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Import saved objects

€ Data Views Conflicts

The following saved objects use data views that do not
exisl. Please select the dala views you'd like re-associated
with them. You can create a new data view if necessary.

D Count Sample of aff... New data view

594f91a0-
d1892-11ec-
b30i- 2 sglog
09f67aedd
ds

B0cf3620-
e5fa-11ec-
afvy1- 1 sglog W
Bi6e9B0dBe -
b0

SANTUTEEANR: * Query** audy-msg-s3rg-orin * bycast log S31Hx;HE* loglevel WARNINGEL LA
F+RMBIR 2 HE M+ NGINS-GWir Sif17] H & (X 7Eelk8-sSample—for-sg119.zipH$Z i) Chart** S3i&EXK
TH# (B Fbycast.log * HTTPRES IR IZ LR 73 K)+ S34E BIR+ERIZIFRIFEIm BT E]),

WME. EelLfEAKibanait{TStorageGRID BEZ 77

*"REEE101"

* "t ARELKHEE"

* "GrokiEFIR"

* "Logstash N\ J#§F3: Grok"

* "Logstash3:FHiER: RFAREREZIHR"
* "Kibanatgm—Xl 5 315"

* "StorageGRID HiZHEHEEE"
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{EFAPrometheusf1GrafanaiEiEfr{R ZHAR
{E&: Aron Klein

EIREAIRGIRM T ELENetApp StorageGRID5S5MEF Prometheus #1 Grafana ARZ5EVIF 435t ER,

Vadax
AN

StorageGRID {EPrometheusTZ 1545, FHilid W ERIGrafanafls BRI XLEFEIRHITAI . BERERF
ImiFIEEPH AIEER P s/ APrometheusifinl. AJ LA MStorageGRID &2 ifia]Prometheusgtr, Bai. It
IR REZEET REEBSENRE. AT REEKIIFEETEHEER IR X LSRR B E X ALK
R. BITEIE —1#BIPrometheusFGrafanafR5528. ACE A 1BVFTARSS 28 LAM Storage GRIDSE 51| R BRIX LE
$etn. HEAMNEINEBIIETEE—MSER. EALEREA XERUERPrometheusiStREIFE 2
"StorageGRID X#14",

EX&Prometheus

SKEEPFMES

EA ARG, FIGER StorageGRID 1.6 T3 BYFRA EHMLLA Az Debian 11iR$S28, StorageGRID EIEREACE
T—PMNAHREEMCAIEH, ATRANEFRENTBStorageGRID &4 Debian LinuxZEMN L EMAE IR, &8
LUfEFAPrometheusfGrafanasz #F8EAILinuxiE . Prometheus#1GrafanaZf el LAZ 2 HDockerdss. MIRIL
BRI TRIFN B FI Y. ELREIR. FREEIZER—Debianfk55 28 L L E&EPrometheusfGrafana—i#

B, MTFEHIRBEARZE R BAHITIRIE https://prometheus.io # https://grafana.com/grafanal o

ZPrometheus® i1/ 0] ig & StorageGRID

Eifjin]StorageGRID Stored Prometheusistn. EHMERT LEEETEZENERIRIER. FARFPIEEHE
PR, StorageGRID EEZEOMNMEARSSLIEH, ILEPHMEHPrometheusfRSZ2R15E. HEBASCASE.
MRZEERIUER. MIIEBANFRNZET. ETHREZEE. 1518 "StorageGRID 14"

1. 7£StorageGRID BIERET. EFA T AR "configuration". JAG7EE ZFIAY"Security" T & H Certificates,
2. IENERTIE L. EREPIRER R, ARRERIN" R,

3. i%f#%ﬁ%iﬁlﬂﬂﬁﬁﬁ’ﬂg)ﬂﬁ%ﬁ@%%#@ﬁ%ﬁtﬁ:ﬁo BE" AR RIEN IR TRME. ARRE"HEE
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https://prometheus.io
https://grafana.com/grafana/
https://docs.netapp.com/us-en/storagegrid-116/admin/configuring-administrator-client-certificates.html
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Add a client certificate

- '__-“. - a 1
o Enterdetails ——— (2) Enterdetails

Certificate details
Certificate name @

prometheus

Permissions

Allow prometheus @

4. MREWECARRRIES. WAILLERE" EEIER"RERE. EERNNERT. RITHETEE"EIE
B BRIEIEHE StorageGRID £REFIHIER, WWIPREREREMAFE. BATFiRRS R0
FQDN. Ax532389IP. EEMBYMKRE. ARBEE"EM &,
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Add a client certificate

Certificate type

Upload certificate @ Generate certificate

Domain name @

prometheus.grid.local
Add another domain

P

192.168.0.10
Add another IP address

Subject ©

,l'CN=F'mme!heu5i

Days valid @

730

Generate i

Previous

Be mindful of the certificate days valid entry as you will need
@ to renew this certificate in both StorageGRID and the Prometheus

server before it expires to maintain uninterrupted collection.

1. FHIEBNEXHEAERNEX S,
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Generate

Certificate details i
Download certificate | Copy certificate PEM

Subject DN: JCH=Prometheus

Serial Number: T2DEEDT:04:CC4F 29 66:08:-CA:53:24: T9: 1B:09:45: 3B C:56

Issiner [¥N: {CH=Prometheus

Issued On: 2002-08-23T17:54:33. 0002

Enpires On: 2024-08-21T17:54:33.0002

SHA-1 Fingerprint: FAT:6E:FDET:DE:52:ETREESDA-AADF BD:45:94.04:53:47:1E
SHA-256 Fingerprint:  T4:23:C2:02:3A D908 COEE:CL-FASS A TCAE 1 8AR:BO: T D2 L3 LF 3 ERAF BFAF 9ECT.00.CHFAET

Alternative Names: DNS:prometheus.grid.local
IP Address:192. 168,010

Certificate private key @

A Youwill nat be able to view the certificate private key after you close this dialog. To save the keys for future reference, copy and paste
the values to another location.

Download private key | Copy private key

=———BEGIN RSA PRIVATE KEY
MITEpATBAAKCAQEAIbTCYIEpMWPKS ritVpMkmIDKLT jaTHIertq23VeAMLwxz Lall

(:) This is the only time you can download the private key, so make
sure you do not skip this step.

AEFELinuxfRSS 28 IR ZEPrometheus

& &PrometheusZfll. FFELBAFRIFRIITES . 1LPrometheus AP, BREMMITES. HNIErEE

UERESE.

1. gEPrometheus A,

sudo useradd -M -r -s /bin/false Prometheus

2. JyPrometheus. EFIHIEPFIEREIELIEZE R,

sudo mkdir /etc/Prometheus /etc/Prometheus/cert /var/lib/Prometheus

3. REAextdXHFRANMRI T ATFRIMRBIIHEE,

mkfs -t ext4d /dev/sdb
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4. RfE. HRXHERGEHEIPrometheustsin B Ro

sudo mount -t auto /dev/sdb /var/lib/prometheus/

O. FREVA FHatr#dERIEAEAIUUID,

sudo 1ls -al /dev/disk/by-uuid/
lrwxrwxrwx 1 root root 9 Aug 18 17:02 9af2cba3-bfc2-4ecl-85d9-
ebab850bb4al -> ../../sdb

6. 1E/etc/fstab/FRMN—1%H. EHEHEEFBIETNEERA/devisdbRuuid,

/etc/fstab
UUID=9af2c5a3-bfc2-4ecl-85d9-ebab850bbdal /var/lib/prometheus ext4d
defaults 0 0

LEMEEPrometheus

Mz, BRSF[|EEFTME. KT LIFFELEPrometheusHECE HEARSS -

1. {REXPrometheusTiE

tar xzf prometheus-2.38.0.linux-amd64.tar.gz

2. B #EIX S HIE /usr/local/bin. FREFRENE LA LRI B)iEBPrometheus AP

sudo cp prometheus-2.38.0.linux-amd64/{prometheus, promtool }
/usr/local/bin
sudo chown prometheus:prometheus /usr/local/bin/{prometheus, promtool}

3. BizH| e EE FIE/etc/Prometheus

sudo cp -r prometheus—Z.38.0.linux—amd64/{consoles,consoleilibraries}
/etc/prometheus/

4. RS Ei MStorageGRID TE MR FImiE BT AZE A EXHE HIZ/etc/Prometheus/Certs
5. gliEPrometheusfit B YAMLX {5

sudo nano /etc/prometheus/prometheus.yml
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6. FMALUTERE, ELBRAIUREFRARNEREN, & targets"BUANEET SAIFQDN. MREKTIES
B E ARAXHE. EEHts_confighfn UEHLE, ARREXH. MNRENMEEEREEETER
BEZIER. B THILEBHRESEEH—2MNEFLRIEP—ERE. AG1TEts_confighl R
fllica_file: /etc/Prometheus/Cert/Ulcert.pem

a. fEibRFIch. FiSUkEE Llalertmanager. Cassandra. nodeflStorageGRID FFkMIFRE1EHR. &R]LATE
FREHB XPrometheustBfREVIF{E 8 "StorageGRID X",

# my global config
global:
scrape interval: 60s # Set the scrape interval to every 15 seconds.

Default is every 1 minute.

scrape configs:
- job name: 'StorageGRID'
honor labels: true
scheme: https
metrics path: /federate
scrape interval: 60s
scrape timeout: 30s
tls config:
cert file: /etc/prometheus/cert/certificate.pem
key file: /etc/prometheus/cert/private key.pem
params:
match([]:
'{ name =~"alertmanager .*|cassandra .*|node .*|storagegrid .*"}'
static configs:
- targets: ['sgdemo-rtp.netapp.com:9091"]

NRMREERERECEANIEERIER. B FHEIEPHEES AR —RMIE P KIER—#E
ME&. 7Etls_configif . FEHRMEIZ A REBNETRAERT LS

®

ca file: /etc/prometheus/cert/UIcert.pem

1. ¥%/etc/PrometheusF/var/lib/Prometheus R FrE X 4F1 B RBIFAENE X fIPrometheus i

sudo chown -R prometheus:prometheus /etc/prometheus/

sudo chown -R prometheus:prometheus /var/lib/prometheus/

2. 1E/etc/systemd/system 8l —PrometheusfR 353 {4
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sudo nano /etc/systemd/system/prometheus.service

3. HENLUTTT. B EE#-storage.tsdb.retention.time=1y#. ESIFIEFEIENREBHRIEEN1FE, HE. &
7] LA {52 F3#-storage.tsdb.retention.size=300GiB#IR {EZ &R I E R B HAR, XX B ISR EIME—(IL
=1

[Unit]

Description=Prometheus Time Series Collection and Processing Server
Wants=network-online.target

After=network-online.target

[Service]

User=prometheus

Group=prometheus

Type=simple

ExecStart=/usr/local/bin/prometheus \
-—config.file /etc/prometheus/prometheus.yml \
--storage.tsdb.path /var/lib/prometheus/ \
--storage.tsdb.retention.time=1y \
--web.console.templates=/etc/prometheus/consoles \

--web.console.libraries=/etc/prometheus/console libraries

[Install]
WantedBy=multi-user.target

4. | systemdBRSS LU FTBIPrometheusfRSS. AR B ahFH B FPrometheusiRs5.

sudo systemctl daemon-reload
sudo systemctl start prometheus

sudo systemctl enable prometheus

sudo systemctl status prometheus

133



® prometheus.service - Prometheus Time Series Collection and Processing
Server
Loaded: loaded (/etc/systemd/system/prometheus.service; enabled;
vendor preset: enabled)
Active: active (running) since Mon 2022-08-22 15:14:24 EDT; 2s ago
Main PID: 6498 (prometheus)
Tasks: 13 (limit: 28818)
Memory: 107.7M
CPU: 1.143s
CGroup: /system.slice/prometheus.service
L—ca98 /usr/local/bin/prometheus --config.file
/etc/prometheus/prometheus.yml --storage.tsdb.path /var/lib/prometheus/
--web.console.templates=/etc/prometheus/consoles --web.con>

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T719:14:24.510Z caller=head.go:544 level=info component=tsdb
msg="Replaying WAL, this may take a while"

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.816Z caller=head.go:615 level=info component=tsdb msg="WAL
segment loaded" segment=0 maxSegment=1

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.816Z caller=head.go:615 level=info component=tsdb msg="WAL
segment loaded" segment=1 maxSegment=1

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.816Z caller=head.go:621 level=info component=tsdb msg="WAL
replay completed" checkpoint replay duration=55.57us wal rep>

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.8317Z caller=main.go:997 level=info fs type=EXT4 SUPER MAGIC
Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.83172 caller=main.go:1000 level=info msg="TSDB started"

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T719:14:24.831Z caller=main.go:1181 level=info msg="Loading
configuration file" filename=/etc/prometheus/prometheus.yml

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T719:14:24.832Z caller=main.go:1218 level=info msg="Completed loading
of configuration file" filename=/etc/prometheus/prometheus.y>

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.8327Z caller=main.go:961 level=info msg="Server is ready to
receive web requests."

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.8327Z caller=manager.go:941 level=info component="rule

manager" msg="Starting rule manager..."

6. MTE. EBRIZAETE N % EPrometheusfRS328HIUI hitp:/Prometheus-server:9090 H&EZFUI
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http://Prometheus-server:9090

9 Prometheus Alerts Graph Status~ Help

B Use local time @& Enable query history ® Enable autocomplete

@& | Execute

Remove Pane

Add Panel

7. 1£"Status" Targets F. &ATLAE B FK A 17EPrometheus.ymIEZ & HStorageGRID & s FIRZS

9 Prometheus Alerts Graph Status~ Help

Runtime & Build Information
Targets
TSDB Status
Command-Line Flags
Al Unhealthy Collapse Al v
Configuration
Rules
Targets

X Service Discovery
Endpoint

9 Prometheus Alerts Graph Status- Help

Targets

All  Unhealthy Collapse All

show less

Last Scrape
Endpoint State Labels Scrape Duration  Error

up instance="sgdemo-rtp.netapp.com:9081" 43.396sa 280.876ms
match[]="{__name__=~"alertmanager_*|cassandra_*|node_*|storagegrid_="}" job="StorageGRID" e[}

8. EEFIE L. EaIITNREEHRIESIERTERINRRT . Hlt0. EZEEHE
N"storagegRid_node_cpu_utilization_percentage ". fAGEHHITIR,




9 Prometheus

B Use local time &
Q  storagegrid_node_cpu_utilization_percentage Execute
Table

< >
storagegrid_node_cpu_utilization_percentage{instance="TD-SG-Adm01", job="node", node_id="fc1f00fc-d148-42b6-b9c4-72b34c2cd0c3", - 3.406250000000!
cc25-4255-8987-771e7246ad35", site_name="Tera01"}

storagegrid_node_cpu_utilization_percentage{instance="TD-SG-GW01", job="node", 3.264583333336901
cc25-4255-8987-771e724B8ad35", site_name="Tera01"}

storagegrid_node_cpu_utilization_percentage{instance="TD-SG-SN01", job="node", node_id="17bal4f4-53fc-44fd-alcc-96d2525
cc25-4255-89¢ 71e7246ad35", site_name="Tera01"}

storagegrid_node_cpu_utilization_percentage{instance="TD-SG- " job="node", node_id="b4343{55-16fd-4471-993c-1cd749867718", site_id="a3d223fd- 14.618749999999494
cc25-4255-8987-771e7246ad35", site_name="Tera01"}

storagegrid_node_cpu_utilization_percentage{instance="TD-5G-SN03", job="node", _ 77313bb8-0300-45af-b748-98cd128dd39d", site_id="a3d223fd- 10.620833333423812
cc25-4255-8987 p7246ad35", site_name="Tera01"}

Add Panel

ZHEMEIE Grafana

EPrometheusZEFEHIEE TEZE. FTI UL EGrafanaHFEL B S EMR

GrafanaZit
=

1. ZEFFHHIE I RRGrafana

sudo apt-get install -y apt-transport-https

sudo apt-get install -y software-properties-common wget
sudo wget -g -0 /usr/share/keyrings/grafana.key
https://packages.grafana.com/gpg.key

2. NRERRZAAINMAFAERE |

echo "deb [signed-by=/usr/share/keyrings/grafana.key]
https://packages.grafana.com/enterprise/deb stable main" | sudo tee -a

/etc/apt/sources.list.d/grafana.list

3. AINEfERES.

sudo apt-get update

sudo apt-get install grafana-enterprise

4. BN systemdBRSS LUEMEFT B grafanalRs3. AR EIH BB Grafanafis.

136



sudo systemctl daemon-reload
sudo systemctl start grafana-server

sudo systemctl enable grafana-server.service

5. M1E. GrafanaBLEHIEHEITIT. FTFNAESIAIEHTTP: /Prometheus-server: 30008, &i§&
Fl|GrafanaB& Rl H,

6. BIABEREIE Fadmin/admin, ERARIEIRTI&E I ZD,

7JStorageGRID t#EGrafanafs E1k

fEGrafanaflPrometheusZEHIZITHIER T MEEMRET QIR BB RNERE BIRREREXRE T
1. TEMERR. B RE " HAF SRR ARRE RINEER" %

2. Prometheus¥ 2RI INAIIRRZ —. WRAE. BFERERERZHE"Prometheus”

3. @3 i APrometheus 2 FIBIURL LA X 5 Prometheus Bl FRILACHYIE bR B FR K BC B PrometheusiB. FRIAZHET
4R R4y . ENFEKTEPrometheus AR B ZIREIESE,
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tit Settings

Prometheus Dafisult

HTTP

URL htip:/flocalhost:9090
Access Server (default)
Allowed cookles

Timeout

Auth

Basic auth With Credentiats
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*linewidth": 1,
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“pointradius™: °f
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UTRBIAREEN, (MESE, {15 StorageGRIDZ#HE T S3 XA K#ITIZEFE N, WHEHE AWS
Route53 BIE, IBRHIHS f5demo.net,

HANF B FH R engineering.fsdemo.net S EC4A BIG-IP DNS i&%&, MUSEMSIKAEEE, Ak, MR

engineering.fsdemo.net BIE—MTAI NS (BFFARSS28) HIRIER, HREHIEM BIG-IP DNS & & B 5IR,
ERNRGIH, FKIEM BIG-IP DNS &%, FELEINAENCIRTME A RFIER.
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Bl 2 The sub:domain for.ourS3 ;..
i X StorageGR| D:targetted

- =1 - draffic. o ™

=L g =0

] L i

ol GurBIG:RIBNS | )

Appliance Addresses

s P i s - . -

[ Liwiela L™ LS TIRL R

AT ST T —D Lais L &L FELIIT p v

IM7E, FA1LL BIG-IP DNS A, B —T 15 IP (WIP), 1T DNS FRARS, RITREBFERA—SIEEMN
GUI #4712, 7f BIG-IP DNS GUI t1, %] DNS > GSLB > [ 15 IP > 13 IP 5% (+) EIA—TF, 7EfE4H0
DNS FQDN i B, EEHA—IHZD IPv4 titlk, TERIINGAFD, RITREEE—1 K%

1 StorageGRIDEARSS 283th,

3] i

[ s S
W e Lt
b/ —

b —

1H s

FERNOREIS, FOEEZEHMNAERERINGERERIEEBEAR Web HTTPS fRE28. BT &R RITHE,
AN ZBEE BRI L FE DNS MR X www.wip.engineering.fsdemo.net B A BIRICRIETEH, HHEEH
M EEIMARSS 28 1P,
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B LAE AR TR S 28 TR A, 3E, X TFEAStorageGRID BYS3, BILUFEH S3Browser HEEAZ T A
TR, AFFHINEHRIER TRIFAE, FHitbS/X DNS TigE i T— MR O LS RERSERE
BB 5o

ERABRAIRES, FNTAILUER dig 3% nslookup BRIERERM—F 5 DNS &ifJ, LR BIG-IP DNS #isk
TERITIOW AR, MIMEM I8 R ERREREE I Bl pERS RIUR &

Command Prompt

C:\Users\gorman>nslookup www.wip.engineering.f5demo.net
Server: dns.google
Address: B8.8.8.8

Non-authoritative answer:
DNS request timed out.
timeout was 2 seconds.
Name : www . wip.engineering.f5demo.nek
Address: Lu4.250.237.176

C:\Users\gorman>nslookup www.wip.engineering.f5demo.net
Server: dns.google
Address: B8.8.8.8

Non-authoritative answer:
DNS request timed out.
timeout was 2 seconds.
Name : www . wip.engineering.f5demo gt
Address: 3.145.176.2U6

BIRRESRARA

REATHZEZ—, 2ERAERTRNERN, MARLEAHNER IR, BI=F/BeEIAE, TSR
%Eﬁﬁﬂmmﬁ,ﬁ%$¢ﬂ¢WEWW%ﬁoﬁﬁ—%,%ESSﬁﬁﬁﬂ%ﬂuEﬁﬂMWﬁﬁﬁmm

el
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INREERRIERPAILIL R BIStorageGRIDTI R A AMFERE, NREREMFIESIREMZEIZRSH. MRER
ZETH IR, A=rempih R R LA IAIEUL S3 I E AR H. Flt, 2IKAIAMRERS S3
StorageGRIDE (K f# RS EHIERI—T 5%, B—MAE AR RESHBEMENER L, XBPERE.

DNS » GSLE: Pools : Pool List » Members : waww_wip_engineering_fstest net pool : A

Statistics

Load Balancing
Preferred: | Round Trip Time v |
Load Balancing Method Alternate: [ Ratio w |
Fallback: [Fallback IP w |
Fallback IP [47.456 |
| Update |

AEXNMIFR, S ERRERE NI REVE ARG SN EFUREURAIT, HENESERAER
Mz DNS EITERIERERY 7R, XRULRERIENT. MRXMGERATT, WAURESES S ML
EEBIRERE MR, RELHITE, MEEKR. HEESHIStorageGRIDU = A LUZRUILE AR\ IE R B S HY
S3 £5. &a, FA—MRMEMERRE, WRMFNFIELREIBHEIEE, WEENER IP BB FREHNEIE
IhRo BIG-IP DNS FRELEE BRI HIIE S EZ—= 40N, U DNS EERENIR (B S3 B B4
DNS f#tfres) , HFAEERMAEIMEEMEFEREE N &E B R0

RE, MRLRIBHELIK, WESBEZEMER F5BIG-IP DNS FMAi#MiHierIshS R R, IR, =1L
mESREEE) DNS EWRIR, B0, REBEEAR—ZH DNS sl S1FkH. AILUMEIKE

MR BIG-IP LTM /25 BIG-IP DNS £, LUIAEHEMMEEILRAIEEN S3 RBIRMRIRIEE. Hlit,
kB I MAYAE A BE R I M AYStorageGRID A iR A LE L FAb E RN AV 1A R B 4T AIARSS o

e

F5 BIG-IP 5NetApp StorageGRIDIVEERAR/R T 585 % i s B3IE ] B M AN — BB R BV AR DR AY, HILL
T S3 EEHRMA, SEURRS RO RFMEEME. HEMTEY, FERAIKEAR. ol RN ENEHER
REZeMAY (AL AYFRARE SR

MEBETHREZELR, BARLLAEE F5 EAM BIG-IP DNS X%, "##E", Ea UIKEI—IREXIEHIES
i, ERaaRfigERND PR "Ik,

Datadog SNMPECZE
€& : Aron Klein

fid & Datadog AU EE Storage GRID SNMPFEATA1 &R

Aic&Datadog

Datadog@—FhSiTARR AR . mliRHIEIR. I EIRINGE, LU TACE 2 1EStorageGRID R4t A HERE
BIUbuntu 22.04.1F#_EEALiInuxXIBRRZS7.43. 132 HERY
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https://techdocs.f5.com/kb/en-us/products/big-ip-dns/manuals/product/bigip-dns-concepts-12-0-0.html
https://techdocs.f5.com/kb/en-us/products/big-ip-dns/manuals/product/bigip-dns-concepts-12-0-0.html
https://techdocs.f5.com/kb/en-us/products/big-ip-dns/manuals/product/bigip-dns-concepts-12-0-0.html
https://techdocs.f5.com/kb/en-us/products/big-ip-dns/manuals/product/bigip-dns-concepts-12-0-0.html
https://techdocs.f5.com/kb/en-us/products/big-ip-dns/manuals/product/bigip-dns-concepts-12-0-0.html
https://clouddocs.f5.com/training/community/dns/html/class1/class1.html
https://clouddocs.f5.com/training/community/dns/html/class1/class1.html
https://clouddocs.f5.com/training/community/dns/html/class1/class1.html
https://clouddocs.f5.com/training/community/dns/html/class1/class1.html
https://clouddocs.f5.com/training/community/dns/html/class1/class1.html

MStorageGRID MIBXZ {44 pf HY K 1E H & B S 4 FIFE R S 4
Datadogiefft 7 —Mi& 7= smMIBX 5515 O BRETSNMPIE EFr RV EE B S8 E XI5 £,

FRERIREBY15 BA A p B T 45038 B B AP AR IR 1AV StorageGRID YAMLI {4 "It +4F It ST
£ /etc/datadog-agent/conf.d/snmp.d/traps_db/+H

* "NEFEHYAMLI " +
° * MD5#R5uH* 42e27€4210719945a46172b98c379517 +
° * SHA2561%3u#* dofe5c8e6ca3c902d054f854b70a85f928chb8b7c76391d356f05d2¢f73b6887 +

LttStorageGRID EEE X YAMLX {4 F 43R B SRS, b 4B IRBIREIAIRBE R "Ithak s +FIt>
{41 & 1£/etc/datadog-agent/conf.d/snmp.d/profiles/+H

s "FEHECE X YAMLX A" +
o * MD5#RLEFN* 72bb7784f4801addade0c3ea77df19aa +
° * SHA256 R EEFN* b6b7fadd330 63422a8bb8e39b3ead8ab38349ee0229926eadc8585f0087b8cee +

BT & =215+-AISNMP Datadogft &

ALUBE R AN EREAIERECESNMP, &r] LUBd 1Rt E & StorageGRID RFRIMLEHEEEIRACE B5h
R, WAl EXEZEMEENIP, RIBFAMEVRE. EMUESEIARE. Bl ELHEREREYAMLXH
FENX. ESNMPECEYAMLXHHELEENIREENX . U TER—StorageGRID ZFHFHIF IR,

BEIRI

fid & il F/etc/datadog-agent/datadog.yaml

listeners:
- name: snmp
snmp listener:
workers: 100 # number of workers used to discover devices concurrently
discovery interval: 3600 # interval between each autodiscovery in
seconds
loader: core # use core check implementation of SNMP integration.
recommended
use device id as hostname: true # recommended
configs:
- network address: 10.0.0.0/24 # CIDR subnet
snmp version: 2
port: 161
community string: 'stOr@gegrid' # enclose with single quote

profile: netapp-storagegrid

BMRE

/etc/datadog-agent/conf.d/snmp.d/conf.yaml
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https://docs.datadoghq.com/network_monitoring/devices/snmp_traps/?tab=yaml
https://docs.datadoghq.com/network_monitoring/devices/snmp_traps/?tab=yaml
https://docs.datadoghq.com/network_monitoring/devices/snmp_traps/?tab=yaml
https://docs.datadoghq.com/network_monitoring/devices/snmp_traps/?tab=yaml
https://docs.datadoghq.com/network_monitoring/devices/snmp_traps/?tab=yaml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/NETAPP-STORAGEGRID-MIB.yml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/NETAPP-STORAGEGRID-MIB.yml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/NETAPP-STORAGEGRID-MIB.yml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/NETAPP-STORAGEGRID-MIB.yml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/NETAPP-STORAGEGRID-MIB.yml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/NETAPP-STORAGEGRID-MIB.yml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/NETAPP-STORAGEGRID-MIB.yml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/NETAPP-STORAGEGRID-MIB.yml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/NETAPP-STORAGEGRID-MIB.yml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/NETAPP-STORAGEGRID-MIB.yml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/NETAPP-STORAGEGRID-MIB.yml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/NETAPP-STORAGEGRID-MIB.yml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/NETAPP-STORAGEGRID-MIB.yml
https://datadoghq.dev/integrations-core/tutorials/snmp/introduction/
https://datadoghq.dev/integrations-core/tutorials/snmp/introduction/
https://datadoghq.dev/integrations-core/tutorials/snmp/introduction/
https://datadoghq.dev/integrations-core/tutorials/snmp/introduction/
https://datadoghq.dev/integrations-core/tutorials/snmp/introduction/
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/netapp-storagegrid.yaml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/netapp-storagegrid.yaml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/netapp-storagegrid.yaml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/netapp-storagegrid.yaml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/netapp-storagegrid.yaml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/netapp-storagegrid.yaml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/netapp-storagegrid.yaml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/netapp-storagegrid.yaml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/netapp-storagegrid.yaml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/netapp-storagegrid.yaml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/netapp-storagegrid.yaml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/netapp-storagegrid.yaml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/netapp-storagegrid.yaml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/netapp-storagegrid.yaml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/netapp-storagegrid.yaml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/netapp-storagegrid.yaml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/netapp-storagegrid.yaml

init config:

loader: core # use core check implementation of SNMP integration.
recommended

use device id as hostname: true # recommended
instances:
- ip address: '10.0.0.1'

profile: netapp-storagegrid

community string: 'stOr@gegrid' # enclose with single quote
- ip address: '10.0.0.2'

profile: netapp-storagegrid

community string: 'stOr@gegrid'
- ip address: '10.0.0.3'

profile: netapp-storagegrid

community string: 'stOr@gegrid'
- ip address: '10.0.0.4'

profile: netapp-storagegrid

community string: 'stOr@gegrid'

fEaFHRYSNMPECE

SNMPREHYER & 7 datadogfic & yamlIX {4/etc/datadog-agent/datadog.yamIFHE X

network devices:
namespace: # optional, defaults to “default”.
snmp_ traps:
enabled: true
port: 9162 # on which ports to listen for traps
community strings: # which community strings to allow for v2 traps
- stOr@gegrid

StorageGRID SNMPEC &

StorageGRID Z#HBISNMPRIE(I FAEIEDREITYIT, BASNMPHEAMEER. MNREALEMEMH.
BER G BT RN e S B E B M DatadogIE EHAIZ— BT
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SNMP Agent

You can configure SNMP for read-only MIB access and notifications. SNMPvl, SNMPvc, SNMP3 are supported. For SNMPY3, only User Security Model (LISM)
authentication is supported. All nodes in the grid share the same SNMP configuration,

Enable SNMP @

System Contact @
System Location @ lab

Enable SNMP Agent Notifications @
Enable Authentication Traps @  [_]
Community Strings

Default Trap Community @ stOn@gegrid

Read-Only Community @

String 1 stOr@gegrid +
Other Configurations
Agent Addresses (0) USM Users (0) Trap Destinations (1)
; +_I:reat= j
Version Type Hast Part Protocol fl:d::munityfu ™
) ENMPEC inform 10,193.52.241 8162 upP DU Comimimity:

stin@gegrid

{E£Frclone7EStorageGRID L%, WMEFMIPRITER

{£%& . Siegfried Hepp#1Aron Klein_

rclone@—fM A FSHREN R EMSTLANE iR, EoLUEMrclonexE . EHIFMIFRStorageGRID LAY
KR, rclone ] LUMBRTEMEDEL. BMEARRTEM S B a] LIER AR ThEE. SN TR BIFFR.

ZEHECErclone

BT EILE RS 28 E R % rclone. IEMTHE "rclone.org’s

IR ET B

1. BB TEE A Fah 8 XK E B rclone it B XX
2. ElbRFIF. FIFERsgdemofErclonefit & Hit2StorageGRID S3i = IR TR,
a. BIIEAECE X1~/ config/rclone/rclone.conf
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https://rclone.org/downloads/

[sgdemo]

type = s3

provider = Other

access_key id = ABCDEFGH123456789JKL

secret access key = 123456789ABCDEFGHIJKLMNO0123456789PQRST+V

endpoint = sgdemo.netapp.com

b. i&ZfTrclone config

162



rclonefd &#

2023/04/13 14:22:45 NOTICE: Config file
"/root/.config/rclone/rclone.conf" not found - using defaults
No remotes found - make a new one

n) New remote

s) Set configuration password

g) Quit config

n/s/aq> n

name> sgdemo

Option Storage.

Type of storage to configure.

Enter a string value. Press Enter for the default ("").

Choose a number from below, or type in your own value.
1 / 1Fichier

\ "fichier"

2 / Alias for an existing remote
\ "alias"

3 / Amazon Drive
\

"amazon cloud drive"

4 / BAmazon S3 Compliant Storage Providers including AWS,
Alibaba, Ceph, Digital Ocean, Dreamhost, IBM COS, Minio,
SeaweedFS, and Tencent COS

\ "s3"
5 / Backblaze B2
\ "b2"
6 / Better checksums for other remotes
\ "hasher"
7 / Box
\ "box"
8 / Cache a remote
\ "cache"
9 / Citrix Sharefile
\ "sharefile"
10 / Compress a remote
\ "compress"
11 / Dropbox
\ "dropbox"
12 / Encrypt/Decrypt a remote
\ "crypt"
13 / Enterprise File Fabric
\ "filefabric"
14 / FTP Connection
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15

16

17

18

19

20

21

22

23

24

25

26

27

28

31

32

33

34

35

36

PN N N N U N N N O N N N N N N N - N N N

" ftp"

Google Cloud Storage (this is not Google Drive)

"google cloud storage"
Google Drive

"drive"

Google Photos

"google photos"

Hadoop distributed file system
"hdfs"

Hubic

"hubic"

In memory object storage system.
"memory"

Jottacloud

"jottacloud"

Koofr

"koofr"

Local Disk

"local"

Mail.ru Cloud

"mailru"

Mega

"mega"

Microsoft Azure Blob Storage
"azureblob"

Microsoft OneDrive
"onedrive"

OpenDrive

"opendrive"

OpenStack Swift (Rackspace Cloud Files,

"swift"

Pcloud

"pcloud"

Put.io

"putio"

QingCloud Object Storage
"gingstor"

SSH/SFTP Connection
"sftp"

Sia Decentralized Cloud
"sia"

Sugarsync

"sugarsync"

Tardigrade Decentralized Cloud Storage
"tardigrade"

Memset Memstore,



37

38

39

40

41

42

43

44

45

PN N N N N N N

Transparently chunk/split
"chunker"

Union merges the contents
"union"

Uptobox

"uptobox"

Webdav

"webdav"

Yandex Disk

"yandex"

Zoho

"zoho"

http Connection

i e ™

premiumize.me
"premiumizeme"

seafile

"seafile"

Storage> 4

large files

of several upstream fs
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Option provider.

Choose your S3 provider.

Enter a string value.

1

10

11

12

13

14

/

N 7N N N N N N N N N N N N o

~

Amazon Web Services (AWS) S3
"AWS"

Alibaba Cloud Object Storage System
"Alibaba"

Ceph Object Storage

"Ceph"

Digital Ocean Spaces
"DigitalOcean"

Dreamhost DreamObjects
"Dreamhost"

IBM COS S3

"IBMCOS"

Minio Object Storage

"Minio"

Netease Object Storage (NOS)
"Netease"

Scaleway Object Storage
"Scaleway"

SeaweedFS S3

"SeaweedFS"

StackPath Object Storage
"StackPath"

Tencent Cloud Object Storage (COS)
"TencentCOS"

Wasabi Object Storage

"Wasabi"

Any other S3 compatible provider
"Other"

provider> 14

(0SS)

Press Enter for the default ("").

Choose a number from below, or type in your own value.

formerly Aliyun



Option env_auth.

Get AWS credentials from runtime (environment variables or

EC2/ECS meta data if no env vars).

Only applies if access_key id and secret access_ key is blank.

Enter a boolean value (true or false). Press Enter for the

default ("false").

Choose a number from below, or type in your own value.

1 / Enter AWS credentials in the next step.

\ "false"

2 / Get AWS credentials from the environment (env vars or IAM).
\ "true"

env_auth> 1

Option access key id.

AWS Access Key ID.

Leave blank for anonymous access or runtime credentials.
Enter a string value. Press Enter for the default ("").
access key id> ABCDEFGH123456789JKL

Option secret access key.

AWS Secret Access Key (password).

Leave blank for anonymous access or runtime credentials.
Enter a string value. Press Enter for the default ("").
secret access key> 123456789ABCDEFGHIJKLMN0123456789PQRST+V

Option region.

Region to connect to.

Leave blank if you are using an S3 clone and you don't have a
region.

Enter a string value. Press Enter for the default ("").
Choose a number from below, or type in your own value.

/ Use this if unsure.

1 | Will use v4 signatures and an empty region.
\ mwn
/ Use this only if v4 signatures don't work.
2 | E.g. pre Jewel/v10 CEPH.

\ "other-v2-signature"
region> 1
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Option endpoint.

Endpoint for S3 API.

Required when using an S3 clone.

Enter a string value. Press Enter for the default ("").
endpoint> sgdemo.netapp.com

Option location constraint.

Location constraint - must be set to match the Region.
Leave blank if not sure. Used when creating buckets only.
Enter a string value. Press Enter for the default ("").

location constraint>



Option acl.
Canned ACL used when creating buckets and storing or copying
objects.
This ACL is used for creating objects and if bucket acl isn't
set, for creating buckets too.
For more info wvisit
https://docs.aws.amazon.com/AmazonS3/latest/dev/acl-
overview.html#canned-acl
Note that this ACL is applied when server-side copying objects as
S3
doesn't copy the ACL from the source but rather writes a fresh
one.
Enter a string value. Press Enter for the default ("").
Choose a number from below, or type in your own value.

/ Owner gets FULL CONTROL.

1 | No one else has access rights (default).
\ "private"
/ Owner gets FULL CONTROL.
2 | The AllUsers group gets READ access.
\ "public-read"
/ Owner gets FULL CONTROL.
3 | The AllUsers group gets READ and WRITE access.
| Granting this on a bucket is generally not recommended.
\ "public-read-write"
/ Owner gets FULL CONTROL.
4 | The AuthenticatedUsers group gets READ access.
\ "authenticated-read"
/ Object owner gets FULL CONTROL.
5 | Bucket owner gets READ access.
|

If you specify this canned ACL when creating a bucket,
Amazon S3 ignores it.

\ "bucket-owner-read"

/ Both the object owner and the bucket owner get FULL CONTROL
over the object.

6 | If you specify this canned ACL when creating a bucket,

Amazon S3 ignores it.

\ "bucket-owner-full-control"
acl>

Edit advanced config?

y) Yes
n) No (default)
y/n> n
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[sgdemo]

type = s3

provider = Other

access key id = ABCDEFGH123456789JKL

secret access key = 123456789ABCDEFGHIJKLMNO0123456789PQRST+V
endpoint = sgdemo.netapp.com:443

y) Yes this is OK (default)

e) Edit this remote

d) Delete this remote

y/e/d>

Current remotes:

Name Type
sgdemo s3
e) Edit existing remote
n) New remote
d) Delete remote
r) Rename remote
c) Copy remote
s) Set configuration password
g) Quit config
e/n/d/r/c/s/a> g

£= YN ASEIN ]|

* RIEEFEDER:

rclone mkdir remote:bucket

# rclone mkdir sgdemo: test01

@ NRFEZBESSLIEE. 15FA-no-check-certificates

* JIthFrE D ER:
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rclone 1lsd remote:

rclone LSD sgdemo#4:

* JIBRESERPHNR:

rclone ls remote:bucket

rclone Is sgdemo: test01

65536
65536
65536
65536
65536
65536
65536
65536
65536
65536
65536
65536
65536
65536
65536
65536
65536

TestObject.
TestObject.
TestObject.
TestObject.
TestObject.
TestObject.
TestObject.
TestObject.
TestObject.
TestObject.
TestObject.
TestObject.
TestObject.
TestObject.
TestObject.
TestObject.
TestObject.

33554432 bigobj

4294967296 sequential-read.0.0

* MBI ER:

102

key.json

10
12
13
14
15
16
17
18

O 0 J o U1 W

47 lockedOl.txt

15

116 version.txt

test.txt

rclone rmdir remote:bucket

# rclone rmdir sgdemo: test02

* HERR:
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rclone copy filename remote:bucket

rclone copy ~/test/testfile.txt sgdemo: test01

* FREXAR:

rclone copy remote:bucket/objectname filename

# rclone copy sgdemo: test01/testfile.txt ~/test/testfileS3.ixt

* BIFRR:

rclone delete remote:bucket/objectname

rclone delete sgdemo: test01/testfile.txt

EBTFED BRPRIITR
rclone sync source:bucket destination:bucket --progress

rclone sync source directory destination:bucket --progress

rclone sync sgdemo: test01 sgdemo: clone01—-progress

Transferred: 4.032 GiB / 4.032 GiB, 100%, 95.484 KiB/s, ETA
Os

Transferred: 22 / 22, 100%

Elapsed time: 1m4.2s

() F-progressH-PERESHME, TN FRDTEMBL.

* BFFDERMFAENRAR

rclone purge remote:bucket --progress
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# rclone purge sgdemo: test01 -progress

Transferred: OB/ 0B, -, 0B/s, ETA -
Checks: 46 / 46, 100%

Deleted: 23 (files), 1 (dirs)

Elapsed time: 10.2s

rclone Is sgdemo: test01

2023/04/14 09:40:51 Failed to 1ls: directory not found

A Veeam&F 1 E Hli#H 17 E I StorageGRID &R {E3LE;
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SG5712 34.

SG5760 75

SG6060 200

BEE5EHINetAppE P HPAGTE. RIBEINISFERRHERINNVEE. VeeamicBEIRE R INEIE:
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1. $JFFStorageGRIDM& & 1258,

2. A LA, EERS, ARIERE AP X,
3. TA LM, RHEFE API XIETIE .
4. 3R ilm-advanced,

5. 3%3% GET ilm-advanced.

6. wFE A", AEWMIT

7. BEEMNLER,

a. MREAT, WRREEFEREIAD ilm-advanced 1B,

b. yIREF N, MRTEHEX ILM SREEEERT. ERSIE ZEHNMRERL: , M {FIBERIE
HEZ o

L FHEREERE XA RIESRE T,
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MRz 3

Response body

"responseTime”: "2025-09-19T715:01:28
"status": "success",
"apiVersion": "4.2",
"data": {
"deletes": {
"synchronous": null,
"deleteQueueWorkers": null,
"asynchronousQueueRatio": null,
"synchronousTimeout”: null,
"asyncILMDeletes": null,
"maxConcurrentUnlinkTruncateOps": null
},
"scanner": {
"ignoreTimeSinceLastClientOp": null,
"ignoreTimeSinceLastILMOp": null,
"scanRate": null,
"leakedUUIDCheckRatio”: null,
"leakedUUIDMaxConcurrentWorkers™: null,
"leakedUUIDIgnoreTimeSincelLastEvent": null,
"bucketDeleteObjectsMaxConcurrentWorkers"”: null

8. %&#E PUT ilm-advanced.
9. TR H " FIAYREE APl 14K,

a. BANERT, API EHRFEESRINME, MAESEMLREENBEXE XMERTHIE 5-7 FEE
ZHIREE,

10. YNREFE 5-7 PRIIERIAE, VBT E 7 hEREFNEHER APl &, , TN, MNESE 5-7 FRER
=, MYRE APl EFEARLE,

M. ZZAPIEXEFIFAZE LTS
a. BEPEIGRE Nfalse,

API IESZRI:
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Edit Value Model

|

"deletes": {

“synchronous": false|,
"deleteQueueWorkers": null,
"asynchronousQueueRatio": 10,
"synchronousTimeout": 30,
"asyncILMDeletes": null,
"maxConcurrentUnlinkTruncateOps": null

"scanner": {

"ignoreTimeSincelLastClientOp": 3600,
"ignoreTimeSinceLastILMOp": 10800,
"scanRate": null,

"leakedUUIDCheckRatio": 10,
"leakedUUIDMaxConcurrentWorkers": 64,
"leakedUUIDIgnoreTimeSincelLastEvent": 3600,
"bucketDeleteObjectsMaxConcurrentWorkers": 64

12. sEMfE, EFEHT

KHEER

StorageGRID

MRFBERARITYE. 1EHRREStorageGRIDALK LBAXM KRBT, EEIEUIFAI"Configuration/S3 Object

Lock"(EC&/S3M R B ) T EIM R IETT,

disabled.

Configuration > 53 Object Lock

S3 Object Lock

o 53 Object Lock has been enabled for the grid and cannot be disabled.

Before enabling 53 Object Lock, you must ensure that the default rule in the active ILM policy is compliant. A compliant rule satisfies the requirements of buckets with S3 Object Lock enabled.
It must create at least two replicated object copies or one erasure-coded copy.
These copies must exist on Storage Nodes for the entire duration of each line in the placement instructions.
Object copies cannot be saved in a Cloud Storage Pool.
Object copies cannot be saved on Archive Nodes.
At least one line of the placement instructions must start at day 0, using Ingest Time as the reference time.

At least one line of the placement instructions must be "forever".

Enable S3 Object Lock for your entire StorageGRID system if S3 tenant accounts need to satisfy regulatory compliance requirements when saving object data. After this setting is enabled, it cannot be
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BIEEMED RN, MREBEIIEFEDERATAAIZoNEMN. 1EiIEE"Enable S3 Object Lock"(BHAS3MRBITE).
X BB REED BT, RIFZARIAMRE. ERVeeamiFRAMIEEWNRIFE, WRVeeamFEIESR
ATED. MARREFRMRAIEHIFISIM R BITE

Manage object settings optional

Object versioning

Enable object versioning if you want to store every version of each object in this bucket. You can then retrieve previous versions of an
object as needed.

ﬂ Object versioning has been enabled automatically because this bucket has 53 Object Lock enabled.

53 Object Lock

53 Object Lock allows you to specify retention and legal hold settings for the objects ingested into a bucket. If you want to use 53
Object Lock, you must enable this setting when you create the bucket. You cannot add or disable S3 Object Lock after a bucket is
created.

If S3 Object Lock is enabled, object versioning is enabled for the bucket automatically and cannot be suspended.

Enable S3 Object Lock

Default retention @

Automatically protect new objects put into this bucket from being deleted or overwritten.

@) Disable

Enable

SIREFEDRE. REFMSIREERIIFAGEEINE, EFE—HIERF.
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Buckets = veeam12

veeam12

Region: us-east-1

S3 Object Lock: Enabled

Date created: 2023-09-2108:01:38 GMT
Object count: 0

View bucket contents in Experimental 53 Console [4]

Delete objects in bucket | | Delete bucket
Bucket options Bucket access Platform services
Consistency level Read-after-new-write (default)
Last access time updates Disabled
Object versioning Enabled
S3 Object Lock Enabled

VeeamZERSITFMEN A FBARN —HlE. Hit. W VeeamMSMUBPIIMIEHN SILREE, 1L

#¥"strong-globation", R Veeam&BHHIERNERNIE= E#HTT. M—EMLKS N I%E F"strong-site"s RTF

8

Bucket options Bucket access Platform services

Consistency level Read-after-new-write (default)

Storage Nodes and sites.

Control header for an individual API request, which overrides the bucket setting,

All

Provides the highest guarantee of consistancy. All nodes receive the data immediately, or the request will fail

@ Strong-global

Guarantees read-after-write consistency forall client requests across all sites.

Strong-site
Guarantees read-after-write consistency for all client requests within a site.

Read-after-new-write (default)

Provides read-after-write consistency for new objects and eventual consistency for object updates. Offers high availability and data protection guarantees. Recommended for most cases.
Available

Pravides eventual consistency for beth new objects and object updates. For 3 buckets, use anly as required (for example, for a bucket that contains log values that are rarely read, or for HEAD or GET
operations on keys that do not exist). Not supported for FabricPool buckets.

Last access time updates Disabled

Change the consistency control for operations performed on the objects in the bucket. Consistency levels provide a balance between the availability of objects and the consistency of those objects across different

In general, use the Read-after-new-write consistency level for your buckets. Then, if objects do not meet availability or consistency requirements, change the client application's behavior, or set the Consistency-

StorageGRIDE’@’l\%‘iﬁE RANERAMXT R EREEM A HTERRS. ERLMETEHBNRSIEZ—R
BEBECEME 7 LK RIR(Q0S), RAXLEIEITEERATIRGIN AEF N EME A s TR BRI ME0E TIEHE
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WAk BENERET FINEITIREINRE. Uiz,

FECEIRIT R, X Traffic Classification"(GRRE 73 38)H BT IRES. w52 MNIHERFAED R fERE
B, MAEFEDRITEAFZM, MNRFEQoS. FKEMRSBI. BEXNTFARZHELM. HNIFBERMLLINEERH#
pEEME. REAZIRE RS,

Create a traffic classification policy

You can create traffic classification policies to monitor the network traffic for specific buckets, tenants, IP
addresses, subnets, or load balancer endpoints. You can optionally limit this traffic based on bandwidth,
number of concurrent requests, or the request rate.

@ Enter policy name —— @ Add matching rules —— @ Set limits —— o Review the policy
Review the policy

Policy Veeam

name:

Description:Policy to monitor
Veeam bucket
traffic

Matching rules

Type Inverse
Match value @
(7] v match @
Bucket test No
Veeam

REStorageGRIDIGEME SHE. IR EERHECENFE D R LBIH R IRIELBIRE.
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Name
Type in a name and description for this object storage repository,

MName:
|0bject storage repository 1|

Account _
Description:

HNEEer Created by SRVI2\Administrator at 2/3/2021 8:15 AM.

Summary

[+ Limit concurrent tasks to: E

Use this setting to limit the maximum number of tasks that can be processed concurrently in cases
when your object storage is overloaded or cannot keep up with the number of API requests issued by
multiple object storage offload tasks.

‘ < Previous || MNext > || Finish || Cancel |

R VeeamiThl 8RB X E M FU A BRI VeeamXIEETIAS. HRIMVME. EESOBRFEE.

Edit Backup Job vm backup dmb b4

Storage

- Specify processng proxy server to be used for source data refrieval, backup repository to store the backup files produced by
m this jolr and customize advanced job settings if required,

Hame Backup peswy )
| Butomatc selection | | Choose...
Yirtual Machines 3
Backup repositon:
_ | baremetal 4mb [Created by MUCCBO chasnse! st 14.03.2023 15:21] -
Gubst Frocessing E wn Map backup
Retention policy: | 30 -
e policy: | 3 v | | days
¥} Keep certain full backups longer for archival purposes | Configure..
Surmmary

G weekly, 3 monthly

[} Configure secondary destinasions for this job

Capy backups produced by this job to another batkup repoaitory, or lape. We recommend to make
at least on= copy of your backups to & different storage devace that is located ofi-site.

Advanced job settings inchude backup mode, cormpression and deduplcation. block
size, notificsbion cettngs, autcmated pest-ob activity and other selfings,

| <Preiows [ Nea» || Fmin || Concal
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BESRLBEHBEFRENLNIREE N4 MBHEKXR, NERKEEENEEHIENIR. RIEFEELFRGIR
BHEEEDFIT,

Advanced Settings

Backup | Mainteriznce | Storage | Motifications | vSphere | Infegration | Scripts

Data reduction
+| Exclude swap file blocks (recommended)
ﬂ| Exclude deleted file blodks [recommended])
Lomprﬁ ion Ia\-e-
'Dp-l.lmnl [mwnmend-edl - |
Provides for the best -:Gmpue-ssmn to parfor mance ratio, lowest backup pr,.m.-
CPU usage end fastest restore.
'Sh'!mgr aptimiration:

T -

Required far processing rachines with disks farger than 1007T8. Reduces
dedupe rales and increases the size of meremental backugs

Encryption
] Enabie backup file encrypbon

Save ds D:lault: (ol Cancel

Y7 StorageGRID

E2HE T fZVeeam#StorageGRIDMMEIEITIE R BEBEHFFE—NENHEREZENEZEI, Z H'Jjj
IE. VeeamI{ESAH FEHPUtRIEAR. BARPITEAMBIRIZE(E, FHOBIBIHEHBITEER. EMETLUE
WREFEPEITE—BNERBER. HIRESZERAEVeeamPHIZE,

StorageGRIDTE"Support"(SzF)iE MK "Metrics (3545)" TTEPIRE T A ENERK EEZERFANET. EEENE
EE%*&ESBML\ ILMFRE D L RIRINR B IERR), 72"S3RAEERT. Er] LU 3H XS EE
« JEHRAIERIERZAY(E B

EESIEEXMEIBER. ERILURREEES T REELERRHUNIERE .
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Summarized Rates
600 ops/s 2.50K ops/s

400 ops/s Eiopse

200 ops/s | 1.50K ops/s

1K ops/s
0ops/s
12:00 14:00 16:00 18:00 20:00 22:00 00:00 02:00 04:00 06:00 500 ops/s

== 505712-tme-13 delete_object == s5g5712-tme-13 get_object == sg5712-tme-13 get_usage
Oopsys — ! = IR B - R ) W0 . e, Bl O oAb
- 712+ -1 - -14 del 712- -14
$95712-tme-13 put_object $g5712-tme-14 delete_object $g5712-tme-14 get_object 12:00 14:00 16:00 18:00 20:00 22:00 00:00 02:00 04:00 06:00
$g5712-tme-14 put_object $95712-tme-15 delete_object $g5712-tme-15 get_object

== $05712-tme-15 put_object $05712-tme-16 delete_obiject $a5712-tme-16 get_object == Sitel delete_object == Sitel get_object == Sitel get usage == Site1 put_object

Active Requests Summarized Active Requests

30K
25K
4K 20K
15K

2K
10K

0

12:00 14:00 16:00 18:00 20:00 22:00 00:00 02:00 04:00 5K

0

== 5g5712-tme-13 delete_object == $g5712-tme-13 put_object == sg5712-tme-14 delete_object
12:00 14:.00 16:00 18:00 20:00 22:00 00:00 02:00 04:00

== $05712-tme-14 put_object $g5712-tme-15 delete_object 5g5712-tme-15 put_object
$95712-tme-16 delete_object $g5712-tme-16 put_object == Site1 delete_object == Site1 put_object

"SI A B R ETREN T R ESMEREE RN T8 E, XBIFROFIIIER. tIgERIFH s RA
BEEEHITEIYMAZE. & StorageGRIDASHAIBE Z M EHMZIE,

Average Duration

11:30 12:00 12:30 13:00 13:30 14:00 14:30 15:00 15:30 16:00 16:30 17:00 17:30 18:00 18:30
== 5g6060-tme-09 delete_object == sg6060-tme-09 put_object == sg6060-tme-10 delete_object == sg6060-tme-10 put_object $g6060-tme-11 delete_object $g6060-tme-11 put_object $g6060-tme-14 delete_object

T ERMIEREHERF, EALUZERENIMNAREEBR. MREEZNEEZAZ200 (OK). MeJgERR
0] HER (Y0StorageGRIDALG) LT B, IETEARIX503 (FIE)AN. FIRERE#IT LM, NEBEWEE
T RAZ AR E IR T2 HATBHR T o

Total Completed Requests

300 Mmil

200 Mil

100 Mil //

0

09/20 09/23 09/26 09/29 10/02

== 200 delete_bucket == 200 delete_object == 200 get_object == 200 head_bucket 200 list_buckets
200 other 200 put_bucket 200 put_object 404 other == 404 put_object 405 put_object
500 delete_object 503 delete_object 503 head_bucket 503 put_object

FILME B, &R LUSIEStorageGRID R FRIMIBR 4 EE, StorageGRIDEEE N T = LENHITRIZ ST
fifR. USRI ICFrBIE RV ERE,




Average Delete Times Active Deletes

1K

® 500
15:00 1510 15:220 15:30 15:40 15:50 16:00 16:10 16:20 16:30 1640 16:50 17:00 |

o | | i

-tme- { — - 1 | — - 1 del
$g6060-tme-09 delete metadata $g6060-tme-10 delete metadata $g6060-tme-11 delete metadata 1500 1510 1520 1530 1540 1550 1600 1610 1620 1630 1640 1650 17:00

$g6060-tme-14 delete metadata $g6060-tme-09 cloc remove $g6060-tme-10 cloc remove
$g6060-tme-11 cloc remove $g6060-tme-14 cloc remove 5g6060-tme-09 total w= sg6060-tme-10 total == $g6060-tme-09 common == sg6060-tme-10 common == $g6060-tme-11 common
$q6060-tme-11 total $q6060-tme-14 total == $96060-tme-14 common

Rate of Client Driven Deletes Rate of ILM Driven Deletes
400 ops/s 500 ops/s
300 ops/s 400 ops/s

200 ops/s 300 ops/s
200 ops/s

100 ops/s

[\ 100 ops/s y
0 ops/s d a F\
1500 1510 1520 * - £

1530 1540 1550 16:00 1610 16220 16:30 16140 16:50 0 ops/s
1500 1510 1520 1530 1540 1550 16:00 16:10 1620 16:30 16:40 16:50 17:00

== 5g6060-tme-09 sync == $g6060-tme-10 Sync == sg6060-tme-11 sync == $g6060-tme-14 sync
$g6060-tme-09 async $g6060-tme-10 async $g6060-tme-11 async $g6060-tme-14 async == $g6060-tme-09 queue == sg6060-tme-10 queue == $g6060-tme-11 queue == $g6060-tme-14 queue
$g6060-tme-09 sync timed out == sg6060-tme-10 sync timed out $96060-tme-11 sync timed out $96060-tme-09 MD purge $96060-tme-10 MD purge $g6060-tme-11 MD purge
$q6060-tme-14 sync timed out $g6060-tme-14 MD purge

BERED KRR, RINTTUBEEEXNHTEHRBERELE., EE, FEE U Veeam EFE A XU
WERA/NHIFEIT.

Load Balancer Request Traffic Load Balancer Request Completion Rate
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o
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N
1
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== Received == Sent == Total == PUT

Error Response Rate Average Request Duration (Non-Error)

=]
~N
a
=]

No data
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o
=]
=

=}
N
@
=}

Requests per second

Write Request Rate by Object Size Read Request Rate by Object Size

No data points




MALELIENES
ETREFAEFRERNESER, HEE N TS / UMIs:

* "NetApp StorageGRIDF= g3 A4"
"Veeam&EF 1 EH"

{£F3StorageGRIDECE IR R HIER
& BEAN

ZREZFLZHYIER. SEETaNIRBRNREFMHE, ETURKRIRR BCE A StorageGRIDIEANRE
R TR

FREIFR R
RIFE AT

* StorageGRID S3immURL. 0 S31510])Z I DA Z iR % €A
* StorageGRIDECEEIN: ZRHBIBEAGOIAB R TLTFEARKSE).
DERMIOfEAF T EEIGETEE IHAEER MAE—NRPIRBMAENF EE, FHEEIERIEEAN
791 MB, & dEF MR RF T EEGET HRE.
dRR {58

"E#ZF|Amazon S3 -BECE S3FHATEE"

1 EH
1. 7E"DesmiofiEE"TUHE L. BEH+FSLURINER. SAGIEE " Amazon S3"

2. NSRRI Z TR, StorageGRID S3TEF 141822 £A DN H 19 22 A,

3. WNR{FEMhttpsiEiEEIStorageGRID S3im. iEET " NBZIEE"EIXE, +
MR S3H A FERABEEZCAIEPR. EREBdremiolgFE iR BIELLCAIE BRI EI<JAVA_ HOME>RS3 28
Kydreljre/lib/security +H
REEERS
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U s s

Advanced Options

Name
Reflection Refresh
Metadata
Privileges Authentication
0 AWS Access Key EC2 Metadata AWS Profile No Authentication
All or allowlisted (if specified) buckets associated with this access key or IAM role to assume (if specified) will be available

AWS Access Key

e e e R )

AWS Access Secret

IAM Role to Assume

Encrypt connection

Public Buckets

Buckets

(#) Add bucket

4. BEHE"SEAT". EP" BARSER"
o IEEREBM . BE+AMBMEHRINXLESIARE K,

6. fs.s3a.connection. maximumZAIAES100, MIRSIFIEEE S EF 1001 E S5 KB EAMR S .
MATEMN—DARKF10009E. BXRILRENEE. 2N (drefiofgf@) o

Name "H{E

fs.s3a.endpoint StorageGRID S3imm: ImHa>_
fs.s3a.path.style.access true

FS.S3A.CONNECTION, A& _<KF100>_M91E

FREE R
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General

Reflection Refresh
Metadata

Privileges

7. IRIEERALR SN AR ERECEH MBS KR,

Enable asynchronous access when possibla

Enable compatibility mode

Apply requaster-pays to 53 requasts

Enable file status check

Enable partition column inference

Root Path

!

Server side encryption key ARN

Default CTAS Format

PARQUET

Connection Properties
Name
fs.s3a.path.style.access
MName
fs.53a. endpoint

Mame

fs.53a.connection.maximum

(¥ Add property

Allowlisted buckets

& Add bucket

Cache Options

Enable local caching when possible

Max percent of total available cache space to use whan possible

100

8. BHRIFIR UG E LI EIR IR,
9. FINAINStorageGRIDEIRIRG. AMERE B RFMHEIERIIR, +

RREEBERA

Walua
true
Walua
sgdemo.netapp.com
Value

1000
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Datasets StorageGRID
(A) hdp-user Name T
v Spaces (0) @ [ apache-hive
[ cdp-cluster
[ cdp-tera
Mo spaces yet [ databrick-tpeds
Add space )
] delta-lake
R ® [ dicluster-tpeds
v Obiject Storage (2) [ dremio-10g-csv
&l StorageGRID 0 [ dremio-csv

NetApp StorageGRID5GitLab
E&: MBEAK

NetAppE R GitLab¥tStorageGRID#H1T T M. 1EE W FTEMGItLabECE R, FER "GitLabX RIFMEAILE
EF" TRFMER

MR IFEER R

FFLinuxB B RE. XEMN—1RM connection EFEHREFIZE, %wiE /etc/gitlab/gitlab.rb
FARMELTT. BMRAARNE:
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# Consolidated object storage configuration

gitlab rails['object store']['enabled'] = true
gitlab rails['object store']['proxy download'] = true
gitlab rails['object store']['connection'] = {

'provider' => 'AWS',
'region' => 'us-east-1',
'endpoint' => 'https://<storagegrid-s3-endpoint:port>',
'path stype' => 'true',
'aws access key id' => '<AWS ACCESS KEY ID>',
'aws secret access key' => '<AWS SECRET ACCESS KEY>'
}
# OPTIONAL: The following lines are only needed if server side encryption
is required
gitlab rails['object store']['storage options'] = {
'server side encryption' => 'AES256'

}

gitlab rails['object store']['objects']['artifacts']['bucket'] = 'gitlab-
artifacts'

gitlab rails['object store']['objects']['external diffs']['bucket'] =
'gitlab-mr-diffs'

gitlab rails['object store']['objects']['lfs']['bucket'] = 'gitlab-1fs'
gitlab rails['object store']['objects']['uploads']['bucket'] = 'gitlab-
uploads'

gitlab rails['object store']['objects']['packages']['bucket'] = 'gitlab-
packages'

gitlab rails['object store']['objects']['dependency proxy']['bucket'] =
'gitlab-dependency-proxy'

gitlab rails['object store']['objects']['terraform state']['bucket'] =
'gitlab-terraform-state'

gitlab rails['object store']['objects']['pages']['bucket'] = 'gitlab-
pages'
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SFEFAPIRG!
7£StorageGRID M A1E R S3 0%k

& Aron Klein

StorageGRID #1S3 APt T ZF AR A ERIMBT NEIE. BETHREZELR, 1880 "&%F StorageGRID
mEEE"

AIERRETS3 APIINE 5%,

AR5 23 im0 (SSR)

fEFASSE. BFIHAIUF#EXNR. H{EARStorageGRID BEEMME—FAMEHITNDR, BERWRE, ZHR
5@ 17 7L StorageGRID FRIZFAHITHERS

S$S— Rl
* EASSRMENR

aws s3api put-object --bucket <bucket> --key <file> --body "<file>"
--server-side-encryption AES256 --endpoint-url https://s3.example.com

¢ R HITHEAD ARSI

aws s3api head-object --bucket <bucket> --key <file> --endpoint-url
https://s3.example.com

"AcceptRanges": "bytes",

"LastModified": "2022-05-02T19:03:03+00:00",
"ContentLength": 47,

"ETag": "\"82e8bfb872e778a4687a26e6c0b36bcl\"",
"ContentType": "text/plain",
"ServerSideEncryption": "AES256",

"Metadata": {}

* FRENH R

aws s3api get-object --bucket <bucket> --key <file> <file> --endpoint
-url https://s3.example.com
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EAE PRV ZEA(SSI-C)#HITARSS 28 im N

WE"SSE ", BFIRAILFEXNR. HEAE A IRMEX RIZHAIME
MEERZE A BERFEEFREIN R

SSI-C=fl

* HFMHECEREN. SR UeIEMEER
° BUENMNEEA

FHAMEI#ITINES

openssl enc -aes-128-cbc -pass pass:secret -P°

salt=ESDBB6603C7B3D2A
key=23832BAC16516152E560F933F261BF03
iv =71E87COF6EC3C45921C2754BA131A315

* MEABEMERIINR

(W= el

BERMREY, B

aws s3api put-object --bucket <bucket> --key <file> --body "file" --sse

-customer-algorithm AES256 --sse-customer-key
23832BAC16516152E560F933F261BF03 --endpoint-url https://s3.example.com

* ARRIKEX

aws s3apli head-object --bucket <bucket> --key <file> --sse-customer
-algorithm AES256 --sse-customer-key 23832BACl16516152E560F933F261BF03

--endpoint-url https://s3.example.com

"AcceptRanges": "bytes",

"LastModified": "2022-05-02T19:20:02+00:00",

"ContentLength": 47,

"ETag": "\"f92ef20ab87e0e13951d9%bee862e9f9%a\"",
"ContentType": "binary/octet-stream",

"Metadata": {},

"SSECustomerAlgorithm": "AES256",
"SSECustomerKeyMD5": "rjGuMdjLpPVleRuotNaPMQ=="
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@ MRARMHINZZIH. MSUEIFEIR"An error occurred (404) when calling the HeadObject
operation: not found"(JFHeadObjecti®EBY 6 (404): KIKEF)

* FREUHR
aws s3apl get-object --bucket <bucket> --key <file> <file> --sse

-customer-algorithm AES256 --sse-customer-key
23832BAC16516152E560F933F261BF03 --endpoint-url https://s3.example.com

MRARENMZZEA. MTETE A GetObjectt@ EERHF UL EIFEIR"An error occurred (InvalidRequest)
@ . The object was stored using a form of Server side Encryption"s BIOERMWR. HIURHIEHHAY
S8, "
FiE D AR S5 23 1m0 Z5 (SSI-S3)

SSI-S3RIFE F iR N EFEEFEEFED ERPIFIB N REXIAMIETH. XEWNKREAHStorageGRID &
ERME—RARITME. BRWRE. ZXSRF@E S FEEStorageGRID FREVERHITHEE,

1Z1E 7 E%SSI-S3R=

* QIEFEME D RIS ERIANE R
° BIRHEES R

aws s3api create-bucket --bucket <bucket> --region us-east-1
--endpoint-url https://s3.example.com

© BMNEFEDERME

aws s3api put-bucket-encryption --bucket <bucket> --server-side
-encryption-configuration '{"Rules":
[{"ApplyServerSideEncryptionByDefault": {"SSEAlgorithm":
"AES256"}}]}' --endpoint-url https://s3.example.com

* RN FED B

aws s3api put-object --bucket <bucket> --key <file> --body "file"
--endpoint-url https://s3.example.com

* ANRIGEX
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aws s3api head-object --bucket <bucket> --key <file> --endpoint-url
https://s3.example.com

{

"AcceptRanges": "bytes",

"LastModified": "2022-05-02T20:16:23+00:00",
"ContentLength": 47,

"ETag": "\"82e8bfb872e778a4687a26e6c0b36bcl\"",
"ContentType": "binary/octet-stream",
"ServerSideEncryption": "AES256",

"Metadata": {}

}

* FRENR

aws s3api get-object --bucket <bucket> --key <file> <file> --endpoint
-url https://s3.example.com

iR H & RStorageGRID EHIS3XH &R HiiE
{E%& . Aron Klein

MERPERM T —TWORMRE, BFHIERFFHEEINR. XIStorageGRID X R B TE LB RHTT 71T
EEHREMER. IR REENGEZFREM SR UARENINFME D R RE R,

ERRERSI W RBIEAPI,

GARE

* WRYPE GERFEN AT HREVE BT /RIS,

aws s3apl put-object-legal-hold --bucket <bucket> --key <file> --legal
-hold Status=0ON --endpoint-url https://s3.company.com

* (EFAGETRIEXNHHAITINIE,

aws s3api get-object-legal-hold --bucket <bucket> --key <file>
--endpoint-url https://s3.company.com

N
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"LegalHold": {
"Status": "ON"

* XHAGERE

aws s3apl put-object-legal-hold --bucket <bucket> --key <file> --legal
-hold Status=0FF --endpoint-url https://s3.company.com

* (EFAGETREXNHHAITIIE,

aws s3api get-object-legal-hold --bucket <bucket> --key <file>
--endpoint-url https://s3.company.com

"LegalHold": {
"Status": "OFE"

BRI

* WRIRBZER"RE R BB,

aws s3api put-object-retention --bucket <bucket> --key <file>
--retention '{"Mode":"COMPLIANCE", "RetainUntilDate": "2025-06-
10T16:00:00"}"' --endpoint-url https://s3.company.com

* BIERBRE

aws s3apil get-object-retention --bucket <bucket> --key <file> --endpoint
-url https://s3.company.com
+
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"Retention": {
"Mode": "COMPLIANCE",
"RetainUntilDate": "2025-06-10T16:00:00+00:00"

IR

* BREPRIKEARENFEHURERS IHRAPIEXHRBE LB,

aws s3api put-object-lock-configuration --bucket <bucket> --object-lock
-configuration '{"ObjectLockEnabled":

"DefaultRetention": { "Mode":
-url https://s3.company.com

"Enabled", "Rule": {

"COMPLIANCE", "Days": 10 }}}' --endpoint

* WIERERE

aws s3apl get-object-lock-configuration --bucket <bucket> --endpoint-url
https://s3.company.com

"ObjectLockConfiguration": {

"ObjectLockEnabled": "Enabled",
"Rule": {

"DefaultRetention": {

"Mode": "COMPLIANCE",
"Days": 10

* BN FED ERF

aws s3apil put-object --bucket <bucket> --key <file> --body "file"
--endpoint-url https://s3.example.com

* FED R DISERNREBRSEENEHR AN R _ ERREEE.
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aws s3api get-object-retention --bucket <bucket> --key <file> --endpoint
-url https://s3.company.com

"Retention": {
"Mode": "COMPLIANCE",
"RetainUntilDate": "2022-03-02T15:22:47.202000+00:00"

MR E E X REBHMHR

MRPEETRAITFIWE, RERENRIETARE LEXE, MRZHABFEN TREINR. BERIEEMR
7, M=eE— MRS IF AN R BIARZS,
* BFREX T REHITR

aws s3apil delete-object --bucket <bucket> --key <file> --endpoint-url
https://s3.example.com

* FHEEFESERPHTR

aws s3apili list-objects —--bucket <bucket> --endpoint-url
https://s3.example.com

CIEAR. WRRTIH,
* FIH AT EERBRATICHINRAS AR R IGEE R4S

aws s3api list-object-versions --bucket <bucket> --prefix <file>
--endpoint-url https://s3.example.com
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"Versions": [

{
"ETag": "\"82e8bfb872e778a4687a26e6c0b36bcl\"",

"Size": 47,

"StorageClass": "STANDARD",
"Key": "file.txt",
"VersionId":

"RDVDM] YWMTQtQkNDQSOxMUVDLThGOEUtNJQ3NTAWQzAXQTk1",
"IsLatest": false,
"LastModified": "2022-04-15T14:46:29.7340004+00:00",

"Owner": {
"DisplayName": "TenantOl",
"ID": "56622399308951294926"
}
}
1,
"DeleteMarkers": [
{
"Owner": {
"DisplayName": "TenantOl",

"ID": "56622399308951294926"

by

"Key": "fileOl.txt",

"VersionId":
"QjVDQzgzOTAtQOFGNiOxMUVDLThFMzgtQORGMJAWQjkOMjML",

"IsLatest": true,

"LastModified": "2022-05-03T15:35:50.248000+00:00"

* MFFX REVBIE AR S

aws s3apl delete-object --bucket <bucket> --key <file> --version-id
"<VersionId>" --endpoint-url https://s3.example.com

An error occurred (AccessDenied) when calling the DeleteObject
operation: Access Denied
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StorageGRIDFHYSRELFIAX R
T EEStorageGRID S3HRY SRR AR R,

RIRAVLEM
7fStorageGRIDH. HAFEERSAWSHF (IAM) S3ARSS HERAER,

StorageGRIDFFEEFAARR, AESIHABAERDEL AP AN RAABRBRRTEENRNAR
KT AR LR,

FESBMARREZASHERNITER, KR sontS M. AIERAER "AWSHEEE 4 i 28"
FRASRBSEG EXCUR . 1BREAA IR, B0 BRERBRIENRE E X E 14,

H R B ARITFTHELIBER.

fAmA

* (UERTFFE7D ELERRS,
* TR T HIELNRIMKA /AR,
* AILAE X

° BERRE"

"Principal":"*"

"Principal": {"AWS":"*"}
° AP HFRERFHFEFID (FBEHFAWSHKF)

"Principal": { "AWS": "27233906934684427525" }

° AR (FED BRFIEEF 4SS A A . SRRRRIEMIER)

"Principal": { "AWS":
"arn:aws:iam::76233906934699427431 :user/tenantluserl" }

"Principal": { "AWS": "arn:aws:iam::27233906934684427525:federated-
user/tenant2userl” }

° H(FED ERPIETRA P R EEX G4, SRR FEIE IR ).
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"Principal": { "AWS":
"arn:aws:iam::76233906934699427431:group/DevOps"  }

"Principal": { "AWS": "arn:aws:iam::27233906934684427525:federated-

group/Managers" }

R RIS T SR LA P 9 — S HRF,
() siFasms MRBERTSS: ListBucket I EMITSIRIE,

SR RIS T BN BTN T AN — N S S B. (F13%)HPE R BT AR

JSONSERSRORS I T AR -

"Statement": |

{

"Sid": "Custom name for this permission",
"Effect": "Allow or Deny",
"Principal": {

"AWS": [

"arn:aws:iam::tenant ID::user/User Name",
"arn:aws:iam::tenant ID::federated-user/User Name",
"arn:aws:iam::tenant ID:group/Group Name",
"arn:aws:iam::tenant ID:federated-group/Group Name",
"tenant ID"
]
by
"Action": [
"s3:ListBucket",
"s3:0ther Action"

1,

"Resource": |
"arn:aws:s3:::Example Bucket",
"arn:aws:s3:::Example Bucket/*"

1,

_/l\*ﬁl

R

F*o
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AWS Policy Generator

The AWS Policy Generatar is a toal that enables you to create policies that control access to Amazon Web Services [AWS) products and resources. For more information about
creating policies, see key concepts in Using AWS ldentity and Access Management. Here are sample policies.

Step 1: Select Policy Type
& Policy Is a container for permissions. The different types of policies you can create are an 1AM Policy, an 53 Bucket Policy, an SNS Topic Policy, & VPC Endpoint Policy, and an 505

Queue Policy.

Select Type of Policy | 1aM Policy | — For aroun. policy.chooss JAM Policy

Step 2: Add Statement(s)

A statement ks the formal description of a single permission, See a description of elements that you can use in statements

Effect () Allow @ Deny

AWS Service |[amnzon 53 v A Services (%)
rultiple statemands b9 acd permisssoms far mare than one service Chegae Amazon 53 service
Actlons - Salect Actions - s | 1A Actions (') o Selsct the 53 actions lo allow or diny

Amazon Resource Name (ARN) l]: — arcawsisds:Bucksl Name
ARN phould fallaw the Pollewing format: am:aws:s3 {Buw

${BucketNama}/${XeyMame
b valiies

Add Conditions (Optional)

Add Staternent No Action selected. You must select at least one Action

Step 3: Generate Policy
A poficy is a document (written in the Access Policy Language) that acts as a container for one or more statements,

Add one or more statements above to genarate a policy.

ENFEDEERBEERIR. BITUTIRIE: LRI SIFM D RS, IR M RAVIRH- 1T
WIEL, RIFSCFERIELNIRBoIRIE. ARTEZENAFRRARGERRMAITFR BN ERIEFThIYIR
. BEECSTEIMNRPRYSIIRIEZIARES " FRIEIRIEE, *TEAmazonZE R B FR(ARN)ERENTFE D ELER
Fo EEMEDPERBIFIEIE"arn: aws: s3: @ @ " HlUl. "ARN: AWS: S3: : : : exple_bket"
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AWS Policy Generator

The AWS Policy Generator is a tool that enables you to create policies that control access to Amazon Web Services (AWS) products and resources, For more information about

creating palicies, see key concepts in Using AWS Identity and Access Management, Here are sample policies,

Step 1: Select Policy Type

A Policy |s a container for permissions, The different types of policles you can create are an TAM Policy, an 53 Bucket Policy, an SNS Topic Policy, a WPC Endpoint Policy, and an 5QS

Queue Policy.

Select Type of Policy 4—— Eor buckst policy choose S3 Buckel Policy

Step 2: Add Statement(s)

& statement ks the formal description of a single permission, See a description of elemants that you can use in statements,
Effect @ Allow O Deny
Principal | ] N pricaws:iam: Tenan! |Duser/User Name

Ll i COTTNR TSSOt Miiltiphe vidlies

AWS Service  amaron 53 . All Services ('*')

Lise multipie staternents to add permissions far more than cne service

Actions .. Select Actions -- e [ All Actions (') s————— Suloct the 53 sctions to allow or dany

Amazon Resource Name (ARN) | | — ol Bucke! Niame

ARMN whowid follow &
Lise o comma to sepa

ing format: arncanve:s3: o §{ Sucket ams )/ §{ Keyhame}
rmuitiplie valises

Add Conditions (Optianal)

Step 3: Generate Policy
A policy s & document (written In the Access Policy Language) that acts as a contalner for one or more statements,

Add one or more statements above to generate a policy.

B0, WNRBEMFED R, UAVIEBPNEED ERFRFIEXN RHITGetObjectRE. MINRIFIETE

¢ P ch /@ F-4B"Marketing " B F #1752 2 3517,

VRS OTE ) R SR R,

* HERAVHR

* BiAMarketingZB{E2: arn: aws: iam: @ 95390887230002558202: BX&4H/E%H
BRI E

* BINTEEDERIEE—arn: aws: s3: : © : exple_bketarn: aws: s3: : : : exple_bket/*
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AWS Policy Generator

The AWS Policy Generator is a tool that enables you to create policies that control access to Amazon Web Services (AWS) products an
creating policies, see key concepts in Using AWS Identity and Access Management. Here are sample policies.
Step 1: Select Policy Type

A Policy is a container for permissions. The different types of policies you can create are an IAM Policy, an S3 Bucket Policy, an SNS To
Queue Policy.

Select Type of Policy |53 BucketPolicy |

Step 2: Add Statement(s)

A statement is the formal description of a single permission. See a description of elements that you can use in statements.

Effect @ Allow ) Deny

Principal |am:aws:tam::95390&3?:] — arn:aws:iam::95390887230002558202: federated-group/Marketing

Use a comma to separate multiple values.

AWS Service Amazon 53 ~ All Services (I*I)

Use multiple statements to add permissions for more than one service,

Actions - All Actions ('*')

Amazon Resource Name (ARN) |arn‘.aws:53::!axamplebu| 44— arniaws:s3:examplebucket arn:aws:s3: examplebucket”

ARN should follow the following formak: am:aws:s3:::${BucketName}/${KeyName}.
Use a comma to separate multiple values.

Add Conditions (Optional)

* B #"Add Statement"(GRINIZ RIS iR

You added the following statements. Click the button below to Generate a policy.
Principal(s) Effect Action Resource Conditions

» arn:aws:lam::95390887230002558202: federated-group/Marketing Allow s3:® = arn:aws:s3:::examplebucket None
= arniaws:s3iexamplebucket/*

C IEFERTHR
* AP ANBAES”
* BB FGetObjectIListBucket"5=HIHE
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1 Action(s) Selected
(] GetMultiRegionAccessPointRoutes

L L

GetObject
[ GetObjectAcl %
() GetObjectAttributes

/ (] GetObjectLegalHold
(] GetObjectRetention ali
(] GetObjectTagging
[] GetObjectTorrent

L L]

2 Action(s) Selected

() ListAccessPointsForObjectLambda
(] ListAllMyBuckets
ListBucket

/ [ ListBucketMultipartUploads
(] ListBucketVersions X
() ListCallerAccessGrants

C] ListJobs

* BINTEEDERIEE—arn: aws: s3: : : : exple_bketarn: aws: s3: : : : exple_bket/*
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AWS Policy Generator

The AWS Policy Generator is a tool that enables you to create policies that control access to Amazon Web Services (AWS) products an
creating policies, see key concepts in Using AWS Identity and Access Management, Here are sample policies.

Step 1: Select Policy Type

A Policy is a container for permissions. The different types of policies you can create are an 1AM Policy, an S3 Bucket Policy, an SNS Tt
Queue Policy.

Select Type of Policy [53 Bucket Policy V]

Step 2: Add Statement(s)

A statement is the formal description of a single permission. See a description of elements that you can use in statements,

Effect @ Allow () Deny

Principal [ ]

Use a comma to separate multiple values.

AWS Service Amazon 53 ! All Services (.*.)

Use multiple statements to add permissions for more than ane service.

Actions 2 Action(s) Selected ¢ [ All Actions ("*')

Amazon Resource Name (ARN) [arn:aws:sa'_::examplebu] a— arn:aws:s3:;examplebuckel, arn:aws:s3: cexamplebucket/*

ARN should follow the following format: arm:aws:s3: 18 {BucketName}/${KeyMame}.
Use a comma to separate multiple values.

Add Conditions (Optional)

* B#"Add Statement"(GRINIZ RS )i

You added the following statements. Click the button below to Generate a policy,

Principal(s) Effoect Action Resource Conditions
= arm:aws:iam::95320887230002558202 federated-group/ Marketing Allow s3:" = arn:aws:s3:examplebucket None
« arn:awsisd::examplebucket/®
- Allow = 3 GatDbject - am:aws‘.sa:::eumplwu:kﬂ Nowmne
& 53:ListBuckst « arn:aws:s3:iexamplebucket/*

* BEHEMGRE"SRH. KREER—TMEEEN. HRSEREEMRIRE,
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Policy JSON Document

Click below to edit. To save the policy, copy the text below to a text editor.
Changes made below will not be reflected in the policy generator tool,

{

“Id": "Policyl744399292233",

“"Version": "2812-10-17",

"Statement": [

{

"Sid": "Stmt1744399152838",
“Action": “s3:%",
"Effect": "Allow",
"Resource": [

"arn:aws:s3:::examplebucket”,
“arn:aws:s3:::examplebucket/*"
1
"Principal": {
"Aws": [

"Sid": "Stmt1744399288838",
"Action": [

© BHIEENjsonX A, MTFR:
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"Id": "Policyl1744399292233",
"Version": "2012-10-17",
"Statement": [

{

"Sid": "Stmtl1744399152830",

"Action": "s3:*",

"Effect": "Allow",

"Resource": [
"arn:aws:s3:::example bucket",
"arn:aws:s3:::example bucket/*"

1,

"Principal": {

"AWS": [

"arn:aws:iam::95390887230002558202: federated-group/Marketing"

"Sid": "Stmtl1744399280838",
"Action": [
"s3:GetObject",
"s3:ListBucket"

1,

"Effect": "Allow",

"Resource": [
"arn:aws:s3:::example bucket",
"arn:aws:s3:::example bucket/*"

1,

"Principal": "*"

Ittjson el URIEH(ER. A LAIBR"Statement"{T 75 BIIDFNRRZSTT
WIRIEEE A RN MIRE. ol UMBRX LR,

f5an:
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"Statement": |
{

"Sid": "MarketingAllowFull",

"Action": "s3:*",

"Effect": "Allow",

"Resource": |
"arn:aws:s3:::example bucket",
"arn:aws:s3:::example bucket/*"

1,

"Principal": ({

"AWS": [
"arn:aws:iam::95390887230002558202: federated-group/Marketing"

"Sid": "EveryoneReadOnly",
"Action": [
"s3:GetObject",
"s3:ListBucket"
1y
"Effect": "Allow",
"Resource": [
"arn:aws:s3:::example bucket",
"arn:aws:s3:::example bucket/*"

1,

"Principal": "*"

LHERBR(IAM)

T B REANTFME D IR
Ith 4B SRBRIR A0 I BB P 3517 J9Users usernamefy 53 ER AT &R,
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{
"Statement": |
{
"Sid": "AllowListBucketOfASpecificUserPrefix",
"Effect": "Allow",
"Action": "s3:ListBucket",
"Resource": "arn:aws:s3:::home",
"Condition": {
"StringLike": {

"s3:prefix": "S${aws:username}/*"

"Sid": "AllowUserSpecificActionsOnlyInTheSpecificUserPrefix",
"Effect": "Allow",
"Action": "s3:*Object",

"Resource": "arn:aws:s3:::home/?/?/S${aws:username}/*"

EAEIBRNKMUEDR
AR SRBR R FRBI AR P IR EFE D R LB R T MR MERFME D o

()  iesEBsTa7EStorageGRID UIF3RHISIHE, TIR(GEIS3 APIESISIE,
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"Statement": |

{

"Action": "s3:*",
"Effect": "Allow",
"Resource": "arn:aws:s3:::*"
by
{
"Action": [

"s3:PutBucketObjectLockConfiguration",

"s3:PutBucketVersioning"
1,
"Effect": "Deny",

"Resource": "arn:aws:s3:::*"

R BUTE (R A R
I fE D BRERBE 2R W R BUE (R B HAPRIRFI 10K K ERE

{

"Version":"2012-10-17",
"Id":"CustSetRetentionLimits",
"Statement": [

{
"Sid":"CustSetRetentionPeriod",
"Effect":"Deny",
"Principal"™:"*",

"Action": [
"s3:PutObjectRetention"
I

"Resource":"arn:aws:s3:::testlock-01/*",
"Condition": {
"NumericGreaterThan": {
"s3:0bject-lock-remaining-retention-days":"10"
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"Statement": [
{
"Action": [
"s3:DeleteObjectVersion"

1,

"Effect": "Deny",
"Resource": "arn:aws:s3:::*"
b
{
"Action": "s3:*",
"Effect": "Allow",
"Resource": "arn:aws:s3:::*"

RABRFI N BEA QiR R 2N F B R(FIZR)
LEERBE AP I D BRI F B REIR) BB RIRIBRENR. 7ERRIFA study". FHE R "study01"

"Statement": |
{
"Sid": "AllowUserToSeeBucketListInTheConsole",
"Action": [
"s3:ListAl1MyBuckets"
I
"Effect": "Allow",
"Resource": |

"arn:aws:s3:::*"

"Sid": "AllowRootAndstudyListingOfBucket",
"Action": [

"s3:ListBucket"
I

"Effect": "Allow",
"Resource": |
"arn:aws:s3::: study"
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1,
"Condition": {
"StringEquals": {
"s3:prefix": [
"study01/"
1,
"s3:delimiter": [

"/"

"Sid": "AllowListingOfstudyO1l",
"Action": [

"s3:ListBucket"
1,

"Effect": "Allow",
"Resource": |
"arn:aws:s3:::study"

I
"Condition": {
"StringLike": {
"s3:prefix": [
"study0l/*"

"Sid": "AllowAllS3ActionsInstudyOlFolder",
"Effect": "Allow",
"Action": [
"s3:Getobject"
1,
"Resource": [

"arn:aws:s3:::study/study01l/*"
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"Statement": [
{
"Sid": "Deny non userl",
"Effect": "Deny",
"NotPrincipal": {
"AWS": "arn:aws:iam::34921514133002833665:user/userl"
by
"Action": [
Vg3 gl
I
"Resource": |
"arn:aws:s3:::bucketl",

"arn:aws:s3:::bucketl/*"

"Sid": "Allow userl read access to bucket bucketl",
"Effect": "Allow",
"Principal": {

"AWS": "arn:aws:iam::34921514133002833665:user/userl"
by
"Action": [

"s3:GetObject",
"s3:ListBucket"
I

"Resource": |
"arn:aws:s3:::bucketl",
"arn:aws:s3:::bucketl/*"

ReztE o BRRE A DB AE RBp RN REIA Ao
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"Statement": [
{
"Sid": "Deny all S3 actions to employees 002-005",
"Effect": "deny",
"Principal": {

"AWS": [
"arn:aws:iam::46521514133002703882:user/employee-002",
"arn:aws:iam::46521514133002703882:user/employee-003",
"arn:aws:iam::46521514133002703882:user/employee-004",
"arn:aws:iam::46521514133002703882:user/employee-005"

]

b

"Action": "*x",

"Resource": [
"arn:aws:s3:::databucketl",
"arn:aws:s3:::databucketl/*"

"Sid": "Allow read-only access for employees 002-005",

"Effect": "Allow",
"Principal": {
"AWS": [

"arn:aws:iam::46521514133002703882:user/employee-002",
"arn:aws:iam::46521514133002703882:user/employee-003",
"arn:aws:iam::46521514133002703882:user/employee-004",
"arn:aws:iam::46521514133002703882:user/employee-005"
]
by
"Action": [
"s3:GetObject",
"s3:GetObjectTagging",
"s3:GetObjectVersion"
I

"Resource": |
"arn:aws:s3:::databucketl",
"arn:aws:s3:::databucketl/*"
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"Statement": [
{
"Action": [
"s3:DeleteObjectVersion"

1,

"Effect": "Deny",
"Resource": "arn:aws:s3:::verdeny/*",
"Principal": ({
"AWS": [
"5662239930895129492¢6"
]
}
by
{
"Action": "s3:*",
"Effect": "Allow",
"Resource": "arn:aws:s3:::verdeny/*",
"Principal": {
"AWS": [
"56622399308951294926"

StorageGRID FFHY7Efi#E R4 dn A HA
SR ABIE S3 & apAHAECE, LUTHIAIEY M StorageGRID R MIBRIFE I Ro
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ILM MBS BERM, MRINEIEERBEME L
StorageGRID TEF—MEMAEEPRLSZIF 1, 000 £EGAFMN, SMINETULEET XML 7tE&:
* FHAEHE: MHREBAFIE, EAEHETE BERSHAEIEE REBIRIBRIT R
* NoncurrentVersionExpiration : MM RENIERFTREH G, ERZIETEREEIHFRITR,
* jmikas (RIZ%, tmic)
* K& *ID
StorageGRID Z#¥FER U T EED BRIRIEREREE AR E:

» DeleteBucketLifecycle
» GetBucketLifecycleConfiguration

» PutBucketLifecycleConfiguration

Een A HARER LS

ERCIZERBREENSE —F, EFELB—EE— TSR JSON X, 40, Itk JSON X
BN, AR

1. 8 1 SOERF5714% category1/ ILEZ B key2 {E 7 tag2 BIXFR, ExpirationBEIEE 51k & A ILERY
HRETF 2020 F 8 A 22 HF R,

2. 310 2 (EAF S5H1EE category2/ ILECHIFNT R, ExpirationB#3EE 513 28 ILAC AT SIS TEIRENS 100
KidHAo

@ EERBREIMN SH RGBS EEX. NRZrIHREIHA BN XS, WENAE
AMEER, FIRERILEIMEFMED BRPRIFFELENR.

3. #M 3 {UEAF 5HI4 category3/ ILEEHIFTR . ExpirationS#IEE LA RIEAIIE L FIRRAFELE HIE
SETRA G 50 KIH.
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"Rules": [
{
"ID": "rulel",
"Filter": {
"And": |
"Prefix": "categoryl/",
"Tags": [
{
"Key": "key2",

"Value": "tag2"
}
]
}
by
"Expiration": {
"Date": "2020-08-22T00:00:002"
by
"Status": "Enabled"
}y
{
"ID": "rule2",
"Filter": {

"Prefix": "category2/"
bo
"Expiration™: {
"Days": 100
b
"Status": "Enabled"

"ID": "rule3",

"Filter": {
"Prefix": "category3/"

by

"NoncurrentVersionExpiration": {
"NoncurrentDays": 50

by

"Status": "Enabled"
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WEa FHARCEN B TR D
SR MAREXHE. ErLUET % HPutBucketLifecycleConfigurationiEKiG E N B F 12659 8
ER BRGNP ERERRREN AT AND ERFIIR testbuckets

aws s3api --endpoint-url <StorageGRID endpoint> put-bucket-lifecycle-
configuration

--bucket testbucket --lifecycle-configuration file://bktjson.json

EFEmARCERT EMINATFEED K. 154X Ra GetBucketLifecycleConfigurationiE>K. 13
n:

aws s3api --endpoint-url <StorageGRID endpoint> get-bucket-lifecycle-
configuration
—--bucket testbucket

trdE (JERRZASIE) FFHETRRYE an /B HARER R )

90 KSR &R

Rl ItERERIFEESEERNEARNERNMEXEE, FIRiS . BESFEMIBHRE. 1B BRFHE
AHBREFERESE F.

"Rules": [

{
"ID": "Delete after 90 day rule",
"Filter": {},
"Status": "Enabled",
"Expiration": {
"Days": 90

AR AR AR RV A an /B HA SR BE R 151

10 X/EMIEFIE S FiARZ

Rl LREBEABTERIFSRRA R, XENRIMENENHEBMERF SARETE. LFE: &
AR EB SRR RALFEZEF R,
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"Rules": [

{

"ID": "NoncurrentVersionExpiration 10 day rule",
"Filtexr": {1},
"Status": "Enabled",
"NoncurrentVersionExpiration": {
"NoncurrentDays": 10

}

}

]

}
=8 5 MEZFTMRA

Al SIERERBAMRBENTARETUBTMEXHITENRRER. I REEBHIFLRIREUHRE
BRIA LIS RMINE <o

"Rules": [
{
"ID": "NewerNoncurrentVersions 5 version rule",
"Filter": {1},
"Status": "Enabled",
"NoncurrentVersionExpiration": ({
"NewerNoncurrentVersions": 5

HARFEHMARABSTSERMBIPRT IS

Rl IEEREEE BT EEFTA IR SRR ARIFR /G E TEIMIBRTIC, XEIMCRMEERBIAERZMRR. Fak: B
DARGERTEELo
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"Rules": [

{
"ID": "Delete marker cleanup rule",
"Filtexr": {1},
"Status": "Enabled",
"Expiration": {
"ExpiredObjectDeleteMarker": true
}

30 X/EMFRHaTMRES, 60 REMERIFZFIARE, —BERFAEEMMRES, MRS AThRASIZAIMFRRIC

B AYRIRRAMIFL IR R ETRENEwEH, SEMERTIC. K% RREMENRE, BMEREEREEE
FF, BERERBHMERMAEIER.
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"Rules": [

{

"ID": "Delete current version",
"Filtexr": {1},
"Status": "Enabled",
"Expiration": {
"Days": 30
}
by
{
"ID": "noncurrent version retention",
"Filtexr": {1},
"Status": "Enabled",
"NoncurrentVersionExpiration": {
"NoncurrentDays": 60
}
by
{
"ID": "Markers",
"Filter": {1},
"Status": "Enabled",
"Expiration": {

"ExpiredObjectDeleteMarker": true

bR A HitthR A BIMIERARIC, S H “accounts_ BIZ BRI RIRE 4 M IESRIRAMNZED 30 RBIAEIER,
NEFBEMNRIRARE 2 MREMELD 10 XRHLEIER.

BB FEENRIURE MR RIS, BB YFMRATIEYATARA (BERRIRE) NRBESRE
Hi. L% RREFMERAE, MREFERELSER, RARREEBHNME RMHLIER, UHEEHERENR.
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"Rules": [
{
"ID": "Markers",
"Filtexr": {1},
"Status": "Enabled",
"Expiration": {

"ExpiredObjectDeleteMarker": true

"ID": "accounts version retention",
"Filter": {"Prefix":"account "},
"Status": "Enabled",
"NoncurrentVersionExpiration": {
"NewerNoncurrentVersions": 4,

"NoncurrentDays": 30

"ID": "noncurrent version retention",

"Filtexr": {1},

"Status": "Enabled",

"NoncurrentVersionExpiration": {
"NewerNoncurrentVersions": 2,

"NoncurrentDays": 10

#5ie
* EHEENEREMEAPER, FERS LM HEEEETRE—Ho.
* RN ARRRZAT, FSEIREFRREFERTIHRE, MBEREIRIEATE
* EFRRARMY ID EAMNGEEEEM, RAZEENRREEEESR
© XA o E AR N R AEE I R RERIR M, LU B E AT,
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NetApp StorageGRID @—FHHEX NN REREH. ZFHLH. ABETESZEIFE
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AR, GUNEECESRAREE. UEKPLSFESRMESE. FRIPEREZIELEHLEIRE.

StorageGRIDIRH I XK E T B X %M StorageGRIDINBEFNEE A B SR {E S BR AN 1N

NetApp StorageGRIDFIAEUIE D

NetApp StorageGRID

NetApp StorageGRIDMREMEMR RS RAIIRE R B4, HIETEM. R2MME4ee. SRS ITE L
HYLRL0ERTE S R E R IE A, A StorageGRID S3, i FAT1R T E—LesaRli7 S

KEIESH: StorageGRID S3EBIEEIEM. DU RIEEPEEASLEMUAIELHLEIE. UERF
FAApache Spark. Splunk Smartstoref1IDREMIOZ T #1751

HEDE: NetAppE P EFONTAPHIFabricPoolThREfE = M REAS R 22 18] B 5hiS HE S h I StorageGRID, £
RREERBE RN REFME LR, KREIFAFFERBRER. UEEREE XFrTURAREME
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of the job.

Option Meaning Default (Hadoop 3.3.5)
. Committer to create for output to S3A, one of: "file",

fs.s3a.committer.name " - o file
directory”, "partitioned", "magic".

fs.s3a.buffer.dir Local filesystem directory for data being written and/or |${env.LOCAL_DIRS:-
staged. ${hadoop.tmp.dir}}/s3a

fs.s3a.committer.magic.enabled Enable “magic committer” support in the filesystem. true

fs.s3a.committer.abort.pending.uplo (list and abort all pending uploads under the destination

ads path when the job is committed or aborted. true

fs.s3a.committer.threads Number of threads in committers for parallel operations 8
on files.

fs.s3a.committer.generate.uuid Generate a Job UUID if none is passed down from fake
Spark

fs.s3a.committer.require.uuid Require the Job UUID to be passed down from Spark false

mapreduce.fileoutputcommitter.mar [Write a _SUCCESS file on the successful completion true

mapreduce.outputcommitter_factory.
scheme.s3a

The committer factory to use when writing data to S3A
filesystems. If

mapreduce.outputcommitter factory.class is set, it will
override this property.

(This property is set in mapred-default.xml)

org.apache.hadoop.fs.s3a.commit.S3A
CommitterFactory

3472, EEMA/NIRAN
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Option

Meaning

Default (Hadoop 3.3.5)

fs.s3a.threads.max

The total number of threads available in the filesystem for data
uploads *or any other queued filesystem operation™.

64

fs.s3a.connection.maximum

Controls the maximum number of simultaneous connections to
S3. This must be bigger than the value of fs.s3a.threads.max so
as to stop threads being blocked waiting for new HTTPS
connections. Why not equal? The AWS SDK transfer manager
also uses these connections.

fs.s3a.max. total tasks

The number of operations which can be queued for execution.
This is in addition to the number of active threads in
fs.s3a.threads.max.

32

fs.s3a.committer.threads

Number of threads in committers for parallel operations on files
(upload, commit, abort, delete...)

fs.s3a.executor.capacity

The maximum number of submitted tasks which is a single
operation (e.g. rename(), delete()) may submit simultaneously for
execution -excluding the 10-heavy block uploads, whose capacity
is setin "fs.s3a.fast.upload.active.blocks" Al tasks are submitted
to the shared thread pool whose size is set in
"fs.s3a.threads.max"; the value of capacity should be less than
that of the thread pool itself, as the goal is to stop a single
operation from overloading that thread pool.

16

fs.s3a.fast.upload.active blocks
(see also related fs.s3a.fast.upload.buffer
option)

Maximum Number of blocks a single output stream can have
active (uploading, or queued to the central FileSystem instance's
pool of queued operations. This stops a single stream overloading
the shared thread pool.

fs.s3a.block size

Block size to use when reading files using s3a: file system. A
suffix from the set {K,M,G,T,P} may be used to scale the numeric
value.

32MB (tested 1TB data set with
256MB and 512MB block size
shows significant improvement
in both read and write)
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Option

Meaning

Default
(Hadoop 3.3.5)

fs.s3a.multipart.size

How big (n bytes) to split upload or copy
operations up mto. A suffix from the set
{K.M,G,T.P} may be used to scale the numeric
value.

64M

fs.s3a.multipart.threshold

How big (in bytes) to split upload or copy
operations up into. This also controls the partition
size in renamed files, as rename() mvolves copying
the source file(s). A suffix from the set
{K,M,G,T,P} may be used to scale the numeric
value.

128M

fs.s3a.multipart.purge

True if you want to purge existing multipart
uploads that may not have been completed/aborted
correctly. The corresponding purge age is defined
m fs.s3a.multipart.purge.age. If set, when the
filesystem is instantiated then all outstanding
uploads older than the purge age will be terminated
-across the entire bucket. This will impact
multipart uploads by other applications and users.
so should be used sparingly, with an age value
chosen to stop failed uploads, without breaking
ongoing operations.

false

fs.s3a.multipart.purge.age

Minimum age in seconds of multipart uploads to
purge on startup if "fs.s3a.multipart. purge" is true

86400
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Default
Option Meaning (Hadoop
3.3.5)
The buffering mechanism to for data being written. Values: disk,
array, bytebuffer. "disk" will use the directories listed in
fs.s3a.buffer.dir as the location(s) to save data prior to being
uploaded. "array" uses arrays in the JVM heap "bytebuffer" uses
off-heap memory within the JVM. Both "array" and "bytebuffer” will
fs.s3a.fast.upload.buffer consume memory in a single stream up to the number of blocks disk

set by: fs.s3a.multipart.size * fs.s3a.fast.upload.active.blocks. If
using either of these mechanisms, keep this value low The total
number of threads performing work across all threads is set by
fs.s3a.threads.max, with fs.s3a.max. total tasks values setting the
number of queued work items.
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Add cloud

Name
Type
MediaAgent

Server host

Bucket

Credentials

‘Use saved credentials

Name

‘ Use deduplication

Deduplication DB location

NetApp StorageGRID

Select MediaAgent -~

<ip-address-or-host-name=:<port=

<Name-of-the-bucket-in-SG=

Select credentials -
£

Cancel
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Create server backup plan e

Plan name

Backup destinations Add copy
Name Storage Retention period +

Primary storageGRID final test 30

RPO

Backup frequency Runsevery 4 [ Hours =

B Add full backup

Backup window Monday through Sunday : All day
Full backup window Monday through Sunday : All day
Folders to backup v
Snapshot options v
Database options v
Override restrictions v
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4. W NFIENEHORBIARAME = BHR(RPO).

. BERE

B3P BRIEHELLRIPTIERE
g

1. f£CommVault Command Center_£. SfiE|"Protect">"Virtualization (fRF>EE11L)"s
2. F¥INVMware vCenter ServerE il EIRIERF,

3. BERINRINAEIMN EIERER,

4. BEHEAMVMA LIRS RINVMAIHERE, LUEERIUEEITRIRIPAvCenterifiR,
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Add VM group e
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Name

Browse and select VMs Hosts and clusters -

[T

[
D
;)

ect all

1]
o

5
]

] BsGoL1
O P AaoD

ghsG

1 @ 10.193.92.169

] @ 10.193.92.170

] @ 1019392171

] [ 10.193.92.203

] @ 10.193.92.227

[ | 10.193.92.97

] @ 10.193.92.98

] [ 10.193.92.99

@ Ahmad

| & Arpita

[7] & Ask Ahmad before screwing around :)
] @ Baremetal-VM-hosts
| @ CVLT HCI POD

| & DO-NOT-TOUCH

| & Felix

| & Jonathan

1 @ JosephK]

| & NAS Bridge Migration Test
| @ steve

| @Yahoo Japan Test

| & Cloned-GW

] &) GroupA-GW1

| $1john

Backup configuration

‘ Use backup plan

Plan to SG- No dedup v
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9.

EE—PNEIREEEE. — VM —AVM. RARAHEBAN—DEF,
EREE E—ESPOIRNEMITR,
BHEFREUEEEZLENVMA,

EEMWATONSE L. EFE0:

COMMVAULT & q
Command Center

pervis VM groups
-DSN-server
o W Configuration
VMs Content
0] 0 0 @ DNS-server-Bootcamp
Summary

ERFTRENEDER. (AIE)EDTREBEKREFHE. ARBEEHERMEHEL:

® 3 adminy

@ Feedback
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Select backup level

@ Full

Incremental

Synthetic full

When the job completes, notify me via email
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10. SMBEIEEDIE UBEEFIER:

COMMVAULT ® a = 2 admn

Job 21531 - [Backup] Suspend Kill More actions

Job summary Job details

Events &
No data available

EEAEZMERENIR

EHBIRIZSZER. @ CommvaultMediaAgentiE#iiE&E 15 EINetApp AFF A300F& 45, 3
7ENetApp StorageGRID L 8I72 T —M#EBIEIZR, BXMIIZETMERIFAEE. 1BRIRR
AREFH" RS RIGITHRESLE"—T "SI Commvault, LT NetApptéEal BEIER

"o

MiH B2 100 NVMFD 1000 MM, XN ERE & 50/5089WindowsH1CentOS VM, TRER T ELL 8K
ENEE S

B EIRE MERE
HENEEN 2 TB//\B 1.27 TB//)\B¢
HIZS5WREZNMNRER(BHE 2.2 TBI/NE 1.22 TB//\BY
S S HUEMIER)

AT I ERERE. MIFRT 2505 MR SNE2AESFR. MIFRRIEES/ NSRTEM. FER T80 TBLA LRI
&, MFFRZITF EF10: 30F48.

E1: EREI3/\EHIET E R IER 25075 (80 TB) K.
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S$3 and Swift Objects vs Time
2020-03-26 14 5458 EDT to 2020.03-27 14 5458 EDT
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IIDNSHRHrAFQDN. RSN BIEFNEEIEREMEIStorageGRIDT =itl, A FABRSMNENTARITE
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-------------------------------------------------------------

S3\HTTP
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Applications
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------------------------------------------------------------
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MEIRERIEME S
BTVRBAXIXHEPFAREENESER, BEFUT XM / SiikL:

* NetApp StorageGRIDX 4l https://docs.netapp.com/us-en/storagegrid/[]
* NetApp StorageGRID3z#3F https://docs.netapp.com/us-en/storagegrid-enable/

* StorageGRID F5%1 & F #2818 1ITF R ZE N hitps://www.netapp.com/blog/storagegrid-f5-load-balancer-
design-considerations/

* Loadbalancer.org—Load¥F#NetApp StorageGRID https://www.loadbalancer.org/applications/load-
balancing-netapp-storagegrid/

* KEMP—f & F#iNetApp StorageGRID https://support.kemptechnologies.com/hc/en-us/articles/
360045186451-NetApp-StorageGRID
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MERDBECIBER, LI, HibmZiERIStorageGRIDEHEMAIREN0HY, ©XEEBES M bR 2B DB H,
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B X EpEStorageGRIDM XTI mBVIEHE S, 1ES % "StorageGRID 314",

T iR YN{AI7EStorageGRIDA JHTTPS L ESSLIEH
T fR1EStorageGRIDHSLHESSLIE P EE MNP E,

MNREEANZHTTPS, NN EBREERFRE(SSL)IER. SSLIMYANIRAIRFinMiGR. HIIEE(EE
B[S, SSLIEAAIIREBHITMNE . FFWHAIEESSLIEHR. Altt. SSLIERALIKE 2F/EZEERIERMAN
H(CA). BIg0. HEIIEH. £ %Eﬂi S FRIETTAIAAR CA ENE R BE R IER.

BiERERERERZEENCAILER. AALTERITHME P IHERIE, WEHREMEE 5T E28
5 StorageGRIDH. &P im{EEHIEZEiH R,

ERLBCABRKKRIEBHMAAE MBIERRNEIZE iR, SETACAIEBIIIZRERE P iniRFR MM A
MR BIg0. FEONTAP for FabricPool®. &M RIRFGEFRIE MERB(IRIER. MEIES. ImxiEH)L
ZEIONTAPEES,

ERBERIERERFTPIREERHIVES. MAEREMCARIIERERES . RENARREFAIEFEREE
RIEB. FETEBIRIIIE,

SSLIEBEEF ﬁﬁ?@]%%StorageGRlDEﬁéEPEI’JBZEEXJHZ ZEESSLAIEMMIE, Er LU HRE T Easic
BARFPImNAR LS. AEERAMISSLIE B 3 F %285 StorageGRIDBEZEH I TEMRMBEANE . K
%\ .d‘m_JL,(Lﬁlttlmé#ﬂ:StorageGRlDEE?JSSL?%JJ:iﬁ”ﬁ5 MR A FEIBRESSLALIRR. MIIERER

RENHTEE L. HEADNSEM/URLIVERE BMUNE Finlc & /9181 71 3 %2815 5 StorageGRID
BEREAEAURL/DNS &R, BIEEFNBERET, WRANMETFESREE 7EE. N5 StorageGRID
FRLRESSLIER, R, IERNNEEDNSEMURLIFERE R, UNEFIGICE /@i 5 T a8k
FStorageGRID BATHYE I & FAURL/DNS &R, SEEBEN M, IEBPFLFEERENMFHELT R/ R
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Subject DN: /C=US/postalCode=94089/ST=California/L=Sunnyvale/street=495 East Java Dr/O=NetApp, Inc./OU=IT1/0U=Unified Communication
s/CN=webscaledemo.netapp.com
Serial Number: 37:4C:6B:51:61:84:50:F8:7A:29:09:83:24:12:36:2C
Issuer DN: /C=GB/ST=Greater Manchester/L=Salford/O=Sectigo Limited/CN=Sectigo RSA Organization Validation Secure Server CA
Issued On: 2019-05-23T00:00:00.000Z
Expires On: 2021-05-22T723:59:59.000Z
Alternative Names: DNS:webscaledemo.netapp.com
DNS:*.webscaledemo-rtp.netapp.com
DNS:* .webscaledemo.netapp.com
DNS:webscaledemo-rip.netapp.com
SHA-1 Fingerprint: 60:91:44:E5:4F.:7E:25:6B:B5:A0:19:87:D1:F2:8C:DD:AD:3A:88:CD
SHA-256 Fingerprint: FE:21:5D:BF:08:D09:5A:E5:09:CF:F6:3F:D3:5C:1E:9B:33:63:63:CA:25:2D:3F:39:0B:6A:B8:EC:08:BC:57:43
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LT im O _EFRHS3 API:

* S3HTTPS: 18082
* S3HTTP: 18084

AREHEFEFBIAEHTTPSHIHTTPIR [ (4437080)TE RE AR SS 28 LR AEAPI,
(D &7 StorageGRIDIERBABES MEMETA. HAF T RARETRR RS
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curl -X OPTIONS https://10.63.174.75:18082 --verbose --insecure
* Rebuilt URL to: https://10.63.174.75:18082/

% Trying 10.63.174.75...

* TCP_NODELAY set

* Connected to 10.63.174.75 (10.63.174.75) port 18082 (#0)

* TLS 1.2 connection using TLS ECDHE RSA WITH AES 256 GCM SHA384
* Server certificate: webscale.stl.netapp.com

* Server certificate: NetApp Corp Issuing CA 1

* Server certificate: NetApp Corp Root CA

OPTIONS / HTTP/1.1

Host: 10.63.174.75:18082

User-Agent: curl/7.51.0

Accept: /

HTTP/1.1 200 OK

Date: Mon, 22 May 2017 15:17:30 GMT
Connection: KEEP-ALIVE

Server: StorageGRID/10.4.0
x—amz-request-id: 3023514741

AN N N AN ANV V V V V

EFXHHABTHNETRANE

BHE. NetApp ARIVMITETXAETIRRANE, fli, BEEREE RIRRENEFEIRPEIEZE— X H
—healthcheck.htmo A, AHFEBIIEBH TG M. ZMTER/LIERR:
*CEURTFENMKP. “NRBEATHBEEXMAKF. Wi TRRERRK. HEFRZLEBERFEER,
* IR RIPAN, ENANBIRRIPARXAVEIETS R, AXMERT. MRREBTIRANREXHFHNR N

ﬁ%ﬁ?ﬁi}ﬁﬁ\ MEEITIVRRERERW. HEFEBERAZAZRETRARFNEET R MEEREAL

* EHZETEK. AHTEREXOHMENEFET RIER—ARXH. MMEIRIFZEZAERE.
CCEREEE, BRMHMNES TN REIETIREEX A S & B MR MEE R
MRFBHIITETATHEBTNIRE. BEAEETASIEREOBRNTRER.
SIERFAM
IERFAEED, REFE)RIBAITFAEHTTPRIERSAINE, BIABERT. FETRIE10DHEEFZE.

RAMEK, tHeettr. RANARFALOASMEEENEILRIE; B, REXERELTITARSELA
HR. MREHRETEATESZE. WLV E=F A HTEE ENSIERFA M,

EPMTERA U

IE. EMREBRIAERAAWS S3MEINFGE. BIAStorageGRIDMIF L AR N IFREFRN. BREMY
AR RMEMTERIR . EIMTERIBRNENZEEDEK.

EXTFEPMTERIN. BHRITUTRE:

251



* ZIFBEFTDNSER: *, .s3.company.com

s FRTEE T RIEZFRISSLIE P HBEIRT: * .s3.company.com—YEE R BRRIA T B X ER BRI
PR LR, StorageGRIDHLETIFRIFER A8, FabricPoolZx N AEF L EMtt. iR,

REEEIMTEXR. EES3 APIIRSRMEIT AR ER.
SSLE& |k
B=HHETERE LHSSLRILEAREME . WRAHTFERZH. MRIFRIE.
SFF=MECE:

* *SSLf%i#, *SSLIEFHENBEE X AR SMIEHLEEStorageGRID Lo

* *SSLEAIEMEBMMZE(GERIN). *MNREELEAHTFEE EMITSSLUEREE. MAZEStorageGRID LR
FSSLIEH. MXAGERRER. WEEEXEERKEmRFIERETESE ENEMREMNE,

* MERAHTTPALESSL, *fEUMECER. SSLEE=FhHTEE AL, fHFHTHEESStorageGRIDZ[ERY

BERAHITINE. LR FASSLEZThEE(RTSSLERANTIALIEER. HLRBER).

BEEikE

NREERNNHTERLEEB. WL Hi7EStorageGRID L ZEIEH, H#FXRE: B[RS S[IEF>TRE
EAPIARSS i = AR 55 23 IE o

RE P IHIPRI L

StorageGRID 11.45| N\ T RS = A F RIS, BEBEF RN AIEFIPE 4 E|StorageGRID. AIECE

ItIhEE, BXIFAMEE. HEN "WNEE B StorageGRIDUUMEHAE = A E7E AN H T E28, "
BEBAXFFIRkUEERER PN ARZFNIP. BHRITUTSE:

T

1. TEZBAEHPIEREF P,
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B SR
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AP RERAE. “EFEE: Support{Metrics > S3 Overview > LDR HTTP SiE]

* *Metrics API.*#f storagegrid http sessions_incoming currently established
T fi#StorageGRIDEZE YL
T #EZ P HINetApp ITE R Storage GRIDEEE B/ 8 FE f1,
AR Rf35#EA T StorageGRIDZE F (E#ENetApp IT)SLHERECE,
FAFS37FfiE 5 ERAIF5 BIG-IPAit i 2 B R E TIR N E IIT S
ERLEF5 BIG-IPAMREEERETIROROE HITE. BRITUTSE:

ps

1. BIEH B ER,
a. fETypeFE&H, A HTTPS,
b. 1RiETH E A & Y8l Bl fRANEEET,

C. EREXFHBEFERH, BN OPTIONS / HTTP/l I\r\n\r\n. \N\nFKREIZE,; REMAEHKIPREGE

BN =P EFEANFES, BXIFMEER, 13BN hitps:/support.f5.com/csp/article/K10655,

d. £Receive String (EWFRFER)FEH, HAN: HTTP/1.1 200 OKo

253
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Locs Traffic . Monitors

Genaral Propartios
I Hame [hup:_mranwm
Desaipion |
I Tipa HTTPS -
Parant Monitos [ rttos =
Configuration: | Basic :I'
| tnfendal '|5 sBconNdS
Timeout IEC seConds
| OFTIONS 7 HTTR/L.1\IwmAr\n
Send Sting
| frTeit.1 200 ox
Racatve Sting
Racaln Disable String
Cipher List | | DEFALLT +SHA +IDES EDH
User Hame 1
Password
Riverse | ™ veg ¥ Np
Transparent | ™ vag & Mo
Aliss Agdress [[* at Addresses
Aling Servca Pon | [-anPorts =]
Adaptive ™ Enabled

2. ERIEMAR. AFENENEORIE— .
a. PDEEE L—FHeIENEBEITIRR BT,
b. EZFABFE S,
c. YEHEARSSIHO: 18082 (S3).
d. RN =

Citrix NetScaler

Citrix NetScaler N7l = 8 E— PN EIAIRSS 28, FHi5StorageGRIDEET =il AN BiEFIRSE2S, AEKBESD
(AEBRSS ",

ERHTTP-ECVIiz{ TR E MITeR oI B E N SR, UEEDIETISERAZUCERRITEINNZ TR N E
2000 AHTTP-ECVECLE T ZEF TR HIIHEWF T H8.
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TERACY
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Loadbalancer.org

Loadbalancer.orgEXfStorageGRIDi#1T 7 H O HEMMIR, HiztT XENEESE:
https://pdfs.loadbalancer.org/NetApp_StorageGRID_Deployment_Guide.pdfs,

KEMPEXiStorageGRID#17 T B 2RISR, HIEMT AENECEIER: https://kemptechnologies.com/
solutions/netapp/o

HA {12

EHAProxyEZ & S {EFHoptions request. F7Ehaproxy.cfgfhiEIBITIRTICER 200K EMA,, &0] LUK F1iREY
PEHOFNEMIHO. F190443,

LU 21EHAProxy £ 1IESSLAYRI:
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frontend s3
bind *:443 crt /etc/ssl/server.pem ssl
default backend s3-serve
rs
backend s3-servers
balance leastconn
option httpchk
http-check expect status 200
server dcl-sl 10.63.174.71:18082 ssl verify none check inter 3000
server dcl-s2 10.63.174.72:18082 ssl verify none check inter 3000
server dcl-s3 10.63.174.73:18082 ssl verify none check inter 3000

LI N ESSLE @R G:

frontend s3
mode tcp
bind *:443
default backend s3-servers
backend s3-servers
balance leastconn
option httpchk
http-check expect status 200
server dcl-sl 10.63.174.71:18082 check-ssl verify none inter 3000
server dcl-s2 10.63.174.72:18082 check-ssl verify none inter 3000
server dcl-s3 10.63.174.73:18082 check-ssl verify none inter 3000

B % StorageGRIDECERISTE /RG], 15E MW "HAProxyBL E " GitHub EBY,

¥ StorageGRIDHAYSSLIE %
T fRAN{AI{EStorageGRID I IESSLIEE,

BN HTEHRGE. ENERAOpenSSLAMAWSHSITRES TAWIEEE, SN SREHMYARFIESZ
BRSSLEZE AR Y,

T fi#StorageGRIDAY 2 /5 f1 & F A1 5K
T fi#StorageGRIDA 2 FHAFH FERNIZITEFRFMAME XK,

RNHTFHEESDNSER. LUETEZ 1 StorageGRIDIL 5= 7 B ET BERRH, bINBERTEStorageGRID1g,
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MEIRERIEME S
BTVRBAXIXHEPFAREENESER, BEFUT XM / SiikL:

* NetApp StorageGRID: SEC 17a-4 (f). FIRA 4511 (c)fICFTC 1.31 (c)-(d)& M HiT(H
https://www.netapp.com/media/9041-ar-cohasset-netapp-storagegrid-sec-assessment.pdf

* NetApp StorageGRID NIST FIPS 140-3 RAZANEIAIE https://csre.nist.gov/projects/cryptographic-module-
validation-program/certificate/5097

* NetApp StorageGRID NIST SP 800-90B /&IAIE https://csre.nist.gov/projects/cryptographic-module-
validation-program/entropy-validations/certificate/223

* NetApp StorageGRIDINEAMLE L2 0B A ENIAIE https://www.commoncriteriaportal.org/nfs/ccpfiles/
files/epfiles/565-LSS%20CT%20v1.0.pdf

* StorageGRIDX 1% Dl Ehttps://docs.netapp.com/us-en/storagegrid/[]
* NetAppr=maX i https://www.netapp.com/support-and-training/documentation/
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S3 Object Lock

Allows you to specify retention and legal hold settings for the objects ingested into a bucket. If you want to use 53 Object
Lock, you must enable this setting when you create the bucket. You cannot add or disable 53 Object Lock after a bucket is
created,

If S3 Object Lock is enabled, object versioning is enabled for the bucket automatically and cannot be suspended.

Enable S3 Object Lock

Default retention

Disable

o New objects added to the bucket will not be protected from being deleted or overwritten. Does not apply to objects already in the bucket
ar to objects that have their own retain-until-dates,

Enable

@ New objects added to the bucket will be protected from being deleted or overwritten based on the default retention mode and period
you specify below, Does not apply to objects already in the bucket or to objects that have their own retain-until-dates.

Default retention mode

Governance

Users with special permissions can change an object’s retention settings or they can override these settings to delete the object.

@ Compliance
Mo users can overwrite or delete protected object versions during the retention pericd.

Default retention period @

g0 Days v

Maximum retention period on this tenant: 100 years

270


https://docs.netapp.com/us-en/storagegrid-enable/
https://www.netapp.com/support-and-training/documentation/
https://www.netapp.com/media/9041-ar-cohasset-netapp-storagegrid-sec-assessment.pdf
https://www.netapp.com/media/9041-ar-cohasset-netapp-storagegrid-sec-assessment.pdf
https://www.netapp.com/media/9041-ar-cohasset-netapp-storagegrid-sec-assessment.pdf
https://www.netapp.com/media/9041-ar-cohasset-netapp-storagegrid-sec-assessment.pdf
https://www.netapp.com/media/9041-ar-cohasset-netapp-storagegrid-sec-assessment.pdf
https://www.netapp.com/media/9041-ar-cohasset-netapp-storagegrid-sec-assessment.pdf
https://www.netapp.com/media/9041-ar-cohasset-netapp-storagegrid-sec-assessment.pdf
https://www.netapp.com/media/9041-ar-cohasset-netapp-storagegrid-sec-assessment.pdf
https://www.netapp.com/media/9041-ar-cohasset-netapp-storagegrid-sec-assessment.pdf
https://www.netapp.com/media/9041-ar-cohasset-netapp-storagegrid-sec-assessment.pdf
https://www.netapp.com/media/9041-ar-cohasset-netapp-storagegrid-sec-assessment.pdf
https://www.netapp.com/media/9041-ar-cohasset-netapp-storagegrid-sec-assessment.pdf
https://www.netapp.com/media/9041-ar-cohasset-netapp-storagegrid-sec-assessment.pdf

TR EANRUEAPIRI LN RHA):

RT.I-%%DLII:E (=] /iT% %F.‘Zﬁﬁ ?Rﬁ%m|a$ﬁ/%4j{lu\o

aws s3api put-object-legal-hold --bucket mybucket --key myfile.txt --legal
-hold Status=ON --endpoint-url https://s3.company.com

REGZRBIRESHEAZREEME. EibrT O8I GETHRE#HTTIVIE,

aws s3api get-object-legal-hold --bucket mybucket --key myfile.txt
-—endpoint-url https://s3.company.com
{
"LegalHold": {
"Status": "ON"

g;&[ﬂ /£{% EH ﬁfﬁﬁ%’élﬂ*ﬂ(uo

aws s3apl put-object-legal-hold --bucket mybucket --key myfile.txt --legal
-hold Status=0FF --endpoint-url https://s3.company.com
aws s3api get-object-legal-hold --bucket mybucket --key myfile.txt
-—-endpoint-url https://s3.company.com
{
"LegalHold": {
"Status": "OFE"

RENRRBN., SERRBIIER.

aws s3apl put-object-retention --bucket mybucket --key myfile.txt
--retention '{"Mode":"COMPLIANCE", "RetainUntilDate": "2022-06-
10T16:00:00"}"' --endpoint-url https://s3.company.com

B, pRDIBBRREMERE. FLbER LUEE GETIE AR R BIRES,
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aws s3api get-object-retention --bucket mybucket --key myfile.txt
-—endpoint-url https://s3.company.com
{

"Retention": {
"Mode": "COMPLIANCE",
"RetalinUntilDate": "2022-06-10T16:00:004+00:00"

NERATHNRUENFED RISERIARBHRE . REBHAFRUARINE N BE(L,

aws s3api put-object-lock-configuration --bucket mybucket --object-lock
-configuration '{ "ObjectLockEnabled": "Enabled", "Rule": {

"DefaultRetention”": { "Mode": "COMPLIANCE", "Days": 1 }}}' —--endpoint-url
https://s3.company.com

SRZHIRE—E. RMEAREEMAMmY. Eib. FTUHRITGETUIIEEE,

aws s3api get-object-lock-configuration --bucket mybucket --endpoint-url
https://s3.company.com

{
"ObjectLockConfiguration": {
"ObjectLockEnabled": "Enabled",
"Rule": {
"DefaultRetention": {
"Mode": "COMPLIANCE",
"Days": 1

ETR, GrUENARBEENER TRENKRBAFEDERF.

aws s3 cp myfile.txt s3://mybucket --endpoint-url https://s3.company.com
PutiE{EriSE 2R B,

upload: ./myfile.txt to s3://mybucket/myfile.txt

EREWR L. LHIFADBRIKENREFENENFERIRAN R _ ERIREREEL.
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aws s3api get-object-retention --bucket mybucket --key myfile.txt
-—endpoint-url https://s3.company.com
{

"Retention": {
"Mode": "COMPLIANCE",
"RetainUntilDate": "2022-03-02T15:22:47.202000+00:00"

FERABREIEHINE HITZE D ERHITE RGP
T fRSN{A{E B StorageGRID CloudMirrori& 3 & 8 #ll 2 — Rk iz6E 50 o

FHIEFFENARRFN TEAEMESHRUMERS. F—MHAER. BHREHIEIRE—MEPH ZHKIFMHE D EX(
TR ZRMARBE,). 5EEAStorageGRIDF & ARSE CloudMirrorBI{E R E thS3imk =,

StorageGRID CloudMirrorigStorageGRIDIY—MAH. B IABLE NTER E N FE 2 BRI RIS NIRETFE 7D BREY
BEHEFZENXWBIR. MAEHIMER. BT CloudMirror@StorageGRIDEI—NER AL, EILFREEXA
B REERETS3 APINKE g ErIUEBRARAEGINER FTEEELET 2. EXMERLT. &
RENERINEEDENIERAHIT L ReEZFNEMEE, Alt. ErJLUERStorageGRID ILMZERES]
2, SN, RIBFESFINEEENRBE. F58K. BRURAIKEHMKEFRE,

G EN— M REE. EBIREFHEDBRNTEE N EIRUR S MhRAEIN R—ERE EIREEE S

fifo IESN BAMERIBIFED BRPFoIBFREFED ERPRHERRINR. @z INEEEMERIESD.

4lNetApp CloudSync. FILUAEMBIARR S E=EGIMIFR. —REFMEDRER T RAERIMAREBNRUMERNS
—PMRAZ. FETFSENKF . XEKPAIRSSER_RUERT. HNBET. ENRERRREEF 7
DEBIME—IRP . MXFMRE FTRE R EEN EME LBIKFBIIAR. RZTF A

BIEED R BRSO BH N ERECERAITHE. SR LRI TAAREEMERES:

I
1. EfZE CloudMirror. FHSIEIRBIE— M EESREIFS,
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Create endpoint

: - Select : 1tication type
o Enter details : (E) elect authentication type
Optional

Enter endpoint details

Enter the endpoint's display name, URI, and URN.
Display name @

MyGrid

URI ©

https://s3.company.com

URN @

arn:aws:s3:::mybucket

2. mREFHESR L. EESH UERAEERNRR.

<ReplicationConfiguration>
<Role></Role>
<Rule>
<Status>Enabled</Status>
<Prefix></Prefix>
<Destination>
<Bucket>arn:aws:s3:::mybucket</Bucket>
<StorageClass>STANDARD</StorageClass>
</Destination>
</Rule>
</ReplicationConfiguration>

3. BIZILMAN A EBEF M EMRAFEFTENEEE, FinRflh. BETEFENNRVIERITRZ.
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Create |ILM Ru lE Step 1 of 3;: Define Basics

Wame | WyTenani - versicen retention

Description | retain non-current versions for 3 days

rrytwraal [(ME2ELA R0 BN 15047 ])
Tenart Accourty [aptional] @

Bucket Bame comMaing meytiucked

Create |LM Rule step 2 of 3: Define Placements

Configure placemant instructions to specify how you want objects matchad by this rule to be stored

MyTanant - verslon retention
LT -Gt PR it fof B9t

A& rube that uses Noncurrest Time orly applies to noncurent versions of 53 clyjects.
You cannot use this rule as the default rule in an ILM policy because [t does nat apply to current object versions.

Reference Time Moncurrent Time
Placements @ 11 Serm by start day
Framday @ stare  for - L days H
Type | replicated = Location || sitel Copies 2§ Temporary location | - Dptional - - + |
Retention Diagram @ L metresh

Irigues
simi —

IR AR, RE30KR, LI EEA] LURSETEILMALN R A AN EB BN 25 B (a] sk S RihR 4
X RECEMN. ULERFED BREFMERSETE, A AN RRSHNEEREHITEEES,

B RRAIE SR (RIF M IAM SR BE 3 1T BN ZRER (BT

7 FEN{ANiEd 7 Storage GRID X 1211 73 2 5 FR R ANl H 3 AR P R 2 4H SKIEIAM SR BE R
RIPERERTE,

AERERAMNRYPENEF BB FMRIFEIEN—MTER. AFEIREBRARESIES. HERART2H K
FEIAMERES. LISRHIA P EENRIREREED. EAERGN. AR CIBHNEIRBIERAFAZRIRE. M
RMEVIFRITR AR L 2B IR MR, NIRGHIE RN R M BRI P AU PREE AR 75 VB LA TR 2R
M HEEFIRIERIERIARAE, 5 E—fiIER—. ILMAN AR ERZ ALY BN B IR E R FThR AN AR
B, RRE. MAREEEH N EEREERLRSIIKS . ELBUNPTE N RIERF RS KA A A P ECE RS
BRMIIR. REINMEARBLIFRATFERERF N ARFEBHNITHEMEE. HABRRBELEARERF

275



R AR REIS ITRVETIRIE. NetAppBINAFEFERBAFallow. FNIERATGELRSINMNVIRIE. BHEER
FIR AR RIEL ZIRIE, WFURRF R, ELT|RNMEIEDeleteObjectVersion. PutBucketPolicy

. DeleteBucketPolicy. PutLifecycleConfigurationFlPutketVersioning. LARA LA Ei4RiEECX S BRI R kiR Zs
HRRASIEHIRCE

7EStorageGRIDH, S3 AR B RNMHEF EELRILERSREFTEME 7. THFFEIZBAARN
, ERRANIRE, AIUAERIXAEESRER,

Create group

i T i 8 -
() Choose agroup type () Manage permissions o Set 53 group policy
LI L =

Set S3 group policy @

An 53 group palicy controls user acceds permissions to specilic specific 53 resources, including buckets. Mon-root users have no access
bry default.

No 53 Access

Read Only Access "Staternont”; [

[
Full Access PERect™: "Allow",
“Action™ |
@ Ransomware Mitigation @ "s%CreateBuciet”,
31 DeleteBurcke!”,
Custom *si:DelatefteplicationConfiguration”,
Murid be a valld JSON karmatted string ) “sd:DeleteBucketMetadataMotification”,

"51-Get Buckethc]™,
“sd:GetBucketCompliance”,

nrﬂu;.’:.l I

TEHRAXRBIAR. HREEEXATHIASHA BIREULFIENRIMELE,

"Statement": [
{
"Effect": "Allow",
"Action": [
"s3:CreateBucket",
"s3:DeleteBucket",
"s3:DeleteReplicationConfiguration",
"s3:DeleteBucketMetadataNotification",
"s3:GetBucketAcl",
"s3:GetBucketCompliance",
"s3:GetBucketConsistency",
"s3:GetBucketLastAccessTime",
"s3:GetBucketLocation",
"s3:GetBucketNotification"
"s3:GetBucketObjectLockConfiguration",
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"s3:
"s3:
"s3:
"s3:
"s3:
"s3:

"S3

GetBucketPolicy",
GetBucketMetadataNotification",
GetReplicationConfiguration",
GetBucketCORS",
GetBucketVersioning",
GetBucketTagging",

:GetEncryptionConfiguration",
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:

GetLifecycleConfiguration",
ListBucket",
ListBucketVersions",
ListAllMyBuckets",
ListBucketMultipartUploads",
PutBucketConsistency",
PutBucketLastAccessTime",
PutBucketNotification",

"s3:PutBucketObjectLockConfiguration",

"s3:
"s3:
"s3:
"s3:
"s3:

"S3

"S3

"S3

"S3
"S3

1,

PutReplicationConfiguration",
PutBucketCORS",
PutBucketMetadataNotification",
PutBucketTagging",
PutEncryptionConfiguration",

:AbortMultipartUpload",
"s3:
"s3:

DeleteObject",
DeleteObjectTagging",

:DeleteObjectVersionTagging",
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
:ListMultipartUploadParts",
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:

GetObject",
GetObjectAcl",
GetObjectLegalHold",
GetObjectRetention",
GetObjectTagging",
GetObjectVersion",
GetObjectVersionAcl",
GetObjectVersionTagging",

PutObject",
PutObjectAcl",
PutObjectLegalHold",
PutObjectRetention",
PutObjectTagging",
PutObjectVersionTagging",

:RestoreObject",

:ValidateObject",
"s3:
"s3:

PutBucketCompliance",
PutObjectVersionAcl"

"Resource": "arn:aws:s3:::*"
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"Effect": "Deny",

"Action": [
"s3:DeleteObjectVersion",
"s3:DeleteBucketPolicy",
"s3:PutBucketPolicy",
"s3:PutlLifecycleConfiguration",
"s3:PutBucketVersioning"

1,

"Resource": "arn:aws:s3:::*"

BRI IREN AL

T RRANfAIE A StorageGRIDIE A BEA £ SR (F M R IAEMME E 7 E 1R,

7EStorageGRID 12.0 1, FRINT I LZIZHEMRINGE, LU BIRAEHIN T HRRAHNOL M. 9234
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KA IR AT R OIS A R

XEWEMREFERE T HRRGRE, SAUNR—MYERIIRS IR, HRaaERs2is

ERFRB N RMARA, SR UERLL DT FMERSEAFERATHITILR, MUREMLENREE T T AR %
TURERHEN—H7. EERILUERDZFER, TRAEREHNENERT/FIIDREE P iRiRF.
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n StorageGRID Tenant Manager

CASHBZMRIY
Buckets » bass-bucket
STOIAGE (811 "
. base-bucket

i Regecn: us-east-1 Space uzed: 0 bytes

ACCRSS = &

AR AGERE T Dale creatsd 2025-06-25 MOTAT 5T Capacity |imit —
Obaject cownt; g Oipect count limit: =
[habete chijerss in duriet et s

53 Console Ducket optiars Buckei access

Branch buckeis for base-bucket

A branch bucket provides access to objects in s buckel as they sxsted ot o certain teme, A& branch bucket provisdes access 1o protected data. but doesn'tserve a5 4 backup, To continue 1o
arotect dats sk thege {egbres on base buckote 53 Object Lock, cross-grid repicatian for base buckets, or bucket palicies for versioned budoots to clean up old object versons

m &
a

lranch tnscieet name 3 Branch bucket ype (71 2 Before time (31 2 Dwiw orested . 3

brandh backet- 1 Rend-write 2005-06-25 1deD52 IST I05-06-25 140607 IST

* BRSO EERREE, BITA—EEED, ERARS T 5ESFAERRERI KIATIFS.
* EREZARM D X EFERBN, FHERELEND FERMEE,
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Create branch bucket of base-bucket

Manage settings
o Enter details 9 9
Optional

Enter branch bucket details

Branch bucket name ()

Required

Region @)

Before time (3)

6/25/2025 = 03 :| o4 PM | IST

Branch bucket type
@ Read-write

In the branch bucket, you can add or delete objects or object versions,

O Read-only
in the branch bucket, you can't modify objects. In the user interface, bucket settings related to the modification of objects
will be disabled.

Cancel

TR-4765. (5¥=StorageGRID)

StorageGRID 431Z 87T
T RN E R S ER S FBRR R (71 90Splunk) 4537 Storage GRID & 47

BE B UEITNetApp StorageGRIDEF M RIFME. BIER R LUREMN E20. HERINZRERLER
BRSO TIE H, ARERMET B XN MSiE X BRI ANER BIMNE ST N AR —RRMIES. XY
EENFTI AN ST EHRR 5.

NetApp StorageGRIDZEBEEHZ MESMNE N T RAMN. XEESMT AT AERSHARBENREER
%, 7EStorageGRIDEFESHNHMEMAL D, HIMBIRBERARESH. MMBNERIET. (FAEER. £\
IREHkER R T ARTEIRSZ (N =k 7)) B I inl B A N 37 B AR R BV E(E. IR 2IFBIEE, @d5H
MrStorageGRIDIRHAVEIRE. BRI T f2E S TIER HHMHBAEINRE. FIiNARIIEZE R,

StorageGRIDIRE T RNRITIRIZF A H B, SIRERIZEHAEStorageGRID. HFAEBRIRAEXEMNX
B, HINFEEXLEER. MESRASISEPF MY, StorageGRIDM™ fa X4 L PDFIE T TE &g
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IS EEXN T A #HTANTE. FHITIe A fER SN N BIZR (F1NSplunk) 5 Storage GRID R 4o

BIRR
EREINEIENetApp StorageGRID. 1HE WA T i MRS EER X StorageGRID A Fia TR AR ERV ENIR,

* *Web UIFIE B 1Ro *StorageGRIDHﬂ%’éﬁ%ﬁ?ﬂﬁT PRERE. IR REERAEZEETXETERE
BHER. FAEERA. BRALURNT BIRSEANER. UEHITHRIEHFRMWERS.

* *BEtZHEE, *StorageGRIDZFREARNE. RIMMFFFEAIRIENBAFZAS. ERATLIRENRM
SR EIEANNBIINARIN RV E s AR,

. *Metrlcs API.*StorageGRID GMIBEKEEFMINAPI. EAUIEBAPIIREIH, @it XA E. SR LUERIN
RUS3EFN 347 T ELREVEE

MAREHIENMER
BTHREXEAXHEPREENESER, BEEFU T / 2M4:

* NetApp StorageGRIDXA4H(y https://docs.netapp.com/us-en/storagegrid-118/

* NetApp StorageGRID3z#5 https://docs.netapp.com/us-en/storagegrid-enable/

* NetAppr=maX 4 https://www.netapp.com/support-and-training/documentation/

* &EH FSplunkBINetApp StorageGRIDR FBFERF https:/splunkbase.splunk.com/app/3898/#/details

EAGMIE EiR 5T StorageGRID

StorageGRIDME IR A E(GMI)E EMRIZHt T StorageGRIDERZRMIAVEHE. AITBTF
AWM TR HENESE,

EAGMIE BRI EMRHE ML OA N
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https://docs.netapp.com/us-en/storagegrid-118/
https://docs.netapp.com/us-en/storagegrid-enable/
https://www.netapp.com/support-and-training/documentation/
https://splunkbase.splunk.com/app/3898/#/details

© Alerts if usage exceeded subscription ‘ ‘ Upgrade, expand, decommission,
licensed CEPGC”V recover nodes from Ul and APIs
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1E1d PrometheusE1HEEISIRAPI

Prometheus,-E AT UWREBITN RS, E@iIGMIf|a)StorageGRIDAJER AU ProMetheus. 155% E|3 8
. Support[Metrics ]o

Metrics

Access charts and metrics to help troubleshoot issues.

@ The toals available on this page are intended for use by technical support. Some features and menu items within these tools are intentionally non-functional

Prometheus

Prometheus is an open-source toolkit for collecting metrics. The Prometheus interface allows you to query the current values of metrics and to view charts of the values aver time
Access the Premetheus Ul using the link below. You must be signed in to the Grid Manager

» hitps/lwebscalegmi netapp.com/metrics/graph

Grafana

Grafana is open-source software for matrics visualization. The Grafana interface provides pre-constructed dashboards that contain graphs of important metric values over time

Access the Grafana dashboards using the links below. You must be signed in to the Grid Manager.

ADE Grid Replicated Read Path Overview
Account Service Overview LM S3 - Node

Alertmanager Identity Service Overview 53 Overview

Audit Overview Ingests Site

Cassandra Cluster Overview Node Streaming EC - ADE
Cassandra Network Overvisw Node (Internal Use) Streaming EC - Chunk Service
Cassandra Node Overview Platform Services Commits Support

Cloud Storage Pool Overview Platform Services Overview Traces

EC Read (11.3) - Node Platform Services Processing Traffic Classification Policy

EC Read (11.3) - Overview Renamed Metrics Virtual Memory (vmstat)

BE. BRI UEESMENIZHERE,

Prometheus -

.

B MME. &R LUAEIPrometheus R, &R LIMIEA SRR BiElR. EERUSIRAEIS,
Ei#{TPrometheus URLZEIA). 1BIRBLIT T BIR(E:
+

®
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1. EEWNAERFIEEN. BN BYIHIETR. MFHENMS. KRB L StorageGRIDFINodeFF SkHI3ERR
FTREE,

2. BEEESIMTEANHTTPSIES, BB storagegrid http, RRIERF
storagegrid http sessions incoming currently establisheds BFExecute. FLUBEF T

%IJ A*ﬁ_tJJLT'fI:I IGO0

@ S UHURLAEZNE AN ERASHARE. EXEWNEAEETRLARR, NetAppZiE
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BN EEZERZEPrometheusSifil. RAXFEITAHME O, BINEAREHGEEIAPI
IlalfET.
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1818 7] LS Storage GRID B X2 AP Rl B B9 £k
EBIAPISHIENR. BRITUTEE:

1. MGMIFR, 38 FEBIAPIXXAY],
2. AT A EIMetrics. FAFIEFEGET /grid / metric-query-o
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metrics Operations on metrics

7_ /grid/metric-labels/{label}/values Lists the values for a metric label

/grid/metric-names Lists all available mefric names

/grid/metric-query Performs an instant mefric query at a single point in time

The format of metric queries is controlied by Prometheus. See https//prometheus io/docs/querying/basics

Parameters
Name Description
query = =i
string Prometheus query string
(query)

storagegrid_http_sessions_incoming_current
time .
string($date- query start, default current time (date-time)
time)
imn time - query start, default current time (date-t/
timeout :
string timeout (duration)
(query)

120s

clesr
[lid DI VAS =N __[1_1_Prometheus URLEIHFRENVERE . Eu U BREESES I EET A EEL

BIHTTPSIEMEE, R R LA T EJISONMEI AR LA, TEIE R T PrometheusZE iGNNI,

contamwpe[ pplication/json

Responses

Curl

curl -X GET "https://10.193.92.230/api/v3/grid/metric-query2query=storagegrid_http_sessions_incoming currently_established&timeout=120s" -H "accept: application/json™ -H "X-Csrf-Token:

0b94910621b19c120b4488d2e537e374"

Request URL
rrently_established&timeourt=12

Server response

Code Details.

200 Response body

T21:26:36.0082",

apiVersion®: *3.27,
data!

resu]tType "vector®,
"result®: [

toragegrid http sessions_incoming currently_established”,
s-storage-17,

"storagegri

"aScchZG b52a-4d78-95ec-0f21e76c61bd",

"1dr",
fc56d838-cd56-423b-af@7 -edeBala2885d" ,
"us-east-fuse”

FERAPIMMBET. ERTMURITEE FHRIENES

285



{£StorageGRIDH £ CURL 5 iRIFEHR

T BB IN{EE A CURLIBE 85 1T REiA e tTo
ERITURME, BRMFIREURNCHE, EIERTHE. BRITUTHE:
TE

1. MGMIFR, R EBIAPIXHE],
2. M TRDESHIIEUBHIRNUEF. UTRESBEETTPOSTAHENSH,

a uth Operations on authorization R

m fauthorize Get authorization token i

Hame Description

body *
object
(bady)

Example Value  Model

{
“uitername”: “MyUserName™,
“password”: "MyPassword”;

Farameter content type

[ application/json w

Responses Response content type application/jsen w

3. BER A EATHGMIE S S MEREEEY.,
4. BEBIT
5. BHITEBHMEBATIRHNEHEGS. FEEMIEIAREOTR, KaSWTHR:

curl -X POST "https:// <Primary Admin IP>/api/v3/authorize" -H "accept:
application/json" -H "Content-Type: application/json" -H "X-Csrf-Token:
dc30b080elca%9c05ddb81104381d8c8"™ -d "{ \"username\": \"MyUsername\",
\"password\": \"MyPassword\", \"cookie\": true, \"csrfToken\": false}"
-k

() mREmCMEBaSHHTR. WoGERESHER. 5, R ER

6. BT ERURLSB LG, W AERE— MRS, IMTEIFR:
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{"responseTime" :"2020-06-
03T00:12:17.0312z","status":"success", "apiVersion":"3.2","data":"8ale528d
-18a7-4283-9%9a5e-b2e6d731e0b2"}

M7E. SR LUERRNSEF R RBIE CURLIGIRIER. ThREEEIMNEESET NS EEM
"StorageGRIDFHER T, BR. HFERBR. HRINERT —PRA. EREER"EHIFiERE
T GET /grid /metric-labels/ {label"} /values,
7. flEd. LUFHA _ ERENR S R URLE £ 1§ 7 Storage GRIDH 5 ik -2 & R
curl -X GET "https://10.193.92.230/api/v3/grid/metric-

labels/site name/values" -H "accept: application/json" -H
"Authorization: Bearer 8aleb528d-18a7-4283-9ab5e-b2e6d731lel0b2"

Curlsr R ER LA T it -

{"responseTime":"2020-06-
03T00:17:00.844z","status":"success", "apiVersion":"3.2","data": ["us-

east-fuse","us-west-fuse"]}

£ StorageGRIDAFfYGrafanafs EIREE &R
T fE AN al{sE A Grafana SR E AT {1 A 5 = Storage GRID K 1.

Grafana@—# BT EEr TR, RINBERT. HNMNFEWETEEMR. AlietE XxStorageGRID%
SV AE AMmEAE .

HEFRNE SR N BT EE. BRI AT REH TRERR. BEHEASIFER. . BEEEF
fET REYEIR. IFRITU TSR,

pZ
1. TEGMIFR, 3E: Support[Metrics Jo
2. 7£Grafana#f3 T, #EENodels BiRo
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Grafana

Grafana is open-source software for metrics visualization. The Grafana interface provides pre-constructed dashboards that centain graphs of important metric values over time.

Access the Grafana dashboards using the links below. You must be signed in to the Grid Manager.

ADE Grid
Account Service Overview ILM
Alertmana Identity Service Qverview

Audit Overvie Ingests

Cassandra Cluster Overvi Node

Cassandra Network O Node (Internal Use)

Cassandra Node Ove P m Services Commits
Cloud Storage Pool Overview Platform Services Qverview
EC Read - Node Platform Services Processing
EC Read - Overview Renamed Metrics

3. ZGrafanad. BENRBEANBEFHEMNEAT R, EXMERT. Kik

L/(-FFI%@.FF[/—J_E,JL: :%xgﬁo

7£StorageGRIDAH{FE M2 77 AR K

Replicated Read Path Overvie

53 - Node
§3 Ov
Site

Streaming EC -

Streaming EC -

ADE

Chunk Service

B EET . IREHNESL

TR EMEE RE DR, LUEEML L StorageGRIDF IR E,

MEBDERIRME T —MRIBRIEHEF,. 2. IPFWE AT E28 il
FH 52 StorageGRIDAYF I E BB EFE1T.

BEEREDLRE. BHRITUTIE:

p

1. ZGMILE. SZIHR: EERFRE>BEN XK.
2. BEeNE+

3. T NERBEAYR MRAN IR,

4. GIEITEFIM,
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Create Matching Rule
Matching Rules
Type @ | Tenant “

Tenant  Jonathan\Wong (22497137670163214190) Change Account

Inverse Match @ [

(oo | o

S. IR EPRH(FIE),

Create Limit

Limits (Optional)

Type @ — Choose One —
— Choose One —
Value @ | Aogregate Bandvidth In

Aggregate Bandwidth Out
Concurrent Read Requests
Concurrent Write Requests
Per-Request Bandwidth In
Per-Request Bandwidth Out
Read Request Rate

Write Reguest Rate

oo [l

6. RIFHRER
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Create Traffic Classification Policy
Policy
Mame Match a Temant
Description {optional)
Matching Rules

Traffic that matches any rule is included in the policy.

4 Create || # Edit || % Remove

Type Inverse Match Match Value
® Tenant Jonathan.Wong (22497137670163214190)

Displaying 1 matching rule.
Limits (Optional)

=+ Create

Type Value Units

fm Jimmibe Emps
No limits found.

= |

BEESERRED KREEXEXAVIEIR. BERERVRES. ARBEEN. EHEEMGrafanal 81k, H
B R T ESRIEREN FERSRNEFER.

B8 Traffic cation Policy -

Load Balancsr #equast Complation Rate

Write Request Rate by Dbject Size
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EREZ A E%TStorageGRID

T RN el{E A StorageGRID &% B & 14 7 #ER A FIWNA& SR KA aAF] A SplunkZE L
A#i7EED .

I StorageGRIDEHZAE. &R LUER XEPNMRENRIFAES. ATLUBINFSAFHFEIZAEUMS
o BXMASHFEZASHIFMRR, B55H (EERERE) -

SHEZE. &R LIEBSplunkdfLogstash + ElashSearch® HE 2 T A 7 2 5 P JE sk 8 B 12 AT 2R FO AR
EOMIRS

BXHEZHEBIFAEE. 5SS StorageGRIDX ., HEIH, "#HiZHE"

A& A FSplunkiIStorageGRID R &7

T B#E A T SplunkAINetApp StorageGRIDN AIEF. ZMN AR A IFEESplunkEE
Y93 4 StorageGRIDIF R,

SplunkZ@— NEFEE. BTFSNTENEIEHAEREHIZRS]. LURHEARIIERMOINEE. NetApp
StorageGRIDN I 2 @& A FSplunk B9k i0ER4. BT SN FEE MStorageGRIDF! Y EIE,

BXAIRE. ALRMACESStorageGRIDINETRYIRH. 1ES M https://splunkbase.splunk.com/app/3895/#/
details

TR-4882: Z3tStorageGRIDEH M

StorageGRIDZ &1
T RRUNEITE RN EN L =& StorageGRID,

TR-48821R T —4ASC M iR, AT ERFIEE TEAINetApp StorageGRIDR %, WREFILEER
M. WALIZEEIETTRed Hat Enterprise Linux (RHEL)BEIAN(VM) Lo ZF5ER. E=8YIE(SEM )T
BN E LRI BN F AR E N IT/3 1 StorageGRIDASFUARS " HAE M "RE, —LRFP AIRERIRIIRERA
RARSHNRFIEEERS ZIEREBEIE.

B X StorageGRIDMZZE TN ERNN T H#E. 1B5E N https://docs.netapp.com/us-en/storagegrid-118/landing-
install-upgrade/index.html F= XIS R, ARFE4FEFStorageGRID Jo

EFIEEFE 280, iLFAN1E T B— T NetApp StorageGRIDINEFHIITE. 7ZEFMMKRIEEZEER, StorageGRID
7£PodmangkDockerF{E N B 2R WARSSETT,. TEUIREIAR, RLEERZIEFVUIRIERA(FEEDockerBis
17StorageGRIDIHRVRIERST). RLERFESBEEN LT N EVHIEITHIDockerazs. FEULEER. AT &

AEEEMESEAEF AR, BiIsAEMIEEVESERDRS. BXFHAEE, BHET—T, "<
% StorageGRIDBVHITR 4"

KEARE PR B MR EHN L IEE REStorageGRID, H7E. EEWME— N TIERENZEF imH
&, XERSZHN AR PERREER,

MEIRELRENES
EFATRARANREFNENER. BFEFEUTXEEIR:
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* NetApp StorageGRIDX R0y hitps://docs.netapp.com/us-en/storagegrid-118/
* NetApp StorageGRID3z#5 https://docs.netapp.com/us-en/storagegrid-enable/
* NetApp= X https://www.netapp.com/support-and-training/documentation/

Z ¥ StorageGRIDAYHITR 514
T RS E StorageGRIDFIERIITE. 1F6E. W&, Dockerfl T m KM,

TREXR
TR T SMIERBStorageGRIDT R X FFNREZFEE K, XEStorageGRIDT RFIENREZ R,

TRRR CPUZI RAM
BIER 8. 24 GB
=& 8. 24 GB
BIPS 8. 24 GB

b, SMEDockerEHELRISER6 GB RAM, LUBERIEST. Hit. fIf, BfE—M1EDockerEAl L
REHE SRR EAMIRS . NHIT LT

24 + 24 + 16 = 64 GB RAM. 8 + 8 = 161%

RFIFZMAIRSHREEL 7 XEER FFA PG/ FHRSS (StorageGRIDA 2R )4 & EI = MIIERSS 88 Lo

ML E R
= A StorageGRIDFEEHE:
* RRREWE). *MERPFAET R ZEfERAIAER StorageGRID =,
Iz
)IL

* “BESURE(RNE). AT RAEENERINRE,

 CBPIRE(ANE). *TEIMNPEFImN REFMMEZ EERERE, SFEKE S3 M Switt B ImAIFTE X
RE ﬁﬁlaiko

BRZAILECE =1 W% LA FStorageGRIDAR S, SMMELBELIMUTF—MRMBFHE. FEEESE, WM
RFFIETNREUTFE—FWNLE. WARFEERMX ML,

LA, HIEHBERINEZ L. EPEENBRNEFHRE. B UHEERI— N EERERKAITIZHM
TIREs

RME—BotREIFrE TN FREOERER, fl. NREIMNR EERMED. Blens192fens224. N
ENEBNRS ZIFAE EN LHE—MSKEVLAN, EltLER. RERFZGXEIRERIRGSE|DockerF 2z, #
R HEIRS Neth0@if2Hleth2@if3 (AR EIZEBFRABIF). FHitb. —HHRBEIFESTE,

B XDockerMEEZATi5 BH

StorageGRIDERMEHI S FELEDockerB s LA A Fl. EARERADocker (FKubnetessSwarm){HaY
MR, /. StorageGRIDEPR ESIE AR ERI—net=none. X#¥. Dockerfi A& W B ERITIEAINLIERE
121F, StorageGRIDARBAEM ARG BMNTAREXHFHFEXIEOCIE— 1 FBmacvlani&&. ZIREFEE
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— PMHEIMACHENE, FHER— D REMAINELIRE. AT UMYIBZOIZWEIEE. RS, macvianiR& BB ERS
R TE. HFEGBRABEEFMeth0. eth1Zeth2z—, Y. HNEIREBEFIIRERAEPRRABI N, £4
T, DockerBZ2SHFBIMIEMLZIZE Neth0. B ImMLEZ Neth2, MRETE—INEEME. NIHEEERE
F¥& Heth1,

ERLEMENEPIFEH. BEMKRENHIMACHIL IR ERARIMRI. IR AITYIE
@ REBEWNRIES EXNYIEMACHILE R ERIMACHIIL RV EIE L, +40R7EVMware vSphereHiz

7. WFEETTRHELEY. MTEiRfEStorageGRID R E R AP IRFART. MACHINEEEER

ML, ERZHIBRT. UbuntusiDebian&RA] LATE A HITXLEE BN FiEiT, +

FHREEK
BT RERE TR ANNETSANREE IR S AR 9%

KPRV FIE A TSStorageGRIDARSZ KR, MAEATFENWRUS MIEEN. RIEHE
I, IR EAXEEENFITESMIEENNKE "VEEENAERMENK" +REREFF

@ fEStorageGRIDAZFRIRITE ESHNRIEUX GRS, EERIFEFIEENIEXHR
g, BENFBERGERBEXLER, REZ. RIGENFEABGLER Isblk’  EREEEEMN
BRERGRHITRINNEER. +

TRER LUN A& LUN #& LUNHER/NK FBEFIXH BN THREEFRE
N AR

2B EETRASTE SMEETDR  90GB & BLOCK_DEVICE_ VA
/var/local (k& —1 R LOCAL =
FISSDIEEEA) /dev/mapper/ADM

-VAR-LOCAL

FrET R Dockerfzfiith. i+ SNENWPE S1FR8100 ZF—etxd RER—E I FHE
/var/lib/docker ZVM)—H GB HAENXHRG(ER
for container BRET RS 2)
pool

BER EENSHEZAE(E SMEETR  200GB £ BLOCK_DEVICE_AU
BERBPNARFKEE) — DIT LOGS
/var/local/audi =/dev/mapper/AD
t/export M-0S

BER BEETRR(EESR SMEETR  200GB £ BLOCK_DEVICE_TA
YR FEE) - BLES =
/var/local/mysq /dev/mapper/ADM
1 ibdata -MySQL
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B ALREEBE R

BIEARE
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ADM-MySQL

e

Name
Dockerfzfi#
SN-OS
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Dockerfzfi&

/var/local
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YR ENABMER

BER ERFIRAITENRNEERBE S, BRI URGIRERFN—AESEN. HPaE= 1R EEMN)
ARs528. 161%. 64 GB RAMAIMMNMEEL, MNMRFEESNEULE. FILEMBEE A IR L9 ER 1L
EEEO. AETREEXHPERAFTVLANIRZEEO. #l80bond0.520, MIREFLEITEAHERE. KA
M BRREEZRAEFIET

WTERR. XERSIIGIEE /N "Dockerdzs. ENEVFET. RAMBITE G EZZ. AE I Besiet24
GB. AENURERFA A FIRH16 GB,

Host 1 Host 2 Host 3

Admin Node Gateway 1 Gateway 2
- - -

Storage Node 1 Storage Node 2 Storage Node 3

SMIEEN(HVM)FRFERIERAMA24 x 2 + 16 = 64 GB, FRIIE T EHN1. 2M3PAFRIHEETFE,

FHA1 X/ (GiB)

Docker?zfi& /var/lib/docker (XEE%)

200 (100 x 2) EIEAR

BLOCK DEVICE VAR LOCAL 90

BLOCK_DEVICE AUDIT LOGS 200

BLOCK_DEVICE TABLES 200

FHES 2R SN-OS
/var/local (I&&)

90 Rangedb-0(1&%)

4096 Rangedb-1 (1)

4096 Rangedb-2 (1)

295



FA 2
Dockerfzfi&

200 (100 x 2)

GW-0S */var/local
FiER2s

100
4096
4096

FAH3
Docker?zfi&

200 (100 x 2)

*/var/local

e

100
4096
4096

X/ (GiB)

/var/lib/docker (HEE)

XA 28

100

*/var/local

Rangedb-0
Rangedb-1
Rangedb-2

X/ (GiB)

/var/lib/docker (HEE)

MK AR

100

*/var/local

Rangedb-0
Rangedb-1
Rangedb-2

DockerfZfiEHNItE A2 B Mvar/local (1A 28) 721100 GB xf & 28= 200 GB,

HEETR

E}yStorageGRIDAYAT]

BIMY(NTP). DNSFIEH R

HUER. BHRLERHEL 9.2hRHBASSH, RIBRIESERISEMAEREO. MKRE
EEMEME EEDER—

MO, MEFFENE ELEDERS—

MO, NREFEAMNZHVLIANARZEED. FRBUTRA#ITEE, BN, RFEEREARENSZORE

=3 I

NREFEEMEMEZO LEAVLANARIS. NERNEENAS U TR

/etc/sysconfig/network-scripts/ .
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# cat /etc/sysconfig/network-scripts/ifcfg-enp67s0

# This is the parent physical device

TYPE=Ethernet

BOOTPROTO=none

DEVICE=enp67s0

ONBOOT=yes

# cat /etc/sysconfig/network-scripts/ifcfg-enp67s0.520
# The actual device that will be used by the storage node file
DEVICE=enp67s0.520

BOOTPROTO=none

NAME=enp67s0.520

IPADDR=10.10.200.31

PREFIX=24

VLAN=yes

ONBOOT=yes

HETR BRI A& LR RO BRI 48 12 & J9enp67s0, EWRAILIZHERISE. B0, HE0, TILEEMHEIRZE
FOEMSIEO. WRMEEHREHFRIAVLANSEAIAVLANK SRS KB, WARTET RECE XA EA
HVLANFRICHYZ Mo StorageGRIDA A S AZBUHFRICLAKMM. F AR E IR IFR G IR,

{EFHiISCSH& & Al iETFiE

NRAEFAISCSIFEE. M IifatRhost1. host2Flhost3 B & B ARIIRIGE. LIREHEK, HXhost1
. host2fhost3MTFMEER. BB N " AELENBERN .

BEAISCSHKEFE. BTAUTIE:
p
1. ANRFEFAIMERISCSITFAE, WINetApp ERTIZENetApp ONTAPORIE BN, BLEUTRGE:

sudo yum install iscsi-initiator-utils
sudo yum install device-mapper-multipath

2. ERE NN LHEEHIERFID,

# cat /etc/iscsi/initiatorname.iscsi
InitiatorName=ign.2006-04.com.example.nodel

3. ERAFE2HMBEIEFBIR. BEFEMEIZE LALUN (BIRPPIREEEM A/ MG IS MFAE FiEER

REf=1

4. FRAUHERIFEIZEALUN iscsiadmo
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# iscsiadm
# iscsiadm
Logging in

portal: 10.

-m discovery -t st -p target-ip-address

-m node -T igqn.2006-04.com.example:3260 -1

to [iface: default, target: ign.2006-04.com.example:3260,
64.24.179,3260] (multiple)

Login to [iface: default, target: ign.2006-04.com.example:3260, portal:
10.64.24.179,3260] successful.

()  sBxamEe. BB0 EERISCSISHIES" Red HatE 1A L,

S BREREZRFZIGEREXEXALUN WWID. BEEiTUTaS:
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# multipath -11

NREFAH ZRRZILEERISCSI. IFEAM—REZIMETIKEZHA] . ZRVRREIREERFHLUSE

WA REFBR.

/dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:1:0

WRTEEMFRSAMES. REFH /dev/sdx IEEEMATRESSHAT, +NREASK
RiG%E. BIRWMTAREER Jetc/multipath.conf SXEFLUERRIRZ, +

() sepesTseaTREsaL. CTETEFETRETALE. BEIATHR.
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multipaths {
multipath {
wwid 36d039ea00005f06a000003c45fa8f3dc
alias Docker-Store
}
multipath {
wwid 36d039ea00006891b000004025fa8£597
alias Adm-Audit
}
multipath {
wwid 36d039ea00005f06a000003c65fa8£f3£f0
alias Adm-MySQL
}
multipath {
wwid 36d039ea00006891b000004015fa8f58¢c
alias Adm-0S
}
multipath {
wwid 36d039ea00005f06a000003c55fa8f3e4
alias SN-0S
}
multipath {
wwid 36d039ea00006891b000004035fa8f5a2
alias SN-Db0O
}
multipath {
wwid 36d039ea00005£06a000003c75fa8f3fc
alias SN-Db01
}
multipath {
wwid 36d039ea00006891b000004045fa8fbaf
alias SN-Db02
}
multipath {
wwid 36d039ea00005f06a000003c85fa8f40a
alias GW-0S
}
}

TEENURIER LR DockerZ i, BRI HIEFLUNS R &S /var/1ib/docker, HMLUNTETI RAD
EXHHHITENX. FHEZEHStorageGRIDAZEEMA, BMEN. ENFZETRETVRERFFR. MEERE
AREFH. XEXHRFRTERFDE,

INRIGEEARRISCSIZFFHILUN, 5TEfstabXX R BERMFUTITHRS. MNaiFmAR. EMLUNAEEER
FENRIERZR. BLMER NI ARIZE,.
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/dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:1:0 /var/lib/docker ext4
defaults 0 O

HERZEDocker
EHEHFDocker®E., BEMUTTE:

p
1. 7EFTE = & ENMIDockerfZiEE L BIB XM R

# sudo mkfs.ext4 /dev/sd?

MRFEANERE ZHKEMISCSILE, 1BEFH /dev/mapper/Docker-Storeo

2. BlEDockerfFfEBiEE S

# sudo mkdir -p /var/lib/docker

3. ¥DockerfF B EZHIZMIMFZBRINE] /etc/fstabo

/dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:1:0 /var/lib/docker extd
defaults 0 O

QBEFEAISCSIgEN. BINERUT netdev i, MREAFAFBEASMIRIGE. NENERIIZE

_netdev defaultso

/dev/mapper/Docker-Store /var/lib/docker ext4 netdev 0 0

4 HYMXGRAHERWEERBR,

# sudo mount /var/lib/docker
[root@hostl]# df -h | grep docker
/dev/sdb 200G 33M 200G 1% /var/lib/docker

o HFMEEREA. EXAHEMAIR,

$ sudo swapoff --all

6. BREXLIGE. iEMletc/istabPMIBRFIE 3L E. fFlan:
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/dev/mapper/rhel-swap swap defaults 0 O

() mmkmezmcs, NarBRIETEE,
7. M SRTMAEREED. LBIR /var/1ib/docker BHATFE AFFERAISEIEE.

Z3tE T StorageGRIDAYDocker
T RN % %E5E A T StorageGRIDAYDocker,
ER#Docker. BETERUTTE:

3
1. JaDockerfid Eyum repos

sudo yum install -y yum-utils
sudo yum-config-manager --add-repo \
https://download.docker.com/linux/rhel/docker-ce.repo

2. RERFIRINRHE,

sudo yum install docker-ce docker-ce-cli containerd.io

3. BnfiDockers

sudo systemctl start docker
4. ixDocker.

sudo docker run hello-world

. ffafRDockerfE R4 B ahBTIET T,

sudo systemctl enable docker

JIStorageGRIDE&E T R ECE X4
T FRUN{E 79 StorageGRIDE S T5 m BC B A5
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BAEME. TREEIEEEUTIE:

il
1. EFRE XM LBIE /etc/storagegrid/nodes BRo

sudo [root@hostl ~]# mkdir -p /etc/storagegrid/nodes

2. A MR NEIRFIRHX M. URERE/ M REEAR, TP, BINESSIN LS MEE
MBI T o

@ XHEBRATFEXEFNEETREM, B0, dcl-adml.conf FMARAMITR del-

admlo

-FEH:
dcl-adml.conf
dcl-snl.conf

-EM2:
dcl-gwl.conf
dcl-sn2.conf

-EM3:
dcl-gw2.conf
dcl-sn3.conf

EEESETREEXM

MUTRBIER /dev/disk/by-path 1&Re ERILUEITA T o< RIGIEREREIE:
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[root@hostl ~]# 1lsblk

NAME MAJ:MIN RM SIZE RO TYPE MOUNTPOINT
sda 8:0 0 90G 0 disk

F—sdal 8:1 0 1G 0 part /boot

L—sda2 8:2 0 89G 0 part

—rhel-root 253:0 0 50G 0 lvm /
F—rhel—swap 253:1 0 9G 0 lvm
lL—rhel-home 253:2 0 30G 0 lvm /home

sdb 8:16 0 200G 0 disk /var/lib/docker
sdc 8:32 0 90G 0 disk
sdd 8:48 0 200G 0 disk
sde 8:64 0 200G 0 disk
sdf 8:80 0 4T 0 disk
sdg 8:96 0 4T 0 disk
sdh 8:112 0 4T 0 disk
sdi 8:128 0 90G 0 disk
sr0 11:0 1 1024M 0 rom
RLATReE<:
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[root@hostl ~]# 1ls -1 /dev/disk/by-path/

total O

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:02:01.0-ata-1.0 ->
../../sx0

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:0:0 ->
../../sda

lrwxrwxrwx 1 root root 10 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:0:0-partl
-> ../../sdal

lrwxrwxrwx 1 root root 10 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:0:0-part?2
-> ../../sda2

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:1:0 ->
../../sdb

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:2:0 ->
../../sdc

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:3:0 ->
../../sdd

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:4:0 ->
../../sde

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:5:0 ->
../../sdf

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:6:0 ->
../../sdg

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:8:0 ->
../../sdh

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:9:0 ->
../../sdi

FEETRRA

AN g =N

/etc/storagegrid/nodes/dcl-adml.conf

TSRS

@ R REALUERE LT RAIZER /dev/mapper/alias IR irR. B/ERARIZFRFR(EN)
/dev/sdb « RAENAIRESEEMSHINER. FHIMIEEM™ERIT,
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NODE_TYPE = VM Admin Node

ADMIN ROLE = Primary

MAXIMUM RAM = 24g

BLOCK_DEVICE VAR LOCAL = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:2:0
BLOCK DEVICE AUDIT LOGS = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:3:0
BLOCK DEVICE TABLES = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:4:0
GRID NETWORK TARGET = ensl92

CLIENT NETWORK TARGET = ens224

GRID NETWORK IP = 10.193.204.43

GRID NETWORK MASK = 255.255.255.0

GRID NETWORK GATEWAY = 10.193.204.1

CLIENT NETWORK CONFIG = STATIC

CLIENT NETWORK IP = 10.193.205.43

CLIENT NETWORK MASK = 255.255.255.0

CLIENT NETWORK GATEWAY = 10.193.205.1

FHET R

NG =

/etc/storagegrid/nodes/dcl-snl.conf

OISR

NODE TYPE = VM Storage Node

MAXIMUM RAM = 24g

ADMIN IP = 10.193.174.43

BLOCK_DEVICE VAR LOCAL = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:9:0
BLOCK DEVICE RANGEDB 00 /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:5:
BLOCK DEVICE RANGEDB 01 /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:6:
BLOCK DEVICE RANGEDB 02 /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:8:
GRID NETWORK TARGET = ensl92

CLIENT NETWORK TARGET = ens224

GRID NETWORK IP = 10.193.204.44

GRID NETWORK MASK = 255.255.255.0

GRID NETWORK GATEWAY = 10.193.204.1

o O O

BESEREN(

NI g =N

/etc/storagegrid/nodes/dcl-gwl.conf
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OISR

NODE TYPE = VM API Gateway

MAXIMUM RAM = 24g

ADMIN IP = 10.193.204.43
BLOCK_DEVICE VAR LOCAL = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:1:0
GRID NETWORK TARGET = ensl92

CLIENT NETWORK TARGET = ens224

GRID NETWORK IP = 10.193.204.47

GRID NETWORK MASK = 255.255.255.0
GRID NETWORK GATEWAY = 10.193.204.1
CLIENT NETWORK IP = 10.193.205.47
CLIENT NETWORK MASK = 255.255.255.0
CLIENT NETWORK GATEWAY = 10.193.205.1

% % StorageGRID &K #i X RN &
7 fRUN{AI R4 Storage GRID A ik R AN R4 €L,

ELREStorageGRIDIKHI R RN B, HEITU TGS

[root@hostl rpms]# yum install -y python-netaddr
[root@hostl rpms]# rpm -ivh StorageGRID-Webscale-Images-*.rpm
[root@hostl rpms]# rpm -ivh StorageGRID-Webscale-Service-*.rpm

I5iFStorageGRIDEZ & X 14
T fRA{A 343 StorageGRIDMER B X F N B
EHAEStorageGRIDT R QIR E XA G /etc/storagegrid/nodes « WAMIEX L HINS,

EWIFREXHNAS, FESTENLBITUTHS:
sudo storagegrid node validate all

MRXEXHERTIR. WaHEERS M EXHYERET:
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Checking
Checking
Checking
Checking
Checking
Checking
Checking

-

for misnamed node configuration files.. PRASSED
configuration file for node dcl-adml..
configuration file for node dcl-gwl..
configuration file for node dcl-snl..
configuration file for node dcl-sn2..
configuration file for node dcl-sn3i.
for duplication of unigue wvaluss between nodes.. PA

NREEXHAER. REEERANESMER. MREKMEMEERIR, WHASEEXLEER, AGBHE

[}

At
o

IR

Checking

Checking
ERROR :

ERRCR :
ERROR :

Checking
ERRCE :

ERRCR :
Checking

Checking

Checking
FOD

o

EEROR:

ERRCR:

for misnamed node configuration files..
ignoring /etc/storagegrid/nodes/dcl-adml
ignoring /etc/storagegrid/nodes/dcl-sn2.conf.keep
ignoring /etc/storagegrid/nodes/my-file.txt
configuration file for node dcl-adml..
NODE TYPE = VM Foo Node
VM Foo Node is not a valid node type. See *.conf.sample
ADMTN ROLE = Foo
Foo is not a valid admin role. See *.conf.sample
BLOCK DEVICE VAR LOCAL = /dev/mapper/sgws-gwl-var—-local

Xdevfmapper/;gws—gwl—var—local iz not a valid block device

configuration file for node dcl-gwl..

GEID NETWOER TARGET = bond0.1001

bond0.1001 is not a valid interface. See “ip link show’
GRID NETWORK IP = ERudag

10.1.3 i=s not a valid IPv4 address

GRID NETWORK MASK = 255.248.255.0

255.248.255.0 is not a wvalid IPv4 subnet mask
configuration file for node dcl-snil..

GRID NETWORK GARTEWAY = G [} § 0 8 N

10.2.0.1 is not on the local subnet

BDMIN NETWORK ESL = 192.168.100.0/21,172.16.0foo

Could not parse subnet list
configuration file for node dcl-sni..
configuration file for node decl-zn3.. PRSS
for duplication of unique values between nodes..

GRID NETWORK IP = 10.1.0.4

dcl-sn2 and dcl-sn3 have the same GRID NETWCRK IP

BLOCK DEVICE VAR LOCAL = /dev/mapper/sgws-sn2-var-local
dcl-snZ and dcl-sn3 have the same BLOCK DEVICE VAR LOCAL
BLOCK DEVICE RANGEDB 00 = /dev/mapper/sgws-snZ-rangedb-0
dcl-snZ and dcl-sn3 have the same BLOCE DEVICE RANGEDB 00
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[ETh StorageGRID EH1ARSE

T fRAN{AI B 5hStorageGRID AR SS -
ZB&hStorageGRIDT S HARENEENEHBIEEMBEH. B3 AHE5IStorageGRIDENARS .
EZnpStorageGRIDENARS . IBRHRUTETE,

p
1. EENENLEBITUTHS:

sudo systemctl enable storagegrid
sudo systemctl start storagegrid

() e, EHERAEEE—EE,

2. ITITU T an < AR E ETT#HIT:
sudo storagegrid node status node-name

3. MFEMIREIFIRZSHITI 5 Not-Running Stopped, EBEITU TS
sudo storagegrid node start node-name

g0, RIELUTREIE. BNER) dcl-adml TR:

[user@hostl]# sudo storagegrid node status
Name Config-State Run-State

dcl-adml Configured Not-Running

dcl-snl Configured Running

4. NIREZ A ERAH BEhStorageGRIDENARSS (HE AT ZIRS EEERAHBEN). BEIEBITU TS

< .

sudo systemctl reload-or-restart storagegrid

7£StorageGRIDHEZE MK EIE2S
TR E BB 5 _EMYStorageGRIDHER B AR SR8,

BT EEET R LM EERSEAF R EACEStorageGRIDAG KT L .
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"TEEHERARSRER"
"} StorageGRID RZZHHT"
"BEELHNREHTARE"
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SN EIEER
EAMKREIEETE XA E StorageGRIDRAZFTENFIEE R,
FHAZ AT HFGCHMETEET SHERBBET,
BEANREEREXER. BERUTIE,

p
1. @ AT itk R AR B T2 RS

https://primary admin node grid ip

HE. eI LUBEI%EO844314(R1Grid Managero

https://primary admin node ip:8443

2. BEHRHEStorageGRIDR S, BT R B/~ AT AL E Storage GRIDMEHITIE
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License

Enter a grid name and upload the license file provided by Metipp for your StorageGRID system.

Grid Mame

License File Browse
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I_ic%nse Sites Grid Network Grid Nodes NTP DMNS Passwords

Summary

Sites
In a single-site deployment, infrastructure and operations are centralized in one site.

In a multi-site deployment, infrastructure can be distributed asymmetrically across sites, and propertional to the needs of each site.
Typically, sites are located in geographically different locations. Having multiple sites also allows the use of distributed replication and
erasure coding for increased availability and resiliency.

Site Name 1 MNew York +

B - |-

3. %EE-F_ﬂ;_o

¥k s StorageGRID
T RS L s AN 2 StorageGRID LR B Bl e M EE B 2o

L StorageGRIDAY, E/DEIE— PN ILR, BB E il KiZS StorageGRID RAH A S EFTZAE

A&,
BEAMILR. BTRAUTIR:

p
1. 7ESitesTUE L. HINIEZETF,

2. FRMAEMER, BRERE—NERFESUNMS. ARERERBEMXAEERHNIZET. RIEE
AR BINRINR AT LS EMIE R, ERZRILIRIN 16 bR,
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Summary

Sites
In a single-site deployment, infrastructure and operations are centralized in one site.

In a multi-site deployment, infrastructure can be distributed asymmetrically across sites, and propertional to the needs of each site.
Typically, sites are located in geographically different locations. Having multiple sites also allows the use of distributed replication and
erasure coding for increased availability and resiliency.
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Grd Network

fou mist specity tha subnets that are used on the Grid Metwand. These enimes fypicaly include the subnets for the Grd MNebwon: for
each 5% N your SloragedRID system. Select Discovar Sdd Networks fo aulomalicaly add subnets Lased on the nebwork.
configuration of all registered nodes,

Hole: You must manualy add any subneds Sor NTP, DNS. LDAP. or glher extornal sarvers accessed through the Gnd Network gatesay,

Subnat 1 10,193,204 G024 ®
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S
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Summary
Grid Nodes
Approve and configure grid nodes, so that they are added correctly to your StorageGRID systemn.
Pending Nodes
Grid nodes are listed as pending until they are assigned to a site, configured, and approved.
| e Appm| | ® Remove Search Q

Name It

Grid Network MAC Address 1! Type I Platform 11 Grid Network IPv4 Address ~
© f6:8a36:44:c4:80 det-admi  Admin Node CentOS Container 10.193.204.43/24
46:5a:b6:7a:6d:97 dc1-sn1 Storage Node CentOS Container | 10.193.204.44/24
ba:e5:f7:6e:ec:0b dct-snd  Storage Node CentOS Container  10.193.204.46/24
c6:89:e5:bf:Ba:47 del-gwi APl Gateway Node CentOS Container  10.193.204.47/24
fe:91:ad:e1:46:c0 dcl-gw2 APl Gateway Node CentOS Container  10.193.204.98/24

3. BT,
4. EEMREDR. RIEFEECHAUTEENRE.
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Admin Node Configuration
General Settings

Site MNew York ;]
Name dci-adm1

NTPRole | Automatic -

Grid Network
Configuration STATIC
IPv4 Address (CIDR) 10.193.204 .43/24
Gateway 10.193.204.1
Admin Network

Configuration  DISABLED

This network interface is not present. Add the network interface before configuring network settings.

IPv4 Address (CIDR)
Gateway
Subnets (CIDR)
Client Network

Configuration STATIC
IPv4 Address (CIDR) 10.193.205.43/24

Gateway 10.193.205.1

--Site: tbMIA& T RAVIE S R AR .
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—-ADCHRSS ((NFRTFAE T =) &R B I RAEMET R @B T EADCHRSS. It ADA ARSS FIERERMIME AR S5 AL
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e. EMIREERET: NREBAETRRPIIETZT R, BFEEZT S

f. M Pending Nodes R IBRLE TS 5=,

9. FEFTHREMHEIE "Pending Nodes" FIIFRH,
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o
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f. M Pending Nodes R IBRILL T =0
9. FEEFTHREMHIE "Pending Nodes" FlIF&RH,

h. EﬁlAu_ILXEEELéE’Jlﬂ*%O ENNEERER P EENE LRHENER. WTFEMNER , HERE
TR &R EM 4R,

8. B RTF. METRKZEIEEE "Approved Nodes" 13,

NetApp® StorageGRID® Help ~
Install
OO0 00 5 6 7
Llcense Sites Grid Network Grid Nodes NTP DNS Passwords
Summary
Grid Nodes

Approve and configure grid nodes, so that they are added correctly to your StorageGRID system.

Pending Nodes

Grid nodes are listed as pending until they are assigned to a site, configured, and approved.

[ Approve ] | X Remove | Searon Q

Grid Network MAC Address !l MName Il Type 11 Platform 11 Grid Network IPv4 Address v
D f6:8a:36:44:c4:80 dcl-adm1  Admin Node CentOS Caontainer 10.193.204.43/24
46:5a:b6:7a:6d:97 dcl1-sn Storage Node CentOS Container | 10.193.204.44/24
ba:e5:f7:6e:ec:0b dc1-sn3 Storage Node CentOS Container | 10.193.204.46/24
c6:89:e5:bf:8a:47 dcl-gw1 AP| Gateway Node  CentOS Container  10.193.204.47/24

fe:91:ad:e1:46:c0

dcl-gw2

API Gateway Node

CentOS Container

10.193.204.98/24

O. WEHENSMIENB T REEDSE1-8,

BT EMRRFRNFAE T R, BR. EUERE RE TE LI "RX"ZakERE 2t Tm. &
EAEHUENMET RNEE. FREERREH. AREEHRE.

10. fLESMEHSE. BET—%,
FEEStorageGRIDFINTPHR S 281X 41 B

T HRAEI I StorageGRIDAFRIEENTPELEE B UWEBEEAEIRS 28 EHITEVIRERT LUR
FREY,

AT BALEHINBYELRS R, RS Stratum 3 ESRARNTE M IMEINTPARS 25 E,
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TEREF4 StorageGRID ZZI5E SN NTP JREY, i5777E Windows Server 2016 Z EiRY
(D) Windows ks A Windows Bl (W32Time ) BEZS. SEBRRAHIWindows. ERYBSiIERSS T
5. Microsoft RSz 3F7E B R BT ZIAIIF 15 (80StorageGRID)FEA AR SS

SMEBNTPRRSS 22BN EC T EENTPA BT R ER.

@ FRIHEMZRTERELIZRREBA. TEBANTPRRSSENE—IR, BERELD A LUEIMNEKN
B EEWEIFE—INTPARSS 28,

FIEENTPIRSZ 22, BT E:

FTIE
1. EIRSE 231 FIRSZ 284X AIER. IBEE /DI PNTPARSZ 2589IPHEAE,
2. NAEKE., BRTFRE—IFBEELHMS LUANEZRS#EE,

NetApp® StorageGRID® Help ~

Install

@' @ @ o 6 7 8

License Sites Grid Network Grid Nodes NTP DNS Passwords Summary

Network Time Protocol
Enter the |P addresses for at least four Network Time Protocol (NTP) servers, so that operations performed on separate servers are kept in

syne.

Server 1 10.193.204.1
Server 2 10.193.204.1
Server 3 10.193.174.249
Server 4 10.193.174.250 o
oo [ EZIEE
3. %EE-F_ﬁo

5 € StorageGRIDAIDNS AR S 22 1F (= B
T fRYNMA ;9 StorageGRIDAZ B DNSARSS 280
&I StorageGRIDAFIEEDNSE 2. LUERT LU AN MARIPHINE AR SMEBARSS 28-

e

BT EEDNSARS 2REE, ErI LT B FHBE @ AN FINetApp AutoSupport®;H SR ER T RE % (FFQDN)
FHR, MAZIPHILL, NetAppBiNE/MEE RN DNSARSS 25
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(D 1oz DNS IS8, WEIEMAMEE S M EREA LITEA XRS5 3.

BIEEDNSHRSBESE. IBTRAU TSR

pg
1. 7EARS2B1CAME. HEEDNSARSS 83A9IPHELE,
2. MBARE. BRERE—IFEZLNMSUIRNE SRS,

NetApp® StorageGRID® Help ~
Install
00 0 0 0 0 - ;
License Sites Grid Network Grid Nodes NTP DNS Passwords Summary

Domain Name Service

Enter the IP address for at least one Domain Name System (DNS) server, so that server hostnames can be used instead of IP addresses.
Specifying at least two DNS servers is recommended. Configuring DNS enables server connectivity, email notifications, and NetApp

AutoSupport.
Server 1 10.193.204.101 »®
Server 2 10.193.204.102 & X
(e IE
3. BET—%,

5 E StorageGRIDRI R S5 HS
T RRONMAEIT I B A B D AR A AR B IEroot FH P 23 R 4R 1 StorageGRID & 4%,
Eig N TRIFStorageGRIDAFZNERT. 1BIRBLUUTH BigfE:

p

1. EEBEZTEIEEFR. WAEXStorageGRIDAZNMIEHINIRHNEEZIDEE, TR HERIERERE
I E,

2. EWINECERIEIZED. EfANEETERE,
3. EMIEEIEroot AP BRI, BN LlrootF P S 1415 R Wi B 12 P A2,
4. 7THfiAroot IR ZIE . EMEANEEIEREE,
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NetApp® StorageGRID”

Install
O © © 0 © o :
License Sites Grid Metwork Grid Modes NTP Passwords Summary
Passwords

Enter secure passwords that meet your organization’s security policies. A text file containing the command line passwords must be downloaded
during the final installation step.

Provisioning ssssEEen
Passphrase

Confirm (ITTITT Y]
Provisioning

Passphrase

Grid Management sssseEEE
Root User
Password

Confirm Root User ssssseee
Passwaord

W Create random command ling passwords.

O MNREEREME LUHITIIRIIETCET. BEUHEZE S RN s S1TEEED,

MNFEFEE, HTFR2RE, MEAERBIIERE, NREEERRIAREE I rootaadmintk~ Mas<
TR T R BEUHIER{OER T ERMEN IR <1 TEIED,

BFREETIH ENRED, RABRTETEMERGFEXY (sgws-recovery-

packageid-revision.zip)o BT FHEUXHA GETR TS, BT IHRRFNEBEE
EMERGFEXHPHXHH Passwords . txt o

6. BET—%,
MELREH e StorageGRID &4
T RIS IE AR AL B 15 E H 5T StorageGRID R 211 12,

BWRZERIITN. BFAEECRANREERES. BRRBUTIERE:

p
1. EEWHETHE,.

320



NetApp® StorageGRID® Help ~
Install
License Sites Grid Network Grid Nodes NTP Passwords Summary
Summary

Verify that all of the grid configuration information is correct, and then click Install. You can view the status of each grid node as it installs. Click the
Modify links to go back and change the associated information.

General Settings

This is an unsupported license and does not provide any support entittement for this product.

Grid Name

Passwords
Networking

NTP

DNS

Grid Network

Topology

Topology

Morth America Modify License
StorageGRID demo grid passwords. Modify Passwords
10.193.204.101 10.193.204.102 10.193.174.249 10.54.17.30 Modify NTP
10.193.204.101 10.193.204.102 Modify DNS
10.193.204 .0/24 Modify Grid Network
MNew York Modify Sites Modify Grid Nodes

dcl-adm1  dcl-gwi1 dctgw2 dcil-sm1  dci-sn2  dci-sn3

o I

2. WIFFrEMRECEE SRS IER. ERBERR LMESEHEREHBIEEMER,

3. BERRE,

MRGEABARBNEREL S, NLEREREN, %1 RNBARLE MR
()  susszFEmE. NREEET. BREREEI TN FRFNTEENR. 5%

MER, BFEH"NELENEE"

4. B #HDownload Recovery Package.

ARFEIRER, MERNBIRIEEN, RERRTETHMERGTEXM (. zip(FHINERI LURRIE
AR, B FHMERGEX . UEE— TS TR T R A ERIER R E StorageGRIDR S,

HRINERTLRBX AR . zip « AERRBEFREER RS, JRIUMUE,

@ MEBXHLTZERF, RAEBEERATM StorageGRID RFTIREVEIERI NN Z TR Z

N

5. 3%#%1 have successfully downloaded and Verified the Recovery Package File (3X B RIH T i I8IE MR E X
HEXMH)ED. AEEEHNext (F—F)o
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Download Recovery Package

Before proceeding, you must download the Recovery Package file. This file is necessary to recover the StorageGRID system if a failure
OCOUrS.

When the download completes, open the zip file and confirm it includes g "gpt-backup” directory and a second zip file. Then, extract
this inner zip file and confirm you can open the passwords.td file,

After you have verified the contents, copy the Recovery Package file to two safe, secure, and separate locations. The Recovery Package

file must be secured because it contains encryption keys and passwords that can be used to obtain data from the StorageGRID
system.

€ The Recavery Package is required for recovery procedures and must be stared in a secure location.

Bownload Recovery Package

[T | have successfully downloaded and verified the Recovery Package file.

IIRREMEHITH. NWSITARERSHE, LIEETESTMNET REREHRE.,

Instataton Status

Wieceasary, you may & Dovnload Fie Recomry Package fie again
Q
Haime I Site i1 Grid Hatwork [Pvd Addimss ¥  Progiss It Stage ]
deraomt sua 7254 2152 D 5oty sorces
serat Siet 172 1642181 I
detat Site 172164 21T ™M Waiting for Dynastic 1P Sérvice pears
o ding hothr -
oetald Sited 172 16.4 21821 | Dlownloading hotfx fram primary Admren if
noedad
s i T 5 Downloading hotfx bam peimary Admn il

naagded

AT MRS T R ERARISTR T R AT, T AN SRR E RTUHE,
6. rootFl P SHEREERERIEEENTEE RIIMEEIEES,

7£StorageGRIDHFHLKEN T3 =
7 f#StorageGRIDH R T VALK 120

BT RARIIZSIREHVMware TT RBIARESIERE. ERITRINT RARZAL BRI HRIEEN
EBIRPMX . ARBEIGUIETTHER.

[root@hostl rpms]# rpm -Uvh StorageGRID-Webscale-Images-*.rpm
[root@hostl rpms]# rpm -Uvh StorageGRID-Webscale-Service-*.rpm

MTE. ERILUET GUISKEHT TR R0

TR-4904:. {{EHVeritas Enterprise Vaultfii & StorageGRID)
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Nk R PR AL & StorageGRID & 7Y
T fi#Veritas Enterprise Vaultd{a{# fH Storage GRID{EA Kk M S B9 £ BE121% B 1T

RELEIER T4 T ENetApp®StorageGRID®EZ & /3 Veritas Enterprise Vault =72 BATAL B, Lthib. ENAE
T 9NMaITE R VRE (DR)ERZ T B & StorageGRID LA IR 4 R B fE %12,

StorageGRID /3 Veritas Enterprise Vaultigft 7 — PN 5S3%BNAE=FH Eir. TEIRESR T Veritas Enterprise
VaultF1StorageGRIDZE#4),

II‘['" HLE BERVERS ==

Windeows Slumgehnur

n
e Mew )

rl/-" EMAILIMEFSADING

b

sl Exchange

o

HCL Doming
\_' hed

T |: StorageGRID" '

Veritas Enterprise Vault™ 53 Primary Storage

B+ COHTENT _\_\I
SOQURCES
oGO

"_-.Gﬂ?
o9 = - O
I\-ﬂ@iﬁv"".

A

MEIRERIEMESR
BTHEXEXHEPRREENESER, BEFUT M / 5Mh:

* NetApp StorageGRIDX () https://docs.netapp.com/us-en/storagegrid-118/
* NetApp StorageGRID3z#5 https://docs.netapp.com/us-en/storagegrid-enable/
* NetAppr=mmX 4 https://www.netapp.com/support-and-training/documentation/

fid & StorageGRID#1Veritas Enterprise Vault

T FRUNMAISCfEStorageGRID 11.58 B mhi A< LA Kz Veritas Enterprise Vault 14.134 & S hkds
HNERAE,

A E ISR E T StorageGRID 11.58Enterprise Vault 14.1, 3 F—XE N, FEHSIWRPIE. StorageGRID
11.5F1Enterprise Vault 14.2.23#17 2 REEN(WORMME X ZfiE, BRXXLENNEZIFMERE. SN
"StorageGRID 14" TIE 3 Hx & StorageGRIDE %,
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https://docs.netapp.com/us-en/storagegrid-118/
https://docs.netapp.com/us-en/storagegrid-enable/
https://www.netapp.com/support-and-training/documentation/
https://docs.netapp.com/us-en/storagegrid-118/
https://docs.netapp.com/us-en/storagegrid-118/
https://docs.netapp.com/us-en/storagegrid-118/
https://docs.netapp.com/us-en/storagegrid-118/
https://docs.netapp.com/us-en/storagegrid-118/

fic & StorageGRIDFVeritas Enterprise Vaultfaiig &4

* T£{E 8 Veritas Enterprise Vaultfit & StorageGRIDZ 8. BIIEL FHITR SR 4!
(D) HMFWORMEEIRHE). BEFEFIStorageGRID 1. 55 BEHRA
* B&L % Veritas Enterprise Vault 14. 1508 S k4o
(D HFWORMEHAIRME). BEEnterprise Vault 14.2. 25 BEARA

* BRIEEFMEAMEMEEFE. BXIFHAEE. 1550 (Veritas Enterprise Vault EI215m) -
* BliEStorageGRIDFAF. HNETA. VEZEBMEEDER.

* BliEStorageGRIDHA F F#i2dimm(HTTPELHTTPS),

s NRFEABEZILP. 1555 StorageGRIDEE ZCAIEBRMEI 7RSS 28, BXIFAEE, BE2Lt
"Veritas&lIREXE",

* FHNASRRN G FERE XSG U AR ZIFNFEERRSE. FliINetApp StorageGRID, B XiF4
=B, FB W "VeritasFIHEXE",

{3 Veritas Enterprise Vaultfid & StorageGRID

E{§ Veritas Enterprise Vaultit & StorageGRID. E5ERA T HE:

P$IE
1. BTpEnterprise Vault BIB#EHI &

& tepne vaur a} *®
i s Aton  View Feesde Tood  Windew el "
s aE 0 BaE Em a>mpam
| 23 Corumie Ange Mar
Errtarprine Yuist I} Dirncneny o SCEVSES

N Ertormires vt Oirvens

-
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https://www.veritas.com/support/en_US/article.100049744
https://www.veritas.com/support/en_US/article.100049744
https://www.veritas.com/support/en_US/article.100049744
https://www.veritas.com/support/en_US/article.100049744
https://www.veritas.com/support/en_US/article.100049744
https://www.veritas.com/support/en_US/article.100049744
https://www.veritas.com/support/en_US/article.100049744
https://www.veritas.com/support/en_US/article.100049744
https://www.veritas.com/support/en_US/article.100049744
https://www.veritas.com/support/en_US/article.100049744
https://www.veritas.com/content/support/en_US/article.100039174
https://www.veritas.com/content/support/en_US/article.100039174
https://www.veritas.com/content/support/en_US/article.100039174
https://www.veritas.com/content/support/en_US/article.100039174
https://www.veritas.com/content/support/en_US/article.100039174
https://www.veritas.com/content/support/en_US/article.100039174
https://www.veritas.com/content/support/en_US/article.100039174
https://www.veritas.com/content/support/en_US/article.100039174
https://www.veritas.com/content/support/en_US/article.100039174
https://www.veritas.com/content/support/en_US/article.100039174
https://www.veritas.com/content/support/en_US/article.100039174

2. FEENEFEHETBFNEMESIX. BAEFMEANGFR. AREFENNERE. AREESXHEERE
;. EiEE[Partition (5 X)]o

B treprse b - o »
@ Fis dion View Feede Tooh  Windes  Hels
e s OUXEes Bm AGB& =g aO®
f.i-':.”“'ﬂ'i'm'. I Hame Descngten
b '“ Enlmcius Yol [ Paemdiom Standard Yaul Stove paminoeg
- ua"’m""“;ﬁﬂr [ St Fatitmms Semat Fartitscers stusrm sy thor demrrs that mats® the tazp s b e
v G SO
@ Tegets
LR Cliert Aziimi
1 P
B Lnierpse wus Seveee
B Arcrives
-.-:E\-‘-.-H"Sdnlliml.p
w g FRMISGT
B rues
B Fuiod
~ K FerRe
T E - e - .
T T
" jecring
Wi Herm
B§ Persora Soo i L

i Inenmons Aufreah
D Ertmpne Uit Cimdi

L1 ¥

3. IREBHEDXONERSHITIRE. MEMEETHREH, %EFENetApp StorageGRID (S3), B F—%,

MNew Partition x

mﬁwﬁ;meﬂutmwwwm#
Storage bype:

e S iiD. 6ol >
Storage descripbon:
'ﬁwm:mhqﬁéﬁmﬁﬁd

VERITAS
For essential information regarding the support of these devices, see
the Enterprse Vault Compatibility Charts,

4. {R#5%F"Store Data in WORM Mode Using S3 Object Lock"(fFAS331 & B FEWORMIE R F12E 1R )i%
Iﬁo %EE-F_ﬂ%o
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Mew Partition x

How do you want Enterprse Vault to store data in the Netipp
StorageGRID (53) budker?

[Cistare data in {ORM made using 53 Obgect Lodd
Cick Help for more information

ot [ ] [ on | | e |

5. EEELENE L. REUTER:
° i5R1Z54R 1D
° MR IRZ A
° RS ENBIR: HIREIETEStorageGRIDHECE B T1 & F 728 i% = (LBE )i [ (fl\https : //Data

<hostname>: <LBE_port>)
o TEEDERBIR: FLeIENBIRFEMEDERIR TR, Veritas Enterprise Vault R 2 82 1FE57 ERo
° FEDEXIE: us-east-1 ARIAE,

MNew Partition x
NetApp StorageGRID (53) connection settings
Setting i Value .
) Access key ID SKAZXHHIS08932...
Y Bucket access type Path
3 Bucket narme object-lock-exam...
£ Bucket region us-east-1
&5 Log level Mo logging
£ Read chunk size (MB) 5 -
[ R | [ e Modfy
Descripbion
VERITAS Enter the gesgrashical regan where the budket s ceated,
= G | [
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6. ZU0IE5StorageGRIDTFE BRAVIERE. FRENMHL. WIEEZENIXEEMI. BEOK'WHE). ARE

FH"Next"(F—%)o

Metipp StorageGRID (53] connecton setings

Setting Value Al
| &% Access key (D SKAIHHIS0BS3Z...

Enterprise Vault

o Metdpp StorageGRID (53) connection test succesded.

X

7. StorageGRIDAZ1FS3EHIBE. N TRIPWR. StorageGRIDFER S EEMEHEE(ILM)MNIEEEE
RIPAE-Z MBI R, 3%EFEWhen Archived Files Existing on the Storage (1% L7773 R4S 4 EY)
EI. SR EENext (F—F),

MNew Partition

VERITNS

Enterprse Vault seores the archived iems n the 53-compliant
storage at the configurad stan intenval.

(C) When ardhived files are replicsied on the storage

(8 When archived fles sxst on the storage

Confiqure parttion scan nierva o 60 = minutes

= e

8. FHHE I E EMESE.

AR EHTEM.
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New Partition x

You have now entered al the information required to create the new
Vault Store Partition:

Vault Store Partrbon A

Mame: storagegrid

Description: Partibon of Vault Store FEAVSPer{

Storage: Metdpp SterageGRID (53)

Service host name: hitps: [fegsltl-gd 1.spdemo.neta

Bucket name: abpectdock e xample

Bucket regon: et

Bucket access type! Path

Storage clase: 53 Standard W

VERITAS . :

Click Finsh to oreate the new Partition.

T o

9. RRINBIEMINEEDXG. &R LATEL StorageGRIDIEAEFMEMI UL FIEPEFS. EREMIEFRHIE.

Mew Partition X

The new Vault Store Partition has been successfully oeated and s
ready for use.

VERITAS

ek men | [T

FWORM7Zi#AC & StorageGRID S3% R il E
T FRA{A{E R S &R B IWORMIZ(EAD & StorageGRID,
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FIWORM7EfAEC & StorageGRIDAYHIIR &4

FFFWORMIESE. StorageGRIDEHSIIHRBERFENRLUF R SRR, XEE[FEFStorageGRID 11.5
HESARA. HARSINTSIMRBIERRIADERREINGE, Enterprise VaultiRFEE14.2 25 E S,

fid & StorageGRID S3X & 5iE EIA D ER R EE
EfigE StorageGRID S3XRBERIANDERRE. BERUAT T E:

p
1. 7£StorageGRIDIF EIE2EH. BIRFMI R, AEBEHS:

Create bu

o Enter details

Enter bucket details

Enter the bucket's name and select the bucket s region

Bucket mame ﬁ

ul:lm*:l-lal:l-.—:-ampll:'{

Reglon B

Lis-aa%t-1

2. ¥EFEnable S3 Object LockiEI. FAfGE8 TiCreate Bucket.
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= o -
t’__J Ente tetails o Manage object settings
M 1

Manage object settings

Ohject versioning

Enable object wersioning If you want to Store every Yersion of each object in This bcket. You can then retnese previous versons of an

object as nesdad,

n Oibgect versloning has been enabled automatically because this bucket haz 53 Object Lock enabled

53 Object Lock

53 Object Lock allows you to specify rétention and legal hold settings for the objects ingestéd into a bucket, if you want to use 53 Object
Laeh, Yol must enable this setting when yau creats the bucket. Yau cannat add or disable 53 Object Lock after & buckst ks cieated

1T 53 Object Lock Is enabled, object versioning it enabled for the bucket automatically and cannot be suspended.

Enable 3 Object Lock

S m

3. pIREFMENRE. MEREEFESBRUBEFMESRIAT. EFF"S3 Object Lock"(S3ITRUTE) FHLED,
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K abfeci-loch-snample
Regiom us-east-l
S¥ ivhject Lath Enabies
Dale cressert 2073 -06-34 14A4:54 PET
Yy Buchet costerss 1 Dvprrmenial 55 Comcie E
Budeet options Bucket access Platfonm services
Canskstency level P alferriesis-wr i | de L] (¥
Last aLoess time updates it L
Dbject vervioning Enatriest v
53 Object Lock Enaisedc b

53 Digect Losth slbawes yiris B s iy remsemsdion oriel iegled B ki sediie g for the ofSbects mpesied avima bucket. i viu mantiooes 53 0bpect Lad b, vhm mrst enpbis {1y seming whes, yoiosamie the bscke. Yoo Gennol malie s
il 53 Thiet Lok irfter i o b crsaind

D e 50 Dt Lok i enabled 1 ucken, pludae't dnahile . Vo 5% 0 Ge'| Suspeand GRjecT seriboning v i1 buckit

£1 Dject Lok
Eraliled

Uetmiilt retetion )

i8]} Cusatie

Enptie

4. ERIAMRE T, EEBAHSERIAREHAMR1X. $E Save Changes o

53 Object Lotk Emabird A

3 Denjeet Lok v e o Spee iy eeterme and bl ol sttt e byt ngeled Intm ket 1 e et A e 58 DRt Lok, el it s b s setting when wiu Orest =T bk, S canng enable ar
e S st Lok 2Ber i bughmt [ cimate]

W AP 53 Ot Lt oo ou i usciert, bl CarEaREaibn 1. S0ud B0 CR0°T 1005 00nd ohbCt s g For Tha Buikal.

53Dl Losch
Enabrled

Oislilt retemtion

() Desbile

W) Enstie

Ottt retentinn modi
Camplanie

W e vt sy et el prsiased sl ® e s fve s perisd

Ontalt refention perind @

1 [} el
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FHEDERI B HESEME. AHEnterprise VaultAARZEWORMEIE,

ficEEnterprise Vault
EfgEEnterprise Vault. 55U TS E:

p
1. BEEFSHPHNLSE-3 "EARE" . BXREFEFEASIHRBMEEWORME TFHEHIEET, 2EHT—

&,
MNew Partition bt

How do you want Enterprise Vault to store data in the NetApp
StorageGRID (53) budket?

E-lEtore data i WORM mode usng 53 Obsect Lock

ik Help For more information

VERITAS

<gack | tedt> | | Concel Help

2. BNSIFE D EREIZISER. 1EHFREANSIEME D BRNZIERASIHRIMERIARE,

3. MR EIE SIS B,

fit & Storage GRIDIh = B FE 3% 75 LASS IR MR E

T RRUNATE R MR E 17 = P AL & StorageGRID I = &35 1%
StorageGRIDZREME B BE XA ZihRIER. R U Eo)-Eahihm. WA IBEsp-#Eshibm. BT RMER
8, EREMEH ST, 15HfRVeritas Enterprise VaultBEIBR1F 5 H £ 7= i#(StorageGRID)HEE. HEIL=A

SRR R LS ANREREIE. ATBEENR T LA - ENRERS. AXXLENREAE
B. 180 "StorageGRID 314" TIHE 3 EX & StorageGRIDE X,

f£ A Veritas Enterprise Vaultfit & StorageGRIDAVFIIE &4
7£Bd & StorageGRIDIL R #PE R 2 5. 1BRIELL TR R4

* HE— Wb = StorageGRIDERE ; 40, Site1F#1Site2,
* BESNS EOIEBE—NEITAETFERRSNEET S — KT S RS 1 #F ,
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https://docs.netapp.com/us-en/storagegrid-118/
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