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T AMNAERFEE

¥Cloudera Hadoop S3A%#:28 5StorageGRID 5 EH
F&: ML
—ERBHEILIK, Hadoop—ERMIBRSRNEE, WTHadoop, TLERESNBIRIERIE S B

Eﬁ*ﬁiﬁ%ﬁjﬁﬁ%ﬂ%ﬁo Hadoop E7E MM IRS 28T BEIFT &ItEN. E8ITENSBBEAMITEMEF
180

N ALEFEFHS3AHTHadoop TIER?

FEEMUEENAENE K. A8 SHTEMEFERMIFITTENNG ZEFRRRT. &M BRASKERZIRM
BRI R T Phhko

T NIXEPE. Hadoop S3A% A IHFI JIS3M RIFEIR (It 4HREI/O. EAS3ASLHEHadoop TIEMA BN T
MNRIFEBIEHUBETME. HRTENFED . #mfEEESIIRIIYy BitEMEE. Bd0BitENEE. &

EALFESHRENFRETATIHEMFL. ARESESEIAMEETE, B, ErRILF{EHadoop TIFARY
BETCO,

1§ S3AEERALE I fF A StorageGRID

AR
* FAFHadoop S3AEIEMIXAIStorageGRID S3ix S URL. 2/ S314 (0122 $AFIHZ 4R,
* ClouderafE &3 AN It £ E N EN ArootzsudotfR. AT L JavaiifF &,

HE2022F48. fFFCloudera 7.1.7f9Java 11.0.14B$XfStorageGRID 11.55111.5#17 7k, B2, L
BYaYJavahk 2~ S Al BE 2B AR [El,
it Javaii it e

1. ¥ "ClouderasziF#&" ZFHIIDKRRZS,

2. F# "Java 11 x4 8" S5ClouderafLBHEERAILAL, Bt EHEIEEFNENEN. FIRE
. rpmEREE A FCentOS,

3. KrootSHEi A EBsudofURIIKFE RIS M EN. EEPENLHITUTIE:
a. REMHEL:

$ sudo rpm -Uvh jdk-11.0.14 linux-x64 bin.rpm

b. 10 EJavalIREME, MRTET ZMRAE. BRFRENRETIRENINME:


https://docs.cloudera.com/cdp-private-cloud-upgrade/latest/release-guide/topics/cdpdc-java-requirements.html
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alternatives —--config java

There are 2 programs which provide 'java'.

Selection Command
+1 /usr/java/jrel.8.0 291-amd64/bin/java
2 /usr/java/jdk-11.0.14/bin/Jjava

Enter to keep the current selection[+], or type selection number:

C. RFULITARNNEN /fetc/profile’ BIRE. BEIZN S LR FEZAIERIZILEAS:

export JAVA HOME=/usr/java/jdk-11.0.14

d. BITUA TS U E X HEX:

source /etc/profile

Cloudera HDFS S3AECE
c WIE*

1. MCloudera Manager GUIH. #%3#%Clusters > HDFS. #AfFi%#FConfigurations
2. 5T, ERER. AERATRENLUIKE] core-site xmIBEEESERESRELEF BR(R21®) -
3. BEH(+)RFSHAMUTE.

Name AREL
fs.s3a.access.key < StorageGRID FHIFHF S350 %50 >

fs.s3a.secretkey < StorageGRID FHIFHF S3ZH>

fs.s3a.connection.s truedjfalse (SRR IHLFZBE. MERIAAhttps)
sl.enabled

fs.s3a.endpoint StorageGRID S3imm: iHH>
fs.s3a.impl org.apache.hadoop.fs.s3a.s3AFileSystem

fs.s3a.path.style.ac truedjfalse (WIRFR/VILZE. MBEIANEIUENIER)

cess
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Cluster-wide Advanced HEFS (Service-Wide) 9 Undo ®
Configuration Snippet (Safety View ag XML
Valve) for core-site.xml

Name [ fs.s3a.endpoint l BE®
0 core_site_safety_valve

Value sgdemo.netapp.com:10443 l

Description [ StorageGRID 53 load balancer endpoint l

Final
Mame [ fs.53a.access key l E®
Value [ OM RESESESRERNIES l

Description [ SG CDP 53 access key l

Final
Name fs.s3a.secret.key l E®
Value [ mapz iR ERERNRE O fc l

Description [ SG CDP 53 secret key l

Final

MName [ fs.s3a.impl l BO®

Value

org.apache hadoop fs.53a S3AFileSystem l

Description [ l

Final
Mame [ fs.53a.path.style.access l BE®
Value [ true l
Description [ l

Final

luster-wide Advanced Configuration Snippet (Safety Valve) for core-site.xml ‘ Save Changes(CTRL+S)

1. BEHEREFENIZH. MHDFSEE=EFRIBEEEEM. E T —RELERENBKARS. ARk



FIABVEHED.

M CLOUD=ZRA CDP Cluster

Manager

EE @ HDFS - )[B

Stale Configuration: Client
Status  Instances  Configu configuration redeployment wser

—
3

needed

it 5 StorageGRID FYS3AEE

PATEZASEZIR
FFEFCloudera&E By — P EH.. FARRHIN Hadoop FS -Is S3a: //<bucket-name> /',

LU TR EREZsysleM BB RIHDFS-test 3 B AR — MR Ro

[root@ce-nl ~]# hadoop fs -1s s3a://hdfs-test/

22/02/15 18:24:37 WARN impl.MetricsConfig: Cannot locate configuration:
tried hadoop-metrics2-s3a-file-system.properties, hadoop-
metrics2.properties

22/02/15 18:24:37 INFO impl.MetricsSystemImpl: Scheduled Metric snapshot
period at 10 second(s).

22/02/15 18:24:37 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system started

22/02/15 18:24:37 INFO Configuration.deprecation: No unit for
fs.s3a.connection.request.timeout (0) assuming SECONDS

Found 1 items

—IW-rW-rw-— 1 root root 1679 2022-02-14 16:03 s3a://hdfs-test/test
22/02/15 18:24:38 INFO impl.MetricsSystemImpl: Stopping s3a-file-system
metrics system...

22/02/15 18:24:38 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system stopped.

22/02/15 18:24:38 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system shutdown complete.

HBEHERR
78 1
EFAHTTPSZE#ESStorageGRID « H7E155 #hBRY [FUE] shapore_failure $5iRo

*IRE: *IBhRJRE/IDKERE I AR Z I TLSZE I EH 1% StorageGRID,
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[root@ce-nl ~]# hadoop fs -1s s3a://hdfs-test/

22/02/15 18:52:34 WARN impl.MetricsConfig: Cannot locate configuration:
tried hadoop-metrics2-s3a-file-system.properties, hadoop-
metrics2.properties

22/02/15 18:52:34 INFO impl.MetricsSystemImpl: Scheduled Metric snapshot
period at 10 second(s).

22/02/15 18:52:34 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system started

22/02/15 18:52:35 INFO Configuration.deprecation: No unit for
fs.s3a.connection.request.timeout (0) assuming SECONDS

22/02/15 19:04:51 INFO impl.MetricsSystemImpl: Stopping s3a-file-system
metrics system...

22/02/15 19:04:51 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system stopped.

22/02/15 19:04:51 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system shutdown complete.

22/02/15 19:04:51 WARN fs.FileSystem: Failed to initialize fileystem
s3a://hdfs-test/: org.apache.hadoop.fs.s3a.AWSClientIOException:
doesBucketExistV2 on hdfs: com.amazonaws.SdkClientException: Unable to
execute HTTP request: Received fatal alert: handshake failure: Unable to
execute HTTP request: Received fatal alert: handshake failure

1s: doesBucketExistV2 on hdfs: com.amazonaws.SdkClientException: Unable to
execute HTTP request: Received fatal alert: handshake failure: Unable to
execute HTTP request: Received fatal alert: handshake failure

AT BREREIDK 1M xEHESRAHEHEIRE NI INavaE, ESN LiEJavalfth e 8. THRESE

g2
T EEEEIStorageGRID « HERBIRHEE TEXBIFMER BB RIERRE .
JRE: StorageGRID S3ix = ARG 2RIUEPBAZ JavaizFE1E,

HiRHSRA:



[root@hdp6 ~]# hadoop fs -1s s3a://hdfs-test/

22/03/11 20:58:12 WARN impl.MetricsConfig: Cannot locate configuration:
tried hadoop-metrics2-s3a-file-system.properties, hadoop-
metrics2.properties

22/03/11 20:58:13 INFO impl.MetricsSystemImpl: Scheduled Metric snapshot
period at 10 second(s).

22/03/11 20:58:13 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system started

22/03/11 20:58:13 INFO Configuration.deprecation: No unit for
fs.s3a.connection.request.timeout (0) assuming SECONDS

22/03/11 21:12:25 INFO impl.MetricsSystemImpl: Stopping s3a-file-system
metrics system...

22/03/11 21:12:25 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system stopped.

22/03/11 21:12:25 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system shutdown complete.

22/03/11 21:12:25 WARN fs.FileSystem: Failed to initialize fileystem
s3a://hdfs-test/: org.apache.hadoop.fs.s3a.AWSClientIOException:
doesBucketExistV2 on hdfs: com.amazonaws.SdkClientException: Unable to
execute HTTP request: PKIX path building failed:
sun.security.provider.certpath.SunCertPathBuilderException: unable to find
valid certification path to requested target: Unable to execute HTTP
request: PKIX path building failed:
sun.security.provider.certpath.SunCertPathBuilderException: unable to find
valid certification path to requested target

IR E: NetAppZiIERHREMNAR IEPEZMENIIMEANRSSHJIER. UHRENRHIELS, HE.
el LA mJavalE EEMERE RN E E X CASARSS 2RIEF.
E i StorageGRID BE X CASARS 2RIEHARNIE JavalEEFE. BTRUTI R,

1. I BRI INJava cacerts.

cp —ap $JAVA HOME/lib/security/cacerts
$JAVA HOME/lib/security/cacerts.orig

2. ¥4StorageGRID S3imsIiE B SN EJavals E 7 #.

keytool -import -trustcacerts -keystore $JAVA HOME/lib/security/cacerts
-storepass changeit -noprompt -alias sg-1lb -file <StorageGRID CA or

server cert in pem format>



HEEHPR R
1. 185 Hadoop BEHRS LUHTTIAR
export Hadoop root logger = hadoop.root.logger = debug. console
2. T <. HAEEEERerror.log.

Hadoop FS -1s S3a. //<bucket-name> /&>error.log
EE: MBEAK

EAS3emdNidF;E ~StorageGRID _E/IS335(A]
& Aron Klein

S3cmdE@— M TFSHREN R B SITTTAEME K. EaILIERAs3cmdiEStorageGRID X F1/ERS3h
GI8

ZEMEIES3emd

EAETFihsARSS 28 E%ES3emd. IEMNTHE " L17S3E P in's s3cmd=EA—FMITAMALRETS
4 StorageGRID T2 b LAhBD#HITEPEHERR,

e E DB
1. s3cmd -configure
2. B4R taccess_keyHlsecret_key. HRIFRZEIRINE,
3. BEMERREMNEIENILIAM? [Yin]: n @hdMit. BRmiSEEg)
4. BEHREIRE? [YIN]y
a. BEEBERFE"/root/.s3cfg"
S. 7£.s3cfgHi. f#"="fF S EmEHIF E&host_baseFlhost_bucket = :

a. host_base =
b. host _bucket =

@ MNRETSBE4HIEFEhost_baseFlhost_bucket. MEEERSITHREFER-hostiEE i o
w5

host base = 192.168.1.91:8082
host bucket = bucketX.192.168.1.91:8082
s3cmd 1ls s3://bucketX —--no-check-certificate


https://s3tools.org/s3cmd
https://s3tools.org/s3cmd
https://s3tools.org/s3cmd
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https://s3tools.org/s3cmd
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https://s3tools.org/s3cmd

e YNSRIl
* BIEEFEMES R
s3cmd MB S3. //s3cmdbucket -host=<endpoint>. <port>-no-check-certificate
* FIHFRBE 7 ER:
s3lsﬁ?$—host=<endpoint>l <port>-no-check-certificate
* FIHFME B RERS:
s3cmd la -host=<endpoint>! <port>-no-check-certificate
* FIHRE S ERPRINR
s3cmd 1s s3:. //<bucket>-host=<endpoint>. <port>-no-check-certificate
* MIBRIER:
s3RB cmd S3. //s3cmdbucket -host=<endpoint>. <port>-no-check-certificate
* MENR:
s3cmd PUT <file> s3:. //<bucket>-host=<endpoint>. <port>-no-check-certificate
* REVHR:

s3cmd get S3:. //<bucket>/<object><file>-host=<endpoint>. <port>-no-check-
certificate

* MBRITR:

s3cmd del S3. //<bucket>/<object>-host=<endpoint>. <port>-no-check-certificate
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e

& BRI

IR 4B7ENetApp StorageGRID E{ER A HF#E B2 Vertica EontR N HIRENIR(EL B,

VAN

Vertica@—AAITEIBEESERS. E2—THEEHETE. TAVEREHIREMLIT. AEEAEERNERLT
LIIERIRIREIGMEE, VerticaiBEURMIER 2 —i51T: EonZEnterprise, ERIUERIPH =HPEEX
AR,

Eonflt SR EHIBEEHUE S EEERR:



* EontB X HIREFER AL EFEREMEELIE. X2 VerticafIiEI,
* B IR E B SR A T R TE M R BB Y T IS R iR,
Eont®E{ZR1

EontZRE G B R RS HRIEFEN L RFHERESE. MMEITTEMEMER LUISRIRHATTY B. EontEI\ FaVertica
. ATRESMIERE. HEdERRRMNITENEFERFRILES.

EontE N HIEFEER N AR EFHENHENREFMP. BIS3EMEIR. HEERERSHAmazon S3 L,

'EE!I

‘|IIII"
rRFE

EontfRAASEAMFELRE. MEXNFAELUEN B R(THIE)ER— T ARFHUE, AHEFERMIEENE
PEEUE. EHEETRZEHE,

]/'

NEEFHEAEBUTEM:

* SENMHEN LNEEEFERLL. SABHNREEPHLALEFERRE. HERTEERENTISZZE
HHEE R,

* (HAIERERREHT RER ] LURBUE IR,



* REART R LHETREBIRE.

* BT HUER UG INEMERY. RIER] LR B REE LA R A B URNER, MREEFHEETRA
o, WARMNSMFFT RRBEE T RZEIBHAEBHIE. UWEBSEMNERFRET RS eIZH T R £,

B

RHEFHEN—NRRBEE. MEZRUETHRBIEIE N AEEIRISIERE. N NRFSTRERMAR
HEMERIESE. WS EEFERERFIRERMNAT. N TRSHIELREE. EontElEEREFIT R 4R
— PN RAFEENAMIBURERE . HITEEN. TRESEANEMFHERSUTeET. NRE. NEiF
ERBMENAMBIATENER. WRVBIEAEFEET. WTHRIEMNARFERREE. HAEFEERRE—
R Els,

NetApp StorageGRID #£iY

Vertical§ $EESIBFEENREFMED. BT (FEHEH)TEENR(MEIHA/NAZPHR200%I500
MB), HAFEZITHIEEZIEN. VerticaxfERbyte-range getidFAHIT NXLEEEEN RICRIETE HIEIEEE.
BNFTEEGETAL 78 KB.

10 TBEEECERAF EWNIRAAAE. ST RMELIE4. 0008)10. 0001GET (FTEEGET)IER, EfE
FASG6060ig&IE1TILMIRE. RESMEE T RNCPUR BERE I LERIK(£9/920%%FI30%). 1B2/3RYCPUET(E]
IETEEFRFI/OTESGF6024_ LM EN/OFRRI B I LLAFE /N 0%Z10.5%)o

BT/ NEIOPSHFE RIS BIERERIFER(FIIERN/NF0.0170). NetAppE il 3 REFfEARSS fE
FASFG6024, NRIFEARNEBUEEFZEEMASGCE060. MNEF N5 Vertica®Z FEIASEHITEEFEMREE. X
REDERRIERIES.

WFEETSMAPINXT S, EFAILUEASG1008(SG1000, FEFIEINELRTFHITAP EIEERNEHEMN
BIREKD. NRRFPEEERE=ANHTES. NetAppBIN NS HREERTIEHHEE— N EANAHT
8728, B XStorageGRID FIREHE. 15E1ENetAppZE F HlPAo

H1thStorageGRID Ao B &N E5E:

* PR, BIER—MIR LR DR SGF6024 5 HthFiEie § R SIEG A, MREREMEASGE060#H T
KEFIERIP. I5EHE B CHIMR M R (WIESZE L R )P BUEERE AE T AW & T
HISGF6024. LUREMRE. ER—LmEBRATRESHIRERMERIERAVEAERE.

* BUBERIP. ERERIBIESEITRIP. BN EEIEEERLNERIE, &/ eI LUERLBRID X ISR EE
P AT RERF,

* BIBERAMEELE, VerticantEENR. ARBEFMEIINKREFHE. BRAMBEEFSH - TTEEFMEER
2. AE=EERRFTEEGETHEE.

* *HTTPSHTTPS S3immiEiE . EEENIRNERE. TR M VerticatEB$Z!StorageGRID £ & F#i28i%
BERAHTTP S3iEER . MAERE T AYN5%, AN IRIER P HNZ2ERFIER,

Verticafit BRIV EIE:
* FEVFIS NI2EE B A* VerticaiBEINIATFEFIRE (B= 1)*. NetApps 2B N RIFEAXLECEFILZE L

feE e,

* ZRAARIVERRE. BXEEFAREE. BER—T ZARS.
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7£StorageGRID LfFH A AREFEHEEAILEEONER

IR ETHNE T EStorageGRID LERAAREFHEENTLREEoNERNNIRFIRIEL B, BFEEANIBERFER
5 (SI)RABIRIFMEHNRIEL B KA TF VerticatEmPRMREL B, "TERNEPLEEontZTUEIEE"

UTigBERTIhEENR:

» StorageGRID 11.4.0.4
 Vertica 10.1.0

s FER=NEMFL(VM)FCentOS 7. XI2IER SN VerticaTs m iR EERE, IMEBENXBETIEENR. FEA
FVerticak F=E#UEESEEE

X=NNREIRE T REShell (SSH)ZR. UAIFESERHFNT R ZBIEASSHM A ERZED,

NetApp StorageGRID EERMHANES
E7£StorageGRID EERARAHEEMEANTLEENER. BHAAFUTIREHER.

* StorageGRID S3im = AIPHIN s T2 REEZ (FARDN)MIHOS, MREFERANEHTTPS, &EEH
7£StorageGRID S35 SEHERY B E XIEPIM AN (CA)ZH B ZE R SSLIEH,

* FHEDBREM, EXNEMTEFEENT.
* IR ESAIDHERILER. MWEEIBREBIERSIHRNR,
BIEIRAI LU RS 3ik 21
TR AR St =AY, TR B LA TRt :
* BR% Vertica,
* EBHERE. BERE. TATEIRIERE,
B ORISR LA RISk s IEMITU T E:
1. HEREIEIZIT admintools' B Vertica T3 s IABIEEoniE R,
FRINFF /9 dbadmin’. 7EVerticafe B¥ R EEHAEI B3R,

2. fEANXAYRIELRTE /home/DBadmin’ BR T EIENX . XHREIURFIENERAR. f
. sg_auth.conf,

3. MR S3iH A AN RIMEHTTPIR80XHTTPSEIRA443, BT IHAS. BFEAHTTPS, FIZEUTE:
° awsenablehttps = 1. BRUFEIZE N0,
° awsauth =<S3 access key ID>. <#H|Zifn)ZEH>

° awsendpoint =< StorageGRID S3 Endpoint>: <imH>

E3FStorageGRID S3immHTTPSIEZFERA B E X CAEEZSSLIEPR. BT BT HEREHM
X4B. WXHRAMTFENVerticaT R EWE—(IE. FHXFAERAFEGIRERR. 1
SR StorageGRID S3ixASSLIFRHAEEHNCAE R, BELI LS E,

11
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https://www.vertica.com/docs/10.1.x/HTML/Content/Authoring/InstallationGuide/EonOnPrem/InstallingEonOnPremiseWithMinio.htm?tocpath=Installing%20Vertica%7CInstalling%20Vertica%20For%20Eon%20Mode%20on-Premises%7C<em>_</em>2
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—awscfilm =<XHEREF/ XHH>

BIgn. IESWAT RGN :

awsauth = MNVU40YFAY2xyz123:03vuO4M4KmdfwffT8ngnBmnMVTr78Gu9wANabcxyz

awsendpoint = s3.england.connectlab.io:10443
awsenablehttps =1
awscafile = /etc/custom-cert/grid.pem

+

@ EEFIFER. BPN7EStorageGRID S37 & F#igsinm ELHE— N HAEEFCAZT Z IR
23,

fEFE VerticaTs = LR Z fEERR R
AT TR ENEFHEEFEREEENEEZE—TBR. fdepot storage pathZHUIRMEHN B RBTEBUTRE

« ERFRET R ERBREERR (. /home/DBadmin/depot)
* BIEgDBadmin B FIEEXFIB N
* FERR

ZHNBER T, Vertican 588 BRUINERAETB)A60% B T FEFEFE. ERILE create_db ap S HfE
F3’-storage-size’ SR RHIFEEERI K/ 1FEN "HEEoNZENEUEZER VerticaS BFHIIE" & X Verticaill
BEE—RRENNXE. HEZ8ERN VerticaR P 418,

MRARTFEFEERZ. admintools create_db' TESEXAELIE—MNERRZ,

I Eon A EEEE
EeIBEonNEPEIERE. BHRITUTHE:

1.
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EH|EEERE. 151 admintools create_db’ T &,
UTHREEWRB T ARGIPERNSEH, BXABLESHNESEANFMREA. 55 I VerticaxX 1,
° -x <TEH BRI RIBRZ/ XS "B LA IRIS3im =" >,
BIheIRfE. EIGFARE S RFETREESR, ErILMBRISC. LU A FFS3E R,

° -communal-storage-location <S3: //storagegrid bucketname>
° -s <A TFILEIRER VerticaTs RAVIE S 7 FRSIZR>

° -d <E QIR EIRERFR>

° -p <BAILHEIRERENRD>, Fli. BSRUATHSRMA):
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admintools -t create db -x sg auth.conf --communal-storage
-location=s3://vertica --depot-path=/home/dbadmin/depot --shard
-count=6 -s vertica-vml,vertica-vm2,vertica-vm3 -d vmart -p
'<password>"'

IRIBFUEENT S8k, CIERSUEEZE /L9 shivisantia)l, BoReEEUEER. RFGUSIRTEESF
AN

a0, ES R TERNXH RGN create db'as

[dbadmin@vertica-vml ~]$ cat sg auth.conf

awsauth = MNVU40YFAY2CPKVXVxxxx:03vuO4M4KmdfwffT8ngnBmnMVTr78GuIwAN+xXXX
awsendpoint = s3.england.connectlab.io:10445

awsenablehttps = 1

[dbadmin@vertica-vml ~]$ admintools -t create db -x sg auth.conf
--communal-storage-location=s3://vertica --depot-path=/home/dbadmin/depot
--shard-count=6 -s vertica-vml,vertica-vm2,vertica-vm3 -d vmart -p
19:4:9:9:6:0:0:0: 4
Default depot size in use
Distributing changes to cluster.
Creating database vmart
Starting bootstrap node v_vmart node0007 (10.45.74.19)
Starting nodes:
v_vmart node0007 (10.45.74.19)
Starting Vertica on all nodes. Please wait, databases with a large
catalog may take a while to initialize.
Node Status: v_vmart node0007: (DOWN)
Node Status: v_vmart node0007: (DOWN)
Node Status: v_vmart node0007: (DOWN)
Node Status: v_vmart node0007: (UP)
Creating database nodes
Creating node v_vmart node0008 (host 10.45.74.29)
Creating node v_vmart node0009 (host 10.45.74.39)
Generating new configuration information
Stopping single node db before adding additional nodes.
Database shutdown complete
Starting all nodes
Start hosts = ['10.45.74.19', '10.45.74.29', '10.45.74.39"]
Starting nodes:
v_vmart node0007 (10.45.74.19)
v_vmart node0008 (10.45.74.29)
v_vmart node0009 (10.45.74.39)
Starting Vertica on all nodes. Please wait, databases with a large

13
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catalog may take a while to initialize.

Node Status: v_vmart node0007: (DOWN) v _vmart node0008: (DOWN)

v_vmart node0009: (DOWN)

Node Status: v_vmart node0007: (DOWN) v vmart node0008: (DOWN)

v_vmart node0009: (DOWN)

Node Status: v_vmart node0007: (DOWN) v vmart node0008: (DOWN)

v_vmart node0009: (DOWN)

Node Status: v_vmart node0007: (DOWN) v vmart node0008: (DOWN)

v_vmart node0009: (DOWN)

Node Status: v_vmart node0007: (UP) v _vmart node(0008: (UP)

v_vmart node0009: (UP)
Creating depot locations for 3 nodes
Communal storage detected: rebalancing shards

Waiting for rebalance shards. We will wait for at most 36000 seconds.

Installing AWS package

Success: package AWS installed
Installing ComplexTypes package

Success: package ComplexTypes installed
Installing Machinelearning package

Success: package MachineLearning installed
Installing ParquetExport package

Success: package ParquetExport installed
Installing VFunctions package

Success: package VFunctions installed
Installing approximate package

Success: package approximate installed
Installing flextable package

Success: package flextable installed
Installing kafka package

Success: package kafka installed
Installing logsearch package

Success: package logsearch installed
Installing place package

Success: package place installed
Installing txtindex package

Success: package txtindex installed
Installing voltagesecure package

Success: package voltagesecure installed
Syncing catalog on vmart with 2000 attempts.

Database creation SQL tasks completed successfully.

successfully.

Database vmart created



HRARNNFTI)
61

145

146

40

145

34

41

61

131

FED BRI RERTTEREZE

s 3

. //Vertica/051/026d63ae9d4a33237bf0e2c2
cf2a794a00a000021a07/026d63ae9d4a33237b
f0e2c2cf2a794a00a000021a07 0 0 0.dfs

s 3

. //Vertica/2c4/026d63ae9d4a33237bf0e2c2
cf2a794a00a000021a3d/026d63ae9d4a33237b
f0e2c2cf2a794a00a000021a3d 0dfdfd0.dfdf

s 3

. //Vertica/33c/026d63ae9d4a33237bf0e2c?2
cf2a794a00a000021a1d/026d63ae9d4a33237b
f0e2c2cf2a794a00a000021ald 0 dfdfd.df

s 3

. //Vertica/382/026d63ae9d4a33237bf0e2c2
cf2a794a00a0000000021a31/026d63ae9d4a33
237bf0e2c2cf2a794a00a000021a31 0 0.dfs

s 3

: //Vertica/42f/026d63ae9d4a33237bf0e2c2
cf2a794a00a000021a21/026d63ae9d4a33237b
f0e2c2cf2a794a00a000021a21a21a21 0 0.df
s

s 3

. //Vertica/472/026d63ae9d4a33237bf0e2c?2
cf2a794a00a0000000021a25/026d63ae9d4a33
237bf0e2c2cf2a794a00a000021a25 0 0.dfs

s 3

i //Vertica/476/026d63ae9d4a33237bf0e2c2
cf2a794a00a0000000021a2d/026d63ae9d4a33
237bf0e2c2cf2a794a00a000021a2d 0 0.dfs

s 3

. //Vertica/52a/026d63ae9d4a33237bf0e2c2
cf2a794a00a000021a5d/026d63ae9d4a33237b
f0e2c2cf2a794a00a000021a5d 0 dfdfd.df

s 3

. //Vertica/5d2/026d63ae9d4a33237bf0e2c2
cf2a794a00a000021a19/026d63ae9d4a33237b
f0e2c2cf2a794a00a000021al19 0 0.dfs
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HRARNNFTI)
91

118

115

33

133

38

38

21521920

16

FED BRI RERTTEREZE

s 3

. //Vertica/5F7/026d63ae9d4a33237bf0e2c2
cf2a794a00a000021al11/026d63ae9d4a33237b
f0e2c2cf2a794a00a000021al1l 0 0.dfs

s 3

. //Vertica/82d/026d63ae9d4a33237bf0e2c2
cf2a794a00a000021al15/026d63ae9d4a33237b
f0e2c2cf2a794a00a000021al5 0 0.dfs

s 3

. //Vertica/9%9a2/026d63ae9d4a33237bf0e2c?2
cf2a794a00a000021a61/026d63ae9d4a33237b
f0e2c2cf2a794a00a000021a61 0 0.dfs

s 3

. //Vertica/ACD/026d63ae9d4a33237bf0e2c?2
cf2a794a00a0000000021a29-
026d63ae9d4a33237bf0e2c2cf2a794a00a0000
21a29 0 0.dfs

s 3

. //Vertica/b98/026d63ae9d4a33237bf0e2c2
cf2a794a00a000021a4d/026d63ae9d4a33237b
f0e2c2cf2a794a00a000021a4d 0 dfdfd.df

s 3

. //Vertica/db3/026d63ae9d4a33237bf0e2c?2
cf2a794a00a000021a49-
026d63ae9d4a33237bf0e2c2cf2a794a00a0000
21249 0_0.dfs

s 3

. //Vertica/EBA/026d63ae9d4a33237bf0e2c2
cf2a794a00a000021a599/026d63ae9d4a33237
bfle2c2cf2a794a00a000021a59 0 0.dfs

s 3

. //Vertica/metadata/VMart/Libraries/026
d63ae9d4a33237bf0e2c2cf2a794a00a0000000
02152/026d63ae9d4a33237bf0e2c2cf2a794a0
0a00002152.tar



HRKAFTI)
6865408

204217344

16109056

12853248

8937984

56260608

53947904

FED BRI RERTTEREZE

s 3

. //Vertica/metadata/VMart/Libraries/026
d63ae9d4a33237bf0e2c2cf2a794a00a0000000
021602/026d63ae9d4a33237bf0e2c2cf2a79%4a
00a00002162.tar

s 3

. //Vertica/metadata/VMart/Libraries/026
d63ae9d4a33237bf0e2¢c2cf2a794a00a0000000
021610/026d63ae9d4a33237bf0e2c2cf2a79%4a
00a000021610.tar

s 3

. //Vertica/metadata/VMart/Libraries/026
d63ae9d4a33237bf0e2c2cf2a794a00a0000217
e0/026d63ae9d4a33237bf0e2c2cf2a794a00a0
000217e0.tar

s 3

. //Vertica/metadata/VMart/Libraries/026
d63ae9d4a33237bf0e2c2cf2a794a00a0000000
021800/026d63ae9d4a33237bf0e2c2cf2a79%4a
00a00002180.tar

s 3

. //Vertica/metadata/VMart/Libraries/026
d63ae9d4a33237bf0e2c2cf2a794a00a0000000
02187a/026d63ae9d4a33237bf0e2c2cf2a79%4a
00a00002187a.tar

s 3

. //Vertica/metadata/VMart/Libraries/026
d63ae9d4a33237bf0e2c2cf2a794a00a0000000
0218b2/026d63ae9d4a33237bf0e2c2cf2a79%4a
00a0000218b2.tar

s 3

. //Vertica/metadata/VMart/Libraries/026
d63ae9d4a33237bf0e2c2cf2a794a00a0000000
0219ba/026d63ae9d4a33237bf0e2c2cf2a79%4a
00a0000219%ba.tar

17



HRKAFTI)
44932608

256306688

8062464

20024832

10444

823266

254

2958

18

FED BRI RERTTEREZE

s 3

. //Vertica/metadata/VMart/Libraries/026
d63ae9d4a33237bf0e2c2cf2a794a00a0000000
0219de/026d63ae9d4a33237bf0e2c2cf2a79%4a
00a0000219de.tar

s 3

. //Vertica/metadata/VMart/Libraries/026
d63ae9d4a33237bf0e2¢c2cf2a794a00a0000000
02labe/026d63ae9d4a33237bf0e2c2cf2a79%4a
00a000021a6e.tar

s 3

. //Vertica/metadata/VMart/Libraries/026
d63ae9d4a33237bf0e2c2cf2a794a00a0000000
021e34-
026d63ae9d4a33237bf0e2c2cf2a794a00a0000
2le34 .tar

s 3

. //Vertica/metadata/VMart/Libraries/026
d63ae9d4a33237bf0e2c2cf2a794a00a0000000
021e70/026d63ae9d4a33237bf0e2c2cf2a79%4a
00a000021e70.tar

s 3
. //Vertica/metadata/VMart/cluster confi
g.Jjson

s 3

. //Vertica/metadata/VMart/nodes/v_vmart
node0016/Catalog/859703b06a3456d95d0be?2
8575a673/checkpoints/cl3 chkpt 1l.cat.gz

s 3

: //Vertica/metadata/VMart/nodes/v_vmart
node0016/Catalog/859703b06a3456d95d0be?2
8575a673/checkpoints/cl13/B5EHK

s 3

. //Vertica/metadata/VMart/nodes/v_vmart
node0016/Catalog/859703b06a3456d95d0be?2
8575a673/checkpoints/c2 chkpt l.cat.gz



HRARNNFTI)
231

822521

231

746513

2596

821065

6440

8518

FED BRI RERTTEREZE

s 3

: //Vertica/metadata/VMart/nodes/v_vmart
node0016/Catalog/859703b06a3456d95d0be?2
8575a673/checkpoints/c2 completed

s 3

. //Vertica/metadata/VMart/nodes/v_vmart
node0016/Catalog/859703b06a3456d95d0be?2
8575a673/checkpoints/c4 chkpt l.cat.gz

s 3

. //Vertica/metadata/VMart/nodes/v_vmart
node0016/Catalog/859703b06a3456d95d0be?2
8575a673/checkpoints/c4 4/completed

s 3

: //Vertica/metadata/VMart/nodes/v_vmart
node0016/Catalog/859703b06a3456d95d0be?2
8575a673/Txnlogs/txn 14 gld.cat

s 3

. //Vertica/metadata/VMart/nodes/v_vmart
node0016/Catalog/859703b06a3456d95d0be?2
8575a673/Txnlogs/txn 3 g3.cat.gz

s 3

. //Vertica/metadata/VMart/nodes/v_vmart
node0016/Catalog/859703b06a3456d95d0be?2
8575a673/Txnlogs/txn 4 gd.cat.gz

s 3

. //Vertica/metadata/VMart/nodes/v_vmart
node0016/Catalog/859703b06a3456d95d0be?2
8575a673/Txnlogs/txn 5 g5.cat

s 3

. //Vertica/metadata/VMart/nodes/v_vmart
node0016/Catalog/859703b06a3456d95d0be?2
8575a673/Txnlogs/txn 8 g8.cat

s 3

! //Vertica/metadata/VMart/nodes/v_vmart
node0016/Catalog/859703b06a3456d95d0be?2
8575a673/tiered catalog.cat
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822922

232

822930

755033

822922

232

822930

755033

20

FED BRI RERTTEREZE

s 3

: //Vertica/metadata/VMart/nodes/v_vmart
node0017/Catalog/859703b06a3456d95d0be?2
8575a673/checkpoint/Cl4 7/chkpt l.cat.g
z

s 3

. //Vertica/metadata/VMart/nodes/v_vmart
node0017/Catalog/859703b06a3456d95d0be?2
8575a673/checkpoint/Cl4 7/completed

s 3

! //Vertica/metadata/VMart/nodes/v_vmart
node0017/Catalog/859703b06a3456d95d0be?2
8575a673/Txnlogs/txn 14 g7.cat.gz

s 3

. //Vertica/metadata/VMart/nodes/v_vmart
node0017/Catalog/859703b06a3456d95d0be?2
8575a673/Txnlogs/txn 15 g8.cat

s 3

. //Vertica/metadata/VMart/nodes/v_vmart
node0017/Catalog/859703b06a3456d95d0be?2
8575a673/tiered catalog.cat

s 3

: //Vertica/metadata/VMart/nodes/v_vmart
node0018/Catalog/859703b06a3456d95d0be?2
8575a673/checkpoint/Cl4 7/chkpt 1l.cat.g
V4

s 3

. //Vertica/metadata/VMart/nodes/v_vmart
node0018/Catalog/859703b06a3456d95d0be?2
8575a673/checkpoint/Cl4 7/completed

s 3

! //Vertica/metadata/VMart/nodes/v_vmart
node0018/Catalog/859703b06a3456d95d0be?2
8575a673/Txnlogs/txn 14 g7.cat.gz

s 3

. //Vertica/metadata/VMart/nodes/v_vmart
node0018/Catalog/859703b06a3456d95d0be?2
8575a673/Txnlogs/txn 15 g8.cat



HRARNNFTI) FED BRI RERTTEREZE

0 s 3
: //Vertica/metadata/VMart/nodes/v_vmart
node0018/Catalog/859703b06a3456d95d0be?2
8575a673/tiered catalog.cat

BRI
LIRES B BT SR TFHEHMNEBXREEN VerticatE®a. Ni&F FStorageGRID,

1. BIEHBIEER. B35 AWSStreamingConnectionPercentage BRBES3E BN 0 KE A 228, WTEH
AHEMENEoNEXNELE. FREIIGE, EEESHATIESIVerticaB T RIVIRENI X RIF#EERE
. EEIFER. SERBTFEEXNREMEPIRIEIESBRETRANXGaR. ERfEREEXHTR
A RATFHEHMN REFERE. BTATXNREMEIERRE. EiLEH HEER hE,

2. EF vsql BRI EFBEE, LEBZEEE QIEEonASHIEE"PIRENIIBEEDS, 5. BESWUTR
Bl

[dbadmin@vertica-vml ~]$ wvsqgl
Password:
Welcome to vsqgl, the Vertica Analytic Database interactive terminal.
Type: \h or \? for help with vsgl commands
\g or terminate with semicolon to execute query
\g to quit
dbadmin=> ALTER DATABASE DEFAULT SET PARAMETER
AWSStreamingConnectionPercentage = 0; ALTER DATABASE
dbadmin=> \qg

KIbRI T IgE
BRIRERIEB A Vertica3UBERIAZEEIRE (B= 1), NetApps@Z I RIFBRAXLCEFILE MRS 4R,
vsgql -c¢ 'show current all;' | grep -i UseDepot

DATABASE | UseDepotForReads | 1
DATABASE | UseDepotForWrites | 1

INERBIEIRE(RTiE)

WNR I EIRE B F A HIG# MR, ErT LU A SUEINE RN HBEE LU T, VerticaBaMt 7 R BI%HE
£VMart. iIF&MVertica/node/opt/Vertica/lExamples/VMart_Schema/"" Fo BxUILRAIEIEENIFAEE. 15
20 "I ab,

BB T E BB RGIEE:

1. LUDBadmin& {4 E R EVerticaTimZ—: cd /opt/vertica/lexamples/VMart_Schemas/
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2. BrpIEBIEMHEEEER. HEFS Bclddh H IR N SR .

a. cd /opt/vertica/examples/VMart Schema
b. o /vmartiR
C. vsql< vmartENXZEH.sql

d. vsql < vmart load data.sqgl

3. BZMENXMSQLEN., ErlisiTER—EER, UK EEERIImME R EEEED, Fla0
. vsgl < vmart queriesl.sqgl

MR EHEME R

ETHBEXREXEPFAREENESER, BEFLUTXEM / Mih:

* "NetApp StorageGRID 11.77= fa 314"
* "StorageGRID #iEX"
* "Vertica 10.17= maX 14"

IR SEIER

version Date XSRS £ iE R
k7~ 1.0 2021498 kRS
E& . LN

EAELK1%i#{TStorageGRID BE 21

BF& . MBLER

@13 StorageGRIDA A HEHK A hEE. En] LIECE NS A 4t HERSS 28R UINEF 72 #rStorageGRID B EH

B ELK (Elasticsearch. Logstash. Kibana)BEARZIHDHNBHERBRERZ— WEUEERFIR
FELKAL#Mi#1TStorageGRID HEDHT" RBINELE . UK MNAEER EARIRFIKMAISIIE R F 3 H#H 1T PEHE
lfﬁo StorageGRID¥J 287 15 ﬁﬁk’?ﬁl%%iﬁﬁﬁlﬁlﬂﬂ ESHIIMBRFEHERS 8. MELLASR "YouTubetl]

. TRBEXILHINENEZER, XM T LogstashfiE. Klbanagl’fﬂ B RFE BARBIRGISXH. AIHE
HjJ""’H&JEFﬁ‘*StorageGRID HEEEN D,

2K

* StorageGRID 11.6.0.28 E S ks
* ELK (Elasticsearch. LogstashfKibana)BZEHTIT7. 1xHEShRA

IS

* "FELogstash 7. xRS EL" +* MD5 checksum* 148¢23d0021d9a4bb4a6c0287464deab +* SHA256
checksum* f5ec9e2e3f842d5a7861566b167a561b4373038b4e7bb3b3d522adf2d6
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* "F#Logstash 8.xi {7324 E" +* MD5 checksum* e11ba3a662f87c3ef363d0fe06835 +* SHA256
checksum* 5¢c670755742cfdf5aa723a596b087e0153a65bcaef3934afdb682f61cd278d

* "R &5&EF FStorageGRID 11.9fLogstash 8. xR {fIX & "+* md5#ieF0*
41272857c4a54600f95995f6ed74800d +* SHA2561R%4F1* 7704886610527
19990851e1ad960d4902fe537a6e135e8600177188da677¢c9

Rig

1% E K StorageGRID FMELKBIARIBFNIZIE,
B

FF GroktETUE X IR AR FEURME T W RGIkEs. +F1U0. LogstashBCE X f+HBISYSLOGBASER T,
RIERERILogstashhR A E X A RIBYFEL & #Ro

match => {"message" => '<%{POSINT:syslog pri}>%{SYSLOGBASE}
% {GREEDYDATA:msg-details}'}

* Logstash 7.177=f*

Field Value

¢ _id FC1MaYEBRHBUBTKNI1sSE

t _index sgrid2-2622.86.15

# _score -

t _type _doc

e timestamp Junm 15, 2822 @ 17.36:46.838
t host gridz-site?-s1

t |[logsource SITEZ2-5S1

t msg-details Reloading syslog service
t pid £28

t [program update-sysl

t ;yslﬂg_pri 37

t ftimestamp | Jun 15 27:36:46
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* Logstash 8.237Rf3l*

Table JSON

Q) Search field names

Actions  Field Value
noo B _id yUhOiIEBVP6KX4EWqCYU
ooo _index[:? sglog-2822.86.21
ooo # _score
ooo i @timestamp Jun 21, 2822 @ 18:87:45.444
ooo t event.original =28>Jun 271 22:87:45 SITE2-53 ADE: syslog messages being dropped
aao t host.hostname SITE2-53
ooo t msg-details syslog messages being dropped
ooo { | process.name ADE
ooo t|syslog_pri 28
ooo t | timestamp Jun 271 22:87:45
BB

1. IR LRENELKIRASRESEIR BRG], RFISXGFEEM N LogstashFEERI: * sglog-2-file.conf
. HEEE X2 StorageGRID HiEE Bt ELogstash LI, MASFHITEIER L, &ErTL
fEFA A< KMl LogstashE /£ Ui StorageGRID ;EE. (& #EB) T fi#StorageGRID AEER . +
sglog-2-es.conf: *ILEACE X4 EAZ MR FiEes4% i StorageGRID BHEEE. EAREIERfIdropiE
A, XEEAREEXHMEREFT HE. MHI§ & XEElasticsearchLURHIZRS |, +IRIEXXH PRI
BEMEENEREX 4.

2. M BE X BIECE X4

/usr/share/logstash/bin/logstash --config.test and exit -f <config-
file-path/file>

NSREINEE—ITSUTTEM. NitEEXHSEEEEIR:

[LogStash: :Runner] runner - Using config.test and exit mode. Config
Validation Result: OK. Exiting Logstash

3. BBE XM confXXHEFIZILogstashBRS2EMIACE : /etc/logstash/conf.d+I1R H
f£/etcllogstash/logstash.ymIf1/= Fconfig.reload.automatic. iEE B 5LogstashfRSS. BN, BEHF
FoEEFINEIERRE,
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10.

grep reload /etc/logstash/logstash.yml
# Periodically check if the configuration has changed and reload the
pipeline
config.reload.automatic: true
config.reload.interval: 5s

#/var/log/logstash/logstash-plain.logH i IATE £ A FTEC & X /2 BiLogstashE & B 1R
HIATCPIRBBEhFHIEFE M. +ELRBI. EATCPIKE5000,

netstat -ntpa | grep 5000
tcpb 0 0 :::5000 338%
LISTEN 25744 /java

7£StorageGRID EIEREF AR A EP. BEIMNFRFAHERS UM Logstash RIXHEEE. BXi¥
EE. BB "ERAM" .

EEEE LogstashfRSB 25 L AL E s 22 AR A3, l«)(ft,iiFStorageGRlD T REEIEXTCPIRO,

#£Kibana GUIFR. %E#EManagement — Dev Tools, EEHIGTE L. iE1Tlbgetdn < UBIAE
EElasticsearch_EBIEEFHZES I,

GET / cat/indices/*?v=true&s=index

fEKibana GUIF, BIEZRS|#E(ELK 7.x) T EIEE(ELK 8.x)o

fEKibana GUIMTERPEIRYIE ZRAEHSA N "saved objects”s +TEEREMRAE L. EEFN. EENE
T, R ERASIRIE"
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Import saved objects

Select a file to import

&y
Import
Import options
o Check for existing objects ®

Automatically overwrite conflicts

%Requesr_ action on conflict
—

Create new objects with random IDs @

SF ELK <version>-query-chart -sample.ndjson, +3HR&FIEREMRPRE, BERFEEEILHEIE
HZRE B EIERE.,



Import saved objects

€ Data Views Conflicts

The following saved objects use data views that do not
exisl. Please select the dala views you'd like re-associated
with them. You can create a new data view if necessary.

D Count Sample of aff... New data view

594f91a0-
d1892-11ec-
b30i- 2 sglog
09f67aedd
ds

B0cf3620-
e5fa-11ec-
afvy1- 1 sglog W
Bi6e9B0dBe -
b0

SANTUTEEANR: * Query** audy-msg-s3rg-orin * bycast log S31Hx;HE* loglevel WARNINGEL LA
F+RMBIR 2 HE M+ NGINS-GWir Sif17] H & (X 7Eelk8-sSample—for-sg119.zipH$Z i) Chart** S3i&EXK

1 (E T bycast.log * HTTPIRZS) B 1ZEE 73 2€)+ S34E BAR+EEIZIE KBTI Y a]),

WME. EelLfEAKibanait{TStorageGRID BEZ 77

*"REEE101"

* "t ARELKHEE"

* "GrokiEFIR"

* "Logstash N\ J#§F3: Grok"

* "Logstash3:FHiER: RFAREREZIHR"
* "Kibanatgm—Xl 5 315"

* "StorageGRID HiZHEHEEE"
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{EFAPrometheusf1GrafanaiEiEfr{R ZHAR
{E&: Aron Klein

EIREAIRGIRM T ELENetApp StorageGRID5S5MEF Prometheus #1 Grafana ARZ5EVIF 435t ER,

Vadax
AN

StorageGRID {EPrometheusTZ 1545, FHilid W ERIGrafanafls BRI XLEFEIRHITAI . BERERF
ImiFIEEPH AIEER P s/ APrometheusifinl. AJLAMStorageGRID &2 iifia]lPrometheusgtr, Bai. It
IR REZEET REEBSENRE. AT REEKIIFEETEHEER IR X LSRR B E X ALK
R. BITEIE —1#BIPrometheusFGrafanafR5528. ACE A 1BVFTARSS 28 LAM Storage GRIDSE 51| R BRIX LE
$etn. HEAMNEINEBIIETEE—MSER. EALEREA XERUERPrometheusiStREIFE 2
"StorageGRID X#14",

EX&Prometheus

SKEEPFMES

EA ARG, FIGER StorageGRID 1.6 T3 BYFRA EHMLLA Az Debian 11iR$S28, StorageGRID EIEREACE
T—PMNAHREEMCAIEH, ATRANEFRENTBStorageGRID &4 Debian LinuxZEMN L EMAE IR, &8
LUfEFAPrometheusfGrafanasz #F8EAILinuxiE . Prometheus#1GrafanaZf el LAZ 2 HDockerdss. MIRIL
BRI TRIFN B FI Y. ELREIR. FREEIZER—Debianfk55 28 L L E&EPrometheusfGrafana—i#

B, MTFEHIRBEARZE R BAHITIRIE https://prometheus.io # https://grafana.com/grafanal o

ZPrometheus® i1/ 0] ig & StorageGRID

Eifjin]StorageGRID Stored Prometheusistn. EHMERT LEEETEZENERIRIER. FARFPIEEHE
PR, StorageGRID EEZEOMNMEARSSLIEH, ILEPHMEHPrometheusfRSZ2R15E. HEBASCASE.
MRZEERIUER. MIIEBANFRNZET. ETHREZEE. 1518 "StorageGRID 14"

1. 7£StorageGRID BIERET. EFA T AR "configuration". JAG7EE ZFIAY"Security" T & H Certificates,
2. IENERTIE L. EREPIRER R, ARRERIN" R,

3. i%f#%ﬁ%iﬁlﬂﬂﬁﬁﬁ’ﬂg)ﬂﬁ%ﬁ@%%#@ﬁ%ﬁtﬁ:ﬁo BE" AR RIEN IR TRME. ARRE"HEE
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Add a client certificate

- '__-“. - a 1
o Enterdetails ——— (2) Enterdetails

Certificate details
Certificate name @

prometheus

Permissions

Allow prometheus @

4. MREWECARRRIES. WAILLERE" EEIER"RERE. EERNNERT. RITHETEE"EIE
B BRIEIEHE StorageGRID £REFIHIER, WWIPREREREMAFE. BATFiRRS R0
FQDN. Ax532389IP. EEMBYMKRE. ARBEE"EM &,
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Add a client certificate

Certificate type

Upload certificate @ Generate certificate

Domain name @

prometheus.grid.local
Add another domain

P

192.168.0.10
Add another IP address

Subject ©

,l'CN=F'mme!heu5i

Days valid @

730

Generate i

Previous

Be mindful of the certificate days valid entry as you will need
@ to renew this certificate in both StorageGRID and the Prometheus

server before it expires to maintain uninterrupted collection.

1. FHIEBNEXHEAERNEX S,

30



Generate

Certificate details i
Download certificate | Copy certificate PEM

Subject DN: JCH=Prometheus

Serial Number: T2DEEDT:04:CC4F 29 66:08:-CA:53:24: T9: 1B:09:45: 3B C:56

Issiner [¥N: {CH=Prometheus

Issued On: 2002-08-23T17:54:33. 0002

Enpires On: 2024-08-21T17:54:33.0002

SHA-1 Fingerprint: FAT:6E:FDET:DE:52:ETREESDA-AADF BD:45:94.04:53:47:1E
SHA-256 Fingerprint:  T4:23:C2:02:3A D908 COEE:CL-FASS A TCAE 1 8AR:BO: T D2 L3 LF 3 ERAF BFAF 9ECT.00.CHFAET

Alternative Names: DNS:prometheus.grid.local
IP Address:192. 168,010

Certificate private key @

A Youwill nat be able to view the certificate private key after you close this dialog. To save the keys for future reference, copy and paste
the values to another location.

Download private key | Copy private key

=———BEGIN RSA PRIVATE KEY
MITEpATBAAKCAQEAIbTCYIEpMWPKS ritVpMkmIDKLT jaTHIertq23VeAMLwxz Lall

(:) This is the only time you can download the private key, so make
sure you do not skip this step.

AEFELinuxfRSS 28 IR ZEPrometheus

& &PrometheusZfll. FFELBAFRIFRIITES . 1LPrometheus AP, BREMMITES. HNIErEE

UERESE.

1. gEPrometheus A,

sudo useradd -M -r -s /bin/false Prometheus

2. JyPrometheus. EFIHIEPFIEREIELIEZE R,

sudo mkdir /etc/Prometheus /etc/Prometheus/cert /var/lib/Prometheus

3. REAextdXHFRANMRI T ATFRIMRBIIHEE,

mkfs -t ext4d /dev/sdb
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4. RfE. HRXHERGEHEIPrometheustsin B Ro

sudo mount -t auto /dev/sdb /var/lib/prometheus/

O. FREVA FHatr#dERIEAEAIUUID,

sudo 1ls -al /dev/disk/by-uuid/
lrwxrwxrwx 1 root root 9 Aug 18 17:02 9af2cba3-bfc2-4ecl-85d9-
ebab850bb4al -> ../../sdb

6. 1E/etc/fstab/FRMN—1%H. EHEHEEFBIETNEERA/devisdbRuuid,

/etc/fstab
UUID=9af2c5a3-bfc2-4ecl-85d9-ebab850bbdal /var/lib/prometheus ext4d
defaults 0 0

LEMEEPrometheus

Mz, BRSF[|EEFTME. KT LIFFELEPrometheusHECE HEARSS -

1. {REXPrometheusTiE

tar xzf prometheus-2.38.0.linux-amd64.tar.gz

2. B #EIX S HIE /usr/local/bin. FREFRENE LA LRI B)iEBPrometheus AP

sudo cp prometheus-2.38.0.linux-amd64/{prometheus, promtool }
/usr/local/bin
sudo chown prometheus:prometheus /usr/local/bin/{prometheus, promtool}

3. ¥ EH & ES F2/etc/Prometheus
sudo cp -r prometheus—Z.38.0.linux—amd64/{consoles,consoleilibraries}
/etc/prometheus/

4. 385 Hi MStorageGRID THME P IRIE B E AEZHEMNEXHEHIZ/etc/Prometheus/Certs

5. #llZPrometheusfit & YAMLZ {4

sudo nano /etc/prometheus/prometheus.yml
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6. FMALUTERE, ELBRAIUREFRARNEREN, & targets"BUANEET SAIFQDN. MREKTIES
B E ARAXHE. EEHts_confighfn UEHLE, ARREXH. MNRENMEEEREEETER
BEZIER. B THILEBHRESEEH—2MNEFLRIEP—ERE. AG1TEts_confighl R
fllca_file: /etc/Prometheus/Cert/Ulcert.pem

a. fEbRFIch. FigUkEE Llalertmanager. Cassandra. nodeflStorageGRID FFkMIFRE1EHR. &R]LATE
FREHB XPrometheustBfREVIF{E S "StorageGRID 324",

# my global config
global:
scrape interval: 60s # Set the scrape interval to every 15 seconds.

Default is every 1 minute.

scrape configs:
- job name: 'StorageGRID'
honor labels: true
scheme: https
metrics path: /federate
scrape interval: 60s
scrape timeout: 30s
tls config:
cert file: /etc/prometheus/cert/certificate.pem
key file: /etc/prometheus/cert/private key.pem
params:
match([]:
'{ name =~"alertmanager .*|cassandra .*|node .*|storagegrid .*"}'
static configs:
- targets: ['sgdemo-rtp.netapp.com:9091"]

NRMREERERECEANIEERIER. B FHEIEPHEES AR —RMIE P KIER—#E
ME&. 7Etls_configif . FEHRMEIZ A REBNETRAERT LS

®

ca file: /etc/prometheus/cert/UIcert.pem

1. ¥%/etc/PrometheusF/var/lib/Prometheus R FrE X 4F1 B RBIFAENE X fIPrometheus i

sudo chown -R prometheus:prometheus /etc/prometheus/

sudo chown -R prometheus:prometheus /var/lib/prometheus/

2. 1E/etc/systemd/system 8l —PrometheusfR 353 {4
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3.

4

34

sudo nano /etc/systemd/system/prometheus.service

HENLUT1T. 157FE#-storage.tsdb.retention.time=1y#. EIFIETEUENRZHRIEEN1E, HE. &
7] LA {52 F3#-storage.tsdb.retention.size=300GiB#IR {EZ &R I E R B HAR, XX B ISR EIME—(IL
=13

[Unit]

Description=Prometheus Time Series Collection and Processing Server
Wants=network-online.target

After=network-online.target

[Service]

User=prometheus

Group=prometheus

Type=simple

ExecStart=/usr/local/bin/prometheus \
-—config.file /etc/prometheus/prometheus.yml \
--storage.tsdb.path /var/lib/prometheus/ \
--storage.tsdb.retention.time=1y \
--web.console.templates=/etc/prometheus/consoles \

--web.console.libraries=/etc/prometheus/console libraries

[Install]
WantedBy=multi-user.target

BN systemdBRSS LU ETBIPrometheusfRSS. SRR B ahH R FPrometheusiRS5.

sudo systemctl daemon-reload
sudo systemctl start prometheus

sudo systemctl enable prometheus

sudo systemctl status prometheus



® prometheus.service - Prometheus Time Series Collection and Processing
Server
Loaded: loaded (/etc/systemd/system/prometheus.service; enabled;
vendor preset: enabled)
Active: active (running) since Mon 2022-08-22 15:14:24 EDT; 2s ago
Main PID: 6498 (prometheus)
Tasks: 13 (limit: 28818)
Memory: 107.7M
CPU: 1.143s
CGroup: /system.slice/prometheus.service
L—ca98 /usr/local/bin/prometheus --config.file
/etc/prometheus/prometheus.yml --storage.tsdb.path /var/lib/prometheus/
--web.console.templates=/etc/prometheus/consoles --web.con>

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T719:14:24.510Z caller=head.go:544 level=info component=tsdb
msg="Replaying WAL, this may take a while"

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.816Z caller=head.go:615 level=info component=tsdb msg="WAL
segment loaded" segment=0 maxSegment=1

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.816Z caller=head.go:615 level=info component=tsdb msg="WAL
segment loaded" segment=1 maxSegment=1

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.816Z caller=head.go:621 level=info component=tsdb msg="WAL
replay completed" checkpoint replay duration=55.57us wal rep>

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.8317Z caller=main.go:997 level=info fs type=EXT4 SUPER MAGIC
Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.83172 caller=main.go:1000 level=info msg="TSDB started"

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T719:14:24.831Z caller=main.go:1181 level=info msg="Loading
configuration file" filename=/etc/prometheus/prometheus.yml

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T719:14:24.832Z caller=main.go:1218 level=info msg="Completed loading
of configuration file" filename=/etc/prometheus/prometheus.y>

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.8327Z caller=main.go:961 level=info msg="Server is ready to
receive web requests."

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.8327Z caller=manager.go:941 level=info component="rule

manager" msg="Starting rule manager..."

6. MTE. EBRIZAETE N % EPrometheusfRS328HIUI hitp:/Prometheus-server:9090 H&EZFUI
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http://Prometheus-server:9090

9 Prometheus Alerts Graph Status~ Help

B Use local time @& Enable query history ® Enable autocomplete

@& | Execute

Remove Pane

Add Panel

7. 1£"Status" Targets F. &ATLAE B FK A 17EPrometheus.ymIEZ & HStorageGRID & s FIRZS

9 Prometheus Alerts Graph Status~ Help

Runtime & Build Information
Targets
TSDB Status
Command-Line Flags
Al Unhealthy Collapse Al v
Configuration
Rules
Targets

X Service Discovery
Endpoint

9 Prometheus Alerts Graph Status- Help

Targets

All  Unhealthy Collapse All

show less

Last Scrape
Endpoint State Labels Scrape Duration  Error

up instance="sgdemo-rtp.netapp.com:9081" 43.396sa 280.876ms
match[]="{__name__=~"alertmanager_*|cassandra_*|node_*|storagegrid_="}" job="StorageGRID" e[}

8. EEFIE L. EaIITNREEHRIESIERTERINRRT . Hlt0. EZEEHE
N"storagegRid_node_cpu_utilization_percentage ". fAGEHHITIR,




9 Prometheus

B Use local time &
Q  storagegrid_node_cpu_utilization_percentage Execute
Table

< >
storagegrid_node_cpu_utilization_percentage{instance="TD-SG-Adm01", job="node", node_id="fc1f00fc-d148-42b6-b9c4-72b34c2cd0c3", - 3.406250000000!
cc25-4255-8987-771e7246ad35", site_name="Tera01"}

storagegrid_node_cpu_utilization_percentage{instance="TD-SG-GW01", job="node", 3.264583333336901
cc25-4255-8987-771e724B8ad35", site_name="Tera01"}

storagegrid_node_cpu_utilization_percentage{instance="TD-SG-SN01", job="node", node_id="17bal4f4-53fc-44fd-alcc-96d2525
cc25-4255-89¢ 71e7246ad35", site_name="Tera01"}

storagegrid_node_cpu_utilization_percentage{instance="TD-SG- " job="node", node_id="b4343{55-16fd-4471-993c-1cd749867718", site_id="a3d223fd- 14.618749999999494
cc25-4255-8987-771e7246ad35", site_name="Tera01"}

storagegrid_node_cpu_utilization_percentage{instance="TD-5G-SN03", job="node", _ 77313bb8-0300-45af-b748-98cd128dd39d", site_id="a3d223fd- 10.620833333423812
cc25-4255-8987 p7246ad35", site_name="Tera01"}

Add Panel

ZHEMEIE Grafana

EPrometheusZEFEHIEE TEZE. FTI UL EGrafanaHFEL B S EMR

GrafanaZit
=

1. ZEFFHHIE I RRGrafana

sudo apt-get install -y apt-transport-https

sudo apt-get install -y software-properties-common wget
sudo wget -g -0 /usr/share/keyrings/grafana.key
https://packages.grafana.com/gpg.key

2. NRERRZAAINMAFAERE |

echo "deb [signed-by=/usr/share/keyrings/grafana.key]
https://packages.grafana.com/enterprise/deb stable main" | sudo tee -a

/etc/apt/sources.list.d/grafana.list

3. AINEfERES.

sudo apt-get update

sudo apt-get install grafana-enterprise

4. BN systemdBRSS LUEMEFT B grafanalRs3. AR EIH BB Grafanafis.
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sudo systemctl daemon-reload
sudo systemctl start grafana-server

sudo systemctl enable grafana-server.service

5. M1E. GrafanaBLEHIEHEITIT. FTFNAESIAIEHTTP: /Prometheus-server: 30008, &i§&
Fl|GrafanaB& Rl H,

6. BINBEREIE Fadmin/admin, ERRIERTI&E D,

7JStorageGRID t#EGrafanafs E1k

fEGrafanaflPrometheusZEHIZITHIER T MEEMRET QIR BB RNERE BIRREREXRE T
1. TEMEER. B RE"HAF SRR ARRE RINEER"%HE

2. Prometheus¥ 2RI INA IR Z —. WRAE. BFERERZHE"Prometheus”

3. @3 i A\ Prometheus L FIBIURL LA X 5 Prometheus Bl FRILACHYIE bR B FR K BC B PrometheusiB. FRIAZHT
4R R4y . ENFEKTEPrometheus AR B ZIREIESE,
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tit Settings

Prometheus Dafisult

HTTP

URL htip:/flocalhost:9090
Access Server (default)
Allowed cookles

Timeout

Auth

Basic auth With Credentiats
TLS Client Auth With CA Cert
Skip TLE Verlly

Forward DAuth ldemity

Custom HTTP Headers

+ Add header

Alerting
Manage slerts via Alerting Ul

Alsrimanager dats source

Scrape interval
Query timeout

HTTP Mathod

4. WMAFTRIRER. M TRMIKE. ASEE"Save & test"(fRFFHNIK)
oS. BEeEMIRARINE. B EHExploreiZi,

a. "R "EOS. Ea LUEATAER"storagegrid node_cpu_utilization_percentage "X BIFEEIEFR.
AEREE"BTER"%RHE




L

6. I7E. HKNNBEEIIER. ATLIR—MEER,
a. fEEMIERKSE. BFDashboards. FASiERE"+" new Dashboard"
b. JEE" A INFHER"
C. B RIS R EF IR, FRE B /X (ER " "storagegrid node_cpu_utilization_percentage ". HINER

e, EBAREIIE. FEEGERNEEX. REHRAN" { {instance} } "REXTRBER. HE
EUHJJ1‘%E’\J"ﬁ)ﬁiﬁbﬂ‘ﬂ%"%r_{:"iﬁ%?9“Misc 100/percent (0%)". AEREE" VA EEREREFEIER

#= New dashboard [ Edr Panel




7. BT B APRB NS MR XFE Bk, (BFETRIZE. StorageGRID ELHAESEIRAIESR
R BT AEHIE B EXEBRF.

a. MStorageGRID BIEFREAAMENRP. EFE"Support". FARTE"Tools"F!| B[P &5 "Metrics "o
b. 7EIEtRAR. FRHEFEH(E)FITREREY" A" 55,

DASHBGAED

i Metrics

AnCes Chares Snd metnics o help roubisuhaot s

Bromathoul in o apes-sounte toolkil for collecting metrice. The Promstheus visdace sliows you b query the curment value of mabrics snd bo view charts ol the values over teme
Mgy ther Mromet e UT waisg tha link below. You mand B vignad inio the Grid Msnage:

1rica g

8 softwirs for meties visuallastion. The Grolees stevlscs provides pre-conmruchsd debbes rdy il conbein gragha of wmgssstant metr viluss oy tine

Bheign peln
Erasare coding Acors the Grafana dashboan using the links beiow. You ment be signed m tothe Grid Mansges
Sasrapr gredes

P MaLrart by Gy e e

Byt ~riadats lechun A al

COMFIGURATION

WA HAMCE aviis e Chrmrers

sureout

C. EMRRIEERF. HITEF"ERFME-NRTHIEER. R/ TFEAMNERITEAIARE L TRERS,
MUESE B RERER "1 E " " ERJSON"

d. EHJUSONIEHXFE .



Inspect: Storage Used - Object Metadata

Salact source

Panel JSON

"aliasColors"™:

“"datasource":
"decimals": 2,
*fitL": 1,
“fillGradient™: @
“gridPos": {

"legend”: {
"avg": Talse

“current"

"values™:
|
"lines™: true,
*linewidth": 1,
“links": [],
*nullPointMode":
“options™: {
"alertThreshold"
}e
"percentage™:
“pointradius™: °f
"polints™:
"renderer":
"seriesOverrides":

i
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Command Prompt

C:\Users\gorman>nslookup www.wip.engineering.f5demo.net
Server: dns.google
Address: B8.8.8.8

Non-authoritative answer:
DNS request timed out.
timeout was 2 seconds.
Name : www . wip.engineering.f5demo.nek
Address: Lu4.250.237.176

C:\Users\gorman>nslookup www.wip.engineering.f5demo.net
Server: dns.google
Address: B8.8.8.8

Non-authoritative answer:
DNS request timed out.
timeout was 2 seconds.
Name : www . wip.engineering.f5demo gt
Address: 3.145.176.2U6

BIRRESRARA
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INREERRIERPAILIL R BIStorageGRIDTI R A AMFERE, NREREMFIESIREMZEIZRSH. MRER
ZETH IR, A=rempih R R LA IAIEUL S3 I E AR H. Flt, 2IKAIAMRERS S3
StorageGRIDE (K f# RS EHIERI—T 5%, B—MAE AR RESHBEMENER L, XBPERE.

DNS » GSLE: Pools : Pool List » Members : waww_wip_engineering_fstest net pool : A

Statistics

Load Balancing
Preferred: | Round Trip Time v |
Load Balancing Method Alternate: [ Ratio w |
Fallback: [Fallback IP w |
Fallback IP [47.456 |
| Update |

AEXNMIFR, S ERRERE NI REVE ARG SN EFUREURAIT, HENESERAER
Mz DNS EITERIERERY 7R, XRULRERIENT. MRXMGERATT, WAURESES S ML
EEBIRERE MR, RELHITE, MEEKR. HEESHIStorageGRIDU = A LUZRUILE AR\ IE R B S HY
S3 £5. &a, FA—MRMEMERRE, WRMFNFIELREIBHEIEE, WEENER IP BB FREHNEIE
IhRo BIG-IP DNS FRELEE BRI HIIE S EZ—= 40N, U DNS EERENIR (B S3 B B4
DNS f#tfres) , HFAEERMAEIMEEMEFEREE N &E B R0

RE, MRLRIBHELIK, WESBEZEMER F5BIG-IP DNS FMAi#MiHierIshS R R, IR, =1L
mESREEE) DNS EWRIR, B0, REBEEAR—ZH DNS sl S1FkH. AILUMEIKE

MR BIG-IP LTM /25 BIG-IP DNS £, LUIAEHEMMEEILRAIEEN S3 RBIRMRIRIEE. Hlit,
kB I MAYAE A BE R I M AYStorageGRID A iR A LE L FAb E RN AV 1A R B 4T AIARSS o

e

F5 BIG-IP 5NetApp StorageGRIDIVEERAR/R T 585 % i s B3IE ] B M AN — BB R BV AR DR AY, HILL
T S3 EEHRMA, SEURRS RO RFMEEME. HEMTEY, FERAIKEAR. ol RN ENEHER
REZeMAY (AL AYFRARE SR

MEBETHREZELR, BARLLAEE F5 EAM BIG-IP DNS X%, "##E", Ea UIKEI—IREXIEHIES
i, ERaaRfigERND PR "Ik,

Datadog SNMPECZE
€& : Aron Klein

fid & Datadog AU EE Storage GRID SNMPFEATA1 &R

Aic&Datadog

Datadog@—FhSiTARR AR . mliRHIEIR. I EIRINGE, LU TACE 2 1EStorageGRID R4t A HERE
BIUbuntu 22.04.1F#_EEALiInuxXIBRRZS7.43. 132 HERY
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https://clouddocs.f5.com/training/community/dns/html/class1/class1.html
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MStorageGRID MIBXZ {44 pf HY K 1E H & B S 4 FIFE R S 4
Datadogiefft 7 —Mi& 7= smMIBX 5515 O BRETSNMPIE EFr RV EE B S8 E XI5 £,

FRERIREBY15 BA A p B T 45038 B B AP AR IR 1AV StorageGRID YAMLI {4 "It +4F It ST
£ /etc/datadog-agent/conf.d/snmp.d/traps_db/+H

* "NEFEHYAMLI " +
° * MD5#R5uH* 42e27€4210719945a46172b98c379517 +
° * SHA2561%3u#* dofe5c8e6ca3c902d054f854b70a85f928chb8b7c76391d356f05d2¢f73b6887 +

LttStorageGRID EEE X YAMLX {4 F 43R B SRS, b 4B IRBIREIAIRBE R "Ithak s +FIt>
{41 & 1£/etc/datadog-agent/conf.d/snmp.d/profiles/+H

s "FEHECE X YAMLX A" +
o * MD5#RLEFN* 72bb7784f4801addade0c3ea77df19aa +
° * SHA256 R EEFN* b6b7fadd330 63422a8bb8e39b3ead8ab38349ee0229926eadc8585f0087b8cee +

BT & =215+-AISNMP Datadogft &

ALUBE R AN EREAIERECESNMP, &r] LUBd 1Rt E & StorageGRID RFRIMLEHEEEIRACE B5h
R, WAl EXEZEMEENIP, RIBFAMEVRE. EMUESEIARE. Bl ELHEREREYAMLXH
FENX. ESNMPECEYAMLXHHELEENIREENX . U TER—StorageGRID ZFHFHIF IR,

BEIRI

fid & il F/etc/datadog-agent/datadog.yaml

listeners:
- name: snmp
snmp listener:
workers: 100 # number of workers used to discover devices concurrently
discovery interval: 3600 # interval between each autodiscovery in
seconds
loader: core # use core check implementation of SNMP integration.
recommended
use device id as hostname: true # recommended
configs:
- network address: 10.0.0.0/24 # CIDR subnet
snmp version: 2
port: 161
community string: 'stOr@gegrid' # enclose with single quote

profile: netapp-storagegrid

BMRE

/etc/datadog-agent/conf.d/snmp.d/conf.yaml

60


https://docs.datadoghq.com/network_monitoring/devices/snmp_traps/?tab=yaml
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https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/NETAPP-STORAGEGRID-MIB.yml
https://datadoghq.dev/integrations-core/tutorials/snmp/introduction/
https://datadoghq.dev/integrations-core/tutorials/snmp/introduction/
https://datadoghq.dev/integrations-core/tutorials/snmp/introduction/
https://datadoghq.dev/integrations-core/tutorials/snmp/introduction/
https://datadoghq.dev/integrations-core/tutorials/snmp/introduction/
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/netapp-storagegrid.yaml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/netapp-storagegrid.yaml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/netapp-storagegrid.yaml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/netapp-storagegrid.yaml
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https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/netapp-storagegrid.yaml
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https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/netapp-storagegrid.yaml
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https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/netapp-storagegrid.yaml
https://docs.netapp.com/zh-cn/storagegrid-enable/media/datadog/netapp-storagegrid.yaml

init config:

loader: core # use core check implementation of SNMP integration.
recommended

use device id as hostname: true # recommended
instances:
- ip address: '10.0.0.1'

profile: netapp-storagegrid

community string: 'stOr@gegrid' # enclose with single quote
- ip address: '10.0.0.2'

profile: netapp-storagegrid

community string: 'stOr@gegrid'
- ip address: '10.0.0.3'

profile: netapp-storagegrid

community string: 'stOr@gegrid'
- ip address: '10.0.0.4'

profile: netapp-storagegrid

community string: 'stOr@gegrid'

fEaFHRYSNMPECE

SNMPREHYER & 7 datadogfic & yamlIX {4/etc/datadog-agent/datadog.yamIFHE X

network devices:
namespace: # optional, defaults to “default”.
snmp_ traps:
enabled: true
port: 9162 # on which ports to listen for traps
community strings: # which community strings to allow for v2 traps
- stOr@gegrid

StorageGRID SNMPEC &

StorageGRID Z#HBISNMPRIB( FACEIEDRAVEITYIT, BASNMPHEANMEER. MNREBAEMEMH.
BER G BN RN E S EHE B MDatadogKIE EHAIZ— B 1.



SNMP Agent

You can configure SNMP for read-only MIB access and notifications. SNMPvl, SNMPvc, SNMP3 are supported. For SNMPY3, only User Security Model (LISM)
authentication is supported. All nodes in the grid share the same SNMP configuration,

Enable SNMP @

System Contact @
System Location @ lab

Enable SNMP Agent Notifications @
Enable Authentication Traps @  [_]
Community Strings

Default Trap Community @ stOn@gegrid

Read-Only Community @

String 1 stOr@gegrid +
Other Configurations
Agent Addresses (0) USM Users (0) Trap Destinations (1)
; +_I:reat= j
Version Type Hast Part Protocol fl:d::munityfu ™
) ENMPEC inform 10,193.52.241 8162 upP DU Comimimity:

stin@gegrid

{E£Frclone7EStorageGRID L%, WMEFMIPRITER

{£%& . Siegfried Hepp#1Aron Klein_

rclone@—fM A FSHREN R EMSTLANE iR, EoLUEMrclonexE . EHIFMIFRStorageGRID LAY
KR, rclone ] LUMBRTEMEDEL. BMEARRTEM S B a] LIER AR ThEE. SN TR BIFFR.

ZEHECErclone

BT EILE RS 28 E R % rclone. IEMTHE "rclone.org’s

IR ET B

1. BB TEE A Fah 8 XK E B rclone it B XX
2. ElbRFIF. FIFERsgdemofErclonefit & Hit2StorageGRID S3im IR TR,
a. BIIEAECE X1~/ config/rclone/rclone.conf
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https://rclone.org/downloads/

[sgdemo]
type = s3
provider

endpoint

access_key id =
secret access key =

= Other
= ABCDEFGH123456789JKL
123456789ABCDEFGHIJKLMNO0123456789PQRST+V

= sgdemo.netapp.com

"

b. 3=1Trclone config
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rclonefd &#

2023/04/13 14:22:45 NOTICE: Config file
"/root/.config/rclone/rclone.conf" not found - using defaults
No remotes found - make a new one

n) New remote

s) Set configuration password

g) Quit config

n/s/aq> n

name> sgdemo

Option Storage.

Type of storage to configure.

Enter a string value. Press Enter for the default ("").

Choose a number from below, or type in your own value.
1 / 1Fichier

\ "fichier"

2 / Alias for an existing remote
\ "alias"

3 / Amazon Drive
\

"amazon cloud drive"

4 / BAmazon S3 Compliant Storage Providers including AWS,
Alibaba, Ceph, Digital Ocean, Dreamhost, IBM COS, Minio,
SeaweedFS, and Tencent COS

\ "s3"
5 / Backblaze B2
\ "b2"
6 / Better checksums for other remotes
\ "hasher"
7 / Box
\ "box"
8 / Cache a remote
\ "cache"
9 / Citrix Sharefile
\ "sharefile"
10 / Compress a remote
\ "compress"
11 / Dropbox
\ "dropbox"
12 / Encrypt/Decrypt a remote
\ "crypt"
13 / Enterprise File Fabric
\ "filefabric"
14 / FTP Connection



15

16

17

18

19

20

21

22

23

24

25

26

27

31

32

33

34

35

36

PN N N N U N N N O N N N N N N N - N N N

" ftp"

Google Cloud Storage (this is not Google Drive)

"google cloud storage"
Google Drive

"drive"

Google Photos

"google photos"

Hadoop distributed file system
"hdfs"

Hubic

"hubic"

In memory object storage system.
"memory"

Jottacloud

"jottacloud"

Koofr

"koofr"

Local Disk

"local"

Mail.ru Cloud

"mailru"

Mega

"mega"

Microsoft Azure Blob Storage
"azureblob"

Microsoft OneDrive
"onedrive"

OpenDrive

"opendrive"

OpenStack Swift (Rackspace Cloud Files,

"swift"

Pcloud

"pcloud"

Put.io

"putio"

QingCloud Object Storage
"gingstor"

SSH/SFTP Connection
"sftp"

Sia Decentralized Cloud
"sia"

Sugarsync

"sugarsync"

Tardigrade Decentralized Cloud Storage
"tardigrade"

Memset Memstore,
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37

38

39

40

41

42

43

44

45

PN N N N N N N

Transparently chunk/split
"chunker"

Union merges the contents
"union"

Uptobox

"uptobox"

Webdav

"webdav"

Yandex Disk

"yandex"

Zoho

"zoho"

http Connection

i e ™

premiumize.me
"premiumizeme"

seafile

"seafile"

Storage> 4

large files

of several upstream fs



Option provider.

Choose your S3 provider.

Enter a string value.

1

10

11

12

13

14

/

N 7N N N N N N N N N N N N o

~

Amazon Web Services (AWS) S3
"AWS"

Alibaba Cloud Object Storage System
"Alibaba"

Ceph Object Storage

"Ceph"

Digital Ocean Spaces
"DigitalOcean"

Dreamhost DreamObjects
"Dreamhost"

IBM COS S3

"IBMCOS"

Minio Object Storage

"Minio"

Netease Object Storage (NOS)
"Netease"

Scaleway Object Storage
"Scaleway"

SeaweedFS S3

"SeaweedFS"

StackPath Object Storage
"StackPath"

Tencent Cloud Object Storage (COS)
"TencentCOS"

Wasabi Object Storage

"Wasabi"

Any other S3 compatible provider
"Other"

provider> 14

(0SS)

Press Enter for the default ("").

Choose a number from below, or type in your own value.

formerly Aliyun
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Option env_auth.

Get AWS credentials from runtime (environment variables or

EC2/ECS meta data if no env vars).

Only applies if access_key id and secret access_ key is blank.

Enter a boolean value (true or false). Press Enter for the

default ("false").

Choose a number from below, or type in your own value.

1 / Enter AWS credentials in the next step.

\ "false"

2 / Get AWS credentials from the environment (env vars or IAM).
\ "true"

env_auth> 1

Option access key id.

AWS Access Key ID.

Leave blank for anonymous access or runtime credentials.
Enter a string value. Press Enter for the default ("").
access key id> ABCDEFGH123456789JKL

Option secret access key.

AWS Secret Access Key (password).

Leave blank for anonymous access or runtime credentials.
Enter a string value. Press Enter for the default ("").
secret access key> 123456789ABCDEFGHIJKLMN0123456789PQRST+V

Option region.

Region to connect to.

Leave blank if you are using an S3 clone and you don't have a
region.

Enter a string value. Press Enter for the default ("").
Choose a number from below, or type in your own value.

/ Use this if unsure.

1 | Will use v4 signatures and an empty region.
\ mwn
/ Use this only if v4 signatures don't work.
2 | E.g. pre Jewel/v10 CEPH.

\ "other-v2-signature"
region> 1



Option endpoint.

Endpoint for S3 API.

Required when using an S3 clone.

Enter a string value. Press Enter for the default ("").
endpoint> sgdemo.netapp.com

Option location constraint.

Location constraint - must be set to match the Region.

Leave blank if not sure. Used when creating buckets only.

Enter a string value. Press Enter for the default ("").

location constraint>
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Option acl.
Canned ACL used when creating buckets and storing or copying
objects.
This ACL is used for creating objects and if bucket acl isn't
set, for creating buckets too.
For more info wvisit
https://docs.aws.amazon.com/AmazonS3/latest/dev/acl-
overview.html#canned-acl
Note that this ACL is applied when server-side copying objects as
S3
doesn't copy the ACL from the source but rather writes a fresh
one.
Enter a string value. Press Enter for the default ("").
Choose a number from below, or type in your own value.

/ Owner gets FULL CONTROL.

1 | No one else has access rights (default).
\ "private"
/ Owner gets FULL CONTROL.
2 | The AllUsers group gets READ access.
\ "public-read"
/ Owner gets FULL CONTROL.
3 | The AllUsers group gets READ and WRITE access.
| Granting this on a bucket is generally not recommended.
\ "public-read-write"
/ Owner gets FULL CONTROL.
4 | The AuthenticatedUsers group gets READ access.
\ "authenticated-read"
/ Object owner gets FULL CONTROL.
5 | Bucket owner gets READ access.
|

If you specify this canned ACL when creating a bucket,
Amazon S3 ignores it.

\ "bucket-owner-read"

/ Both the object owner and the bucket owner get FULL CONTROL
over the object.

6 | If you specify this canned ACL when creating a bucket,

Amazon S3 ignores it.

\ "bucket-owner-full-control"
acl>

Edit advanced config?

y) Yes
n) No (default)
y/n> n



[sgdemo]

type = s3

provider = Other

access key id = ABCDEFGH123456789JKL

secret access key = 123456789ABCDEFGHIJKLMNO0123456789PQRST+V
endpoint = sgdemo.netapp.com:443

y) Yes this is OK (default)

e) Edit this remote

d) Delete this remote

y/e/d>

Current remotes:

Name Type
sgdemo s3
e) Edit existing remote
n) New remote
d) Delete remote
r) Rename remote
c) Copy remote
s) Set configuration password
g) Quit config
e/n/d/r/c/s/a> g

£= YN ASEIN ]|

* RIEEFEDER:

rclone mkdir remote:bucket

# rclone mkdir sgdemo: test01

@ NRFEZBESSLIEE. 15FA-no-check-certificates

* JIthFrE D ER:



rclone 1lsd remote:

rclone LSD sgdemo#4:

* JIBRESERPHNR:

rclone ls remote:bucket

rclone Is sgdemo: test01

65536 TestObject.O
65536 TestObject.l
65536 TestObject.10
65536 TestObject.12
65536 TestObject.13
65536 TestObject.14
65536 TestObject.1l5
65536 TestObject.1l6
65536 TestObject.17
65536 TestObject.18
65536 TestObject.2
65536 TestObject.
65536 TestObject.
65536 TestObject.
65536 TestObject.
65536 TestObject.
65536 TestObject.
33554432 bigobj
102 key.Jjson
47 lockedOl.txt
4294967296 sequential-read.0.0
15 test.txt
116 version.txt

O 0 J o U1 W

* MBI ER:

rclone rmdir remote:bucket

# rclone rmdir sgdemo: test02

* HERR:
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rclone copy filename remote:bucket

rclone copy ~/test/testfile.txt sgdemo: test01

* FREXAR:

rclone copy remote:bucket/objectname filename

# rclone copy sgdemo: test01/testfile.txt ~/test/testfileS3.ixt

* BIFRR:

rclone delete remote:bucket/objectname

rclone delete sgdemo: test01/testfile.txt

EBTFED BRPRIITR
rclone sync source:bucket destination:bucket --progress

rclone sync source directory destination:bucket --progress

rclone sync sgdemo: test01 sgdemo: clone01—-progress

Transferred: 4.032 GiB / 4.032 GiB, 100%, 95.484 KiB/s,
Os

Transferred: 22 / 22, 100%

Elapsed time: Im4.2s

(D) @R-progressq-PERESHME. TN, FLEREMML.

* BFFDERMFAENRAR

rclone purge remote:bucket --progress

ETA
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# rclone purge sgdemo: test01 -progress

Transferred: OB/ 0B, -, 0B/s, ETA -
Checks: 46 / 46, 100%

Deleted: 23 (files), 1 (dirs)

Elapsed time: 10.2s

rclone Is sgdemo: test01

2023/04/14 09:40:51 Failed to 1ls: directory not found
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BN AR
BIIARIRIFRH. FVeeam Backup & Replication 128(12.1 RN ARHEWER, Bil. RITBINE
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Response body

"responseTime”: "2025-09-19T715:01:28
"status": "success",
"apiVersion": "4.2",
"data": {
"deletes": {
"synchronous": null,
"deleteQueueWorkers": null,
"asynchronousQueueRatio": null,
"synchronousTimeout”: null,
"asyncILMDeletes": null,
"maxConcurrentUnlinkTruncateOps": null
},
"scanner": {
"ignoreTimeSinceLastClientOp": null,
"ignoreTimeSinceLastILMOp": null,
"scanRate": null,
"leakedUUIDCheckRatio”: null,
"leakedUUIDMaxConcurrentWorkers™: null,
"leakedUUIDIgnoreTimeSincelLastEvent": null,
"bucketDeleteObjectsMaxConcurrentWorkers"”: null

8. %&#E PUT ilm-advanced.
9. TR H " FIAYREE APl 14K,

a. BANERT, API EHRFEESRINME, MAESEMLREENBEXE XMERTHIE 5-7 FEE
ZHIREE,

10. YNREFE 5-7 PRIIERIAE, VBT E 7 hEREFNEHER APl &, , TN, MNESE 5-7 FRER
=, MYRE APl EFEARLE,

M. 7ZAPIEXEFIFRZE LTS
a. BEPEIGE Nfalse,

API IESZRI:
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Edit Value Model

"deletes": {
“synchronous": false|,
"deleteQueueWorkers": null,
"asynchronousQueueRatio": 10,
"synchronousTimeout": 30,
"asyncILMDeletes": null,
"maxConcurrentUnlinkTruncateOps": null

},

"scanner": {
"ignoreTimeSincelLastClientOp": 3600,
"ignoreTimeSinceLastILMOp": 10800,
"scanRate": null,
"leakedUUIDCheckRatio": 10,
"leakedUUIDMaxConcurrentWorkers": 64,
"leakedUUIDIgnoreTimeSincelLastEvent": 3600,
"bucketDeleteObjectsMaxConcurrentWorkers": 64

12. sEMfE, EFEHT

KHE R
StorageGRID

MRFBERARITYE. 1EHRREStorageGRIDALK LBAXM KRBT, EEIEUIFAI"Configuration/S3 Object
Lock"(ERE/SIMRBIE ) T EIMERIEI,

Configuration > 53 Object Lock

S3 Object Lock

o 53 Object Lock has been enabled for the grid and cannot be disabled.

Enable S3 Object Lock for your entire StorageGRID system if S3 tenant accounts need to satisfy regulatory compliance requirements when saving object data. After this setting is enabled, it cannot be
disabled.

Before enabling 53 Object Lock, you must ensure that the default rule in the active ILM policy is compliant. A compliant rule satisfies the requirements of buckets with S3 Object Lock enabled.
It must create at least two replicated object copies or one erasure-coded copy.
These copies must exist on Storage Nodes for the entire duration of each line in the placement instructions.
Object copies cannot be saved in a Cloud Storage Pool.
Object copies cannot be saved on Archive Nodes.
At least one line of the placement instructions must start at day 0, using Ingest Time as the reference time.

At least one line of the placement instructions must be "forever".
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BIEEMED RN, MREBEIIEFEDERATAAIZoNEMN. 1EiIEE"Enable S3 Object Lock"(BHAS3MRBITE).
X BB REED BT, RIFZARIAMRE. ERVeeamiFRAMIEEWNRIFE, WRVeeamFEIESR
ATED. MARREFRMRAIEHIFISIM R BITE

Manage object settings optional

Object versioning

Enable object versioning if you want to store every version of each object in this bucket. You can then retrieve previous versions of an
object as needed.

ﬂ Object versioning has been enabled automatically because this bucket has 53 Object Lock enabled.

53 Object Lock

53 Object Lock allows you to specify retention and legal hold settings for the objects ingested into a bucket. If you want to use 53
Object Lock, you must enable this setting when you create the bucket. You cannot add or disable S3 Object Lock after a bucket is
created.

If S3 Object Lock is enabled, object versioning is enabled for the bucket automatically and cannot be suspended.

Enable S3 Object Lock

Default retention @

Automatically protect new objects put into this bucket from being deleted or overwritten.

@) Disable

Enable

SIREFEDRE. REFMSIREERIIFAGEEINE, EFE—HIERF.

79



Buckets = veeam12

veeam12

Region: us-east-1

S3 Object Lock: Enabled

Date created: 2023-09-2108:01:38 GMT
Object count: 0

View bucket contents in Experimental 53 Console [4]

Delete objects in bucket | | Delete bucket
Bucket options Bucket access Platform services
Consistency level Read-after-new-write (default) [V
Last access time updates Disabled v
Object versioning Enabled v
S3 Object Lock Enabled v

VeeamZERS3F I BABRAN —HiE, R, 3T VeeamM S MIBFIPIIIENZILREE, 15E
#¥"strong-globation", R VeeamBFHHIEENERNIE= E#HTT. M—EMLKS N I%E F"strong-site"s RTF
B,

Bucket options Bucket access Platform services

Consistency level Read-after-new-write (default) A

Change the consistency control for operations performed on the objects in the bucket. Consistency levels provide a balance between the availability of objects and the consistency of those objects across different
Storage Nodes and sites.

In general, use the Read-after-new-write consistency level for your buckets. Then, if objects do not meet availability or consistency requirements, change the client application's behavior, or set the Consistency-
Control header for an individual API request, which overrides the bucket setting,

All

Provides the highest guarantee of consistancy. All nodes receive the data immediately, or the request will fail

@ Strong-global

Guarantees read-after-write consistency forall client requests across all sites.

Strong-site
Guarantees read-after-write consistency for all client requests within a site.

Read-after-new-write (default)

Provides read-after-write consistency for new objects and eventual consistency for object updates. Offers high availability and data protection guarantees. Recommended for most cases.

Available

Pravides eventual consistency for beth new objects and object updates. For 3 buckets, use anly as required (for example, for a bucket that contains log values that are rarely read, or for HEAD or GET

operations on keys that do not exist). Not supported for FabricPool buckets.
Save changes

Last access time updates Disabled W

StorageGRIDE’@’l\%‘iﬁE RANERAMXT R EREEM A HTERRS. ERLMETEHBNRSIEZ—R
BEBECEME 7 LK RIR(Q0S), RAXLEIEITEERATIRGIN AEF N EME A s TR BRI ME0E TIEHE
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RPN BENERM T FINiatrEIIgE. B,
FECEIRIT R, X Traffic Classification"(GRRE 73 38)H BT IRES. w52 MNIHERFAED R fERE

B, WMAFEIRIFEFAZM, MRFEQS. BHIREMRS. BXFASEELM. HIMNRH
pEEME. REAZIRE RS,

It TheER

Review the policy

Policy Veeam

name:

Description:Policy to monitor
Veeam bucket
traffic

Matching rules

number of concurrent requests, or the request rate.

Create a traffic classification policy

You can create traffic classification policies to monitor the network traffic for specific buckets, tenants, IP
addresses, subnets, or load balancer endpoints. You can optionally limit this traffic based on bandwidth,

@ Enter policy name —— @ Add matching rules —— @ Set limits —— o Review the policy

Type Inverse
Match value @
(7] v match @
Bucket test No
Veeam

REStorageGRIDIGEME SHE. IR EERHECENFE D R LBIH R IRIELBIRE.
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Name
Type in a name and description for this object storage repository,

MName:
|0bject storage repository 1|

Account _
Description:

HNEEer Created by SRVI2\Administrator at 2/3/2021 8:15 AM.

Summary

[+ Limit concurrent tasks to: E

Use this setting to limit the maximum number of tasks that can be processed concurrently in cases
when your object storage is overloaded or cannot keep up with the number of API requests issued by
multiple object storage offload tasks.

‘ < Previous || MNext > || Finish || Cancel |

R VeeamiThl 8RB X E M FU A BRI VeeamXIEETIAS. HRIMVME. EESOBRFEE.

Edit Backup Job vm backup dmb b4

Storage
- Specify processng proxy server to be used for source data refrieval, backup repository to store the backup files produced by
m this jolr and customize advanced job settings if required,

Hame Backup peswy )
| Butomatc selection | | Choose...
Yirtual Machines 3
Backup repositon:
_ | baremetal 4mb [Created by MUCCBO chasnse! st 14.03.2023 15:21] -
Gubst Frocessing E wn Map backup
Retention policy: | 30 -
e policy: | 3 v | | days
¥} Keep certain full backups longer for archival purposes | Configure..
Surmmary

G weekly, 3 monthly

[} Configure secondary destinasions for this job
Capy backups produced by this job to another batkup repoaitory, or lape. We recommend to make
at least on= copy of your backups to & different storage devace that is located ofi-site.

Advanced job settings inchude backup mode, cormpression and deduplcation. block
size, notificsbion cettngs, autcmated pest-ob activity and other selfings,

| <Preiows [ Nea» || Fmin || Concal
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BESRLBEHBEFRENLNIREE N4 MBHEKXR, NERKEEENEEHIENIR. RIEFEELFRGIR
BHEEEDFIT,

Advanced Settings

Backup | Mainteriznce | Storage | Motifications | vSphere | Infegration | Scripts

Data reduction
+| Exclude swap file blocks (recommended)
ﬂ| Exclude deleted file blodks [recommended])
Lomprﬁ ion Ia\-e-
'Dp-l.lmnl [mwnmend-edl - |
Provides for the best -:Gmpue-ssmn to parfor mance ratio, lowest backup pr,.m.-
CPU usage end fastest restore.
'Sh'!mgr aptimiration:

T -

Required far processing rachines with disks farger than 1007T8. Reduces
dedupe rales and increases the size of meremental backugs

Encryption
] Enabie backup file encrypbon

Save ds D:lault: (ol Cancel

Y7 StorageGRID

E2HE T fZVeeam#StorageGRIDMMEIEITIE R BEBEHFFE—NENHEREZENEZEI, Z H'Jjj
IE. VeeamI{ESAH FEHPUtRIEAR. BARPITEAMBIRIZE(E, FHOBIBIHHBITEER. EMETLUE
WREFEPEITE—BNERBER. HIRESZERAEVeeamPHIZE,

StorageGRIDTE"Support"(SzF)iE MK "Metrics (3545)" TTEPIRE T A ENERK EEZERFANET. EEENE
EE%*&ESBML\ ILMFRE D L RIRINR B IERR), 72"S3RAEERT. Er] LU 3H XS EE
« JEHRAIERIERZAY(E B

EESIEEXMEIBER. ERILURREEES T REELERRHUNIERE .
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Summarized Rates
600 ops/s 2.50K ops/s

400 ops/s Eiopse

200 ops/s | 1.50K ops/s

1K ops/s
0ops/s
12:00 14:00 16:00 18:00 20:00 22:00 00:00 02:00 04:00 06:00 500 ops/s

== 505712-tme-13 delete_object == s5g5712-tme-13 get_object == sg5712-tme-13 get_usage
Oopsys — ! = IR B - R ) W0 . e, Bl O oAb
- 712+ -1 - -14 del 712- -14
$95712-tme-13 put_object $g5712-tme-14 delete_object $g5712-tme-14 get_object 12:00 14:00 16:00 18:00 20:00 22:00 00:00 02:00 04:00 06:00
$g5712-tme-14 put_object $95712-tme-15 delete_object $g5712-tme-15 get_object

== $05712-tme-15 put_object $05712-tme-16 delete_obiject $a5712-tme-16 get_object == Sitel delete_object == Sitel get_object == Sitel get usage == Site1 put_object

Active Requests Summarized Active Requests

30K
25K
4K 20K
15K

2K
10K

0

12:00 14:00 16:00 18:00 20:00 22:00 00:00 02:00 04:00 5K

0

== 5g5712-tme-13 delete_object == $g5712-tme-13 put_object == sg5712-tme-14 delete_object
12:00 14:.00 16:00 18:00 20:00 22:00 00:00 02:00 04:00

== $05712-tme-14 put_object $g5712-tme-15 delete_object 5g5712-tme-15 put_object
$95712-tme-16 delete_object $g5712-tme-16 put_object == Site1 delete_object == Site1 put_object

"SEIREERAY A B R ETRE DT R ESMIEREE RN T8 E, XBIFROFIIIER. tIgERFH s RA
BEEEHITEIYMAZE. & StorageGRIDASHAIBE Z 1 EHMZIE,

Average Duration

11:30 12:00 12:30 13:00 13:30 14:00 14:30 15:00 15:30 16:00 16:30 17:00 17:30 18:00 18:30
== 5g6060-tme-09 delete_object == sg6060-tme-09 put_object == sg6060-tme-10 delete_object == sg6060-tme-10 put_object $g6060-tme-11 delete_object $g6060-tme-11 put_object $g6060-tme-14 delete_object

T ERMIEREHERF, EALUZERENIMNAREEBR. MREEZNEEZAZ200 (OK). MeJgERR
0] HER (Y0StorageGRIDALG) LT B, IETEARIX503 (FIE)AN. FIRERE#IT LM, NEBEWEE
T RAZ AR E IR T2 HATBHR T o

Total Completed Requests

300 Mmil

200 Mil

100 Mil //

0

09/20 09/23 09/26 09/29 10/02

== 200 delete_bucket == 200 delete_object == 200 get_object == 200 head_bucket 200 list_buckets
200 other 200 put_bucket 200 put_object 404 other == 404 put_object 405 put_object
500 delete_object 503 delete_object 503 head_bucket 503 put_object

FILME B, &R LUSIEStorageGRID R FRIMIBR 4 EE, StorageGRIDEEE N T = LENHITRIZ ST
fifR. USRI ICFrBIE RV ERE,




Average Delete Times Active Deletes

1K

® 500
15:00 1510 15:220 15:30 15:40 15:50 16:00 16:10 16:20 16:30 1640 16:50 17:00 |

o | | i

-tme- { — - 1 | — - 1 del
$g6060-tme-09 delete metadata $g6060-tme-10 delete metadata $g6060-tme-11 delete metadata 1500 1510 1520 1530 1540 1550 1600 1610 1620 1630 1640 1650 17:00

$g6060-tme-14 delete metadata $g6060-tme-09 cloc remove $g6060-tme-10 cloc remove
$g6060-tme-11 cloc remove $g6060-tme-14 cloc remove 5g6060-tme-09 total w= sg6060-tme-10 total == $g6060-tme-09 common == sg6060-tme-10 common == $g6060-tme-11 common
$q6060-tme-11 total $q6060-tme-14 total == $96060-tme-14 common

Rate of Client Driven Deletes Rate of ILM Driven Deletes
400 ops/s 500 ops/s
300 ops/s 400 ops/s

200 ops/s 300 ops/s
200 ops/s

100 ops/s

[\ 100 ops/s y
0 ops/s d a F\
1500 1510 1520 * - £

1530 1540 1550 16:00 1610 16220 16:30 16140 16:50 0 ops/s
1500 1510 1520 1530 1540 1550 16:00 16:10 1620 16:30 16:40 16:50 17:00

== 5g6060-tme-09 sync == $g6060-tme-10 Sync == sg6060-tme-11 sync == $g6060-tme-14 sync
$g6060-tme-09 async $g6060-tme-10 async $g6060-tme-11 async $g6060-tme-14 async == $g6060-tme-09 queue == sg6060-tme-10 queue == $g6060-tme-11 queue == $g6060-tme-14 queue
$g6060-tme-09 sync timed out == sg6060-tme-10 sync timed out $96060-tme-11 sync timed out $96060-tme-09 MD purge $96060-tme-10 MD purge $g6060-tme-11 MD purge
$q6060-tme-14 sync timed out $g6060-tme-14 MD purge

BERED KRR, RINTTUBEEEXNHTEHRBERELE., EE, FEE U Veeam EFE A XU
WERA/NHIFEIT.

Load Balancer Request Traffic Load Balancer Request Completion Rate

8 Gb/s

6 Gb/s

~
a
o

4 Gb/s

2Gb/s

N
1
=]

Requests per second

0b/s

09:53 d : 09:53

== Received == Sent == Total == PUT

Error Response Rate Average Request Duration (Non-Error)

=]
~N
a
=]

No data

=]
o
=]
=

=}
N
@
=}

Requests per second

Write Request Rate by Object Size Read Request Rate by Object Size

No data points
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U s s

Advanced Options

Name
Reflection Refresh
Metadata
Privileges Authentication
0 AWS Access Key EC2 Metadata AWS Profile No Authentication
All or allowlisted (if specified) buckets associated with this access key or IAM role to assume (if specified) will be available

AWS Access Key

e e e R )

AWS Access Secret

IAM Role to Assume

Encrypt connection

Public Buckets

Buckets

(#) Add bucket

4. BEHE"SEAT". EP" BARSER"
o IEEREBM . BE+AMBMEHRINXLESIARE K,

6. fs.s3a.connection. maximumZAIAES100, MIRSIFIEEE S EF 1001 E S5 KB EAMR S .
MATEMN—DARKF10009E. BXRILRENEE. 2N (drefiofgf@) o

Name "H{E

fs.s3a.endpoint StorageGRID S3imm: ImHa>_
fs.s3a.path.style.access true

FS.S3A.CONNECTION, A& _<KF100>_M91E

FREE R
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General Enable asynchronous access when possibla

ibilit: B

Apply requaster-pays to 53 requasts
Reflection Refresh
= Enable file status check
Metadata Enable partition column inference

Privileges Root Path

!

Server side encryption key ARN

Default CTAS Format

PARQUET

Connection Properties

Name Walua
fs.s3a.path.style.access true

MName Walua
fs.53a. endpoint sgdemo.netapp.com

Mame Value
fs.53a.connection.maximum 1000

(¥ Add property

Allowlisted buckets

& Add bucket

Cache Options

Enable local caching when possible
Max percent of total available cache space to use whan possible

100

7. IRIEERALR SN AR ERECEH MBS KR,
8. BHRIFIR UG E LI EIR IR,

9. FINAINStorageGRIDEIRIRG. AMERE B RFMHEIERIIR, +
FREExRf
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Datasets StorageGRID
(A) hdp-user Name T
v Spaces (0) @ [ apache-hive
[ cdp-cluster
[ cdp-tera
Mo spaces yet [ databrick-tpeds
Add space )
] delta-lake
R ® [ dicluster-tpeds
v Obiject Storage (2) [ dremio-10g-csv
&l StorageGRID 0 [ dremio-csv

NetApp StorageGRID5GitLab
E&: MBEAK

NetAppE R GitLab¥tStorageGRID#H1T T M. 1EE W FTEMGItLabECE R, FER "GitLabX RIFMEAILE
EF" TRFMER

MR IFEERR R

FFLinuxB B RE. XEMN—1RM connection EFEHREFIZE, %wiE /etc/gitlab/gitlab.rb
FARMELTT. BMRAARNE:
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# Consolidated object storage configuration

gitlab rails['object store']['enabled'] = true
gitlab rails['object store']['proxy download'] = true
gitlab rails['object store']['connection'] = {

'provider' => 'AWS',
'region' => 'us-east-1',
'endpoint' => 'https://<storagegrid-s3-endpoint:port>',
'path stype' => 'true',
'aws access key id' => '<AWS ACCESS KEY ID>',
'aws secret access key' => '<AWS SECRET ACCESS KEY>'
}
# OPTIONAL: The following lines are only needed if server side encryption
is required
gitlab rails['object store']['storage options'] = {
'server side encryption' => 'AES256'

}

gitlab rails['object store']['objects']['artifacts']['bucket'] = 'gitlab-
artifacts'

gitlab rails['object store']['objects']['external diffs']['bucket'] =
'gitlab-mr-diffs'

gitlab rails['object store']['objects']['lfs']['bucket'] = 'gitlab-1fs'
gitlab rails['object store']['objects']['uploads']['bucket'] = 'gitlab-
uploads'

gitlab rails['object store']['objects']['packages']['bucket'] = 'gitlab-
packages'

gitlab rails['object store']['objects']['dependency proxy']['bucket'] =
'gitlab-dependency-proxy'

gitlab rails['object store']['objects']['terraform state']['bucket'] =
'gitlab-terraform-state'

gitlab rails['object store']['objects']['pages']['bucket'] = 'gitlab-
pages'
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