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技术报告

StorageGRID技术报告简介

NetApp StorageGRID 是一款软件定义的对象存储套件、支持公共、私有和混合多云环境
中的各种用例。StorageGRID 为Amazon S3 API提供本机支持、并提供行业领先的创新技
术、例如自动化生命周期管理、以便长期经济高效地存储、保护和保留非结构化数据。

StorageGRID提供的文档涵盖了有关多种StorageGRID功能和集成的最佳实践和建议。

NetApp StorageGRID和大数据分析

NetApp StorageGRID用例

NetApp StorageGRID对象存储解决方案可提供可扩展性、数据可用性、安全性和高性能。各种规模和各行各业
的组织都在广泛的使用情形中使用StorageGRID S3。让我们来了解一些典型场景：

大数据分析： StorageGRID S3常用作数据湖、企业可在其中存储大量结构化和非结构化数据、以便使
用Apache Spark、Splunk Smartstore和DREMIO等工具进行分析。

数据分层： NetApp客户使用ONTAP的FabricPool功能在高性能本地层之间自动将数据移动到StorageGRID。在
将冷数据保留在低成本对象存储上的同时、将昂贵的闪存存储释放出来、以存储热数据。这样可以最大限度地提
高性能并节省成本。

*数据备份和灾难恢复：*企业可以使用StorageGRID S3作为可靠且经济高效的解决方案来备份关键数据并在发
生灾难时进行恢复。

应用程序的数据存储： StorageGRID S3可用作应用程序的存储后端，使开发人员能够轻松地存储和检索文件、
图像、视频和其他类型的数据。

内容交付： StorageGRID S3可用于存储静态网站内容、媒体文件和软件下载并提供给全球用户、利
用StorageGRID的地区分布和全局命名空间实现快速可靠的内容交付。

数据归档： StorageGRID提供不同的存储类型、并支持分层到公共长期低成本存储选项、使其成为出于合规性
或历史目的需要保留的数据归档和长期保留的理想解决方案。

对象存储用例

1



在上述情形中、大数据分析是最热门的使用情形之一、其使用量呈上升趋势。

为什么选择StorageGRID解决数据湖问题？

• 增强协作—利用行业标准API访问实现大规模共享多站点、多租户

• 降低运营成本—通过一个自我修复型自动化横向扩展架构简化运营

• 可扩展性—与传统的Hadoop和数据仓库解决方案不同、StorageGRID S3对象存储可将存储与计算和数据分
离、从而使企业能够随着增长扩展存储需求。

• 耐用性和可靠性—StorageGRID的耐用性高达99.9999999%、这意味着存储的数据能够高度抵御数据丢失。
它还提供高可用性、确保数据始终可访问。

• 安全性—StorageGRID提供各种安全功能、包括加密、访问控制策略、数据生命周期管理、对象锁定和版本
控制、以保护S3存储分段中存储的数据

• StorageGRID S3数据湖*

2



《使用S3对象存储对数据仓库和湖屋进行基准测试：比较研究》

本文介绍了使用NetApp StorageGRID的各种数据仓库和温室生态系统的综合基准。其目标是确定哪个系统在使
用S3对象存储时性能最佳。请参阅此内容https://www.dremio.com/wp-content/uploads/2023/02/apache-

Iceberg-

TDG_ER1.pdf?aliId=eyJpIjoieDRUYjFKN2ZMbXhTRnFRWCIsInQiOiJIUUw0djJsWnlJa21iNUsyQURRalNnPT

0ifQ%253D%253D["Apache iceberg：权威指南"]、了解有关数据存储/数据库架构和表格格式(镶木地板和冰山
一角)的更多信息。

• 基准测试工具- TPC-DS - https://www.tpc.org/tpcds/

• 大数据生态系统

◦ VM集群、每个VM具有128 G RAM和24个vCPU、用于系统磁盘的SSD存储

◦ 采用Hive 3.1.3的Hadoop 3.3.5 (1个名称节点+ 4个数据节点)

◦ 采用Spark 3.2.0 (1个主服务器+ 4个员工)和Hadoop 3.3.5的Delta Lake

◦ d不良 者v25.2 (1名协调员+ 5名执行者)

◦ Trino v438 (1名协调员+ 5名工作人员)

◦ Starburst v453 (1名协调员+ 5名员工)

• 对象存储

◦ NetApp® StorageGRID® 11.8(3 x SG6060+1x SG1000负载平衡器)

◦ 对象保护-2个副本(结果与EC 2+1类似)

• 数据库大小为1000 GB

• 对于使用镶木地板格式的每个查询测试、在所有生态系统中禁用了缓存。对于icerberg格式、我们比较了禁
用缓存和启用缓存的情形之间的S3获取请求数量和总查询时间。

3

https://www.tpc.org/tpcds/


TPC-DS包括99个为基准测试而设计的复杂SQL查询。我们测量了执行所有99个查询所需的总时间、并通过检
查S3请求的类型和数量进行了详细分析。我们的测试对两种常见的表格格式(镶木地板和冰山一角)的效率进行了
比较。

镶木地板表格式的TPC-DS查询结果

生态系统 配置 三角洲湖 Dremio Trino 星突发

TPCDS

99查询+

总分钟数

1084 1 55 36 32 28

S3请求细
分

获取 1、117184 2、074、610 3,939,690 1,504,212

1,495,03

9
观察：+

所有范围GET

从32 MB对象中获
取2 KB到2 MB

的80%范围、每
秒50到100个请求

73%的范围从32

MB对象开始低
于100 KB、每
秒1000到1400个
请求

从256MB对象获
取90% 1M字节范
围、2500到3000

个请求/秒

范围获取大小
：100 KB以下
50%、1 MB左
右16%、27% 2

MB到9 MB、3500

到4000次请求/秒

范围获取
大小
：100 KB

以下
50%、1

MB左
右16%、
27% 2

MB到9

MB、400

0到5000

个请求/秒

列出对象 312、053 24、158 120 509

512 头部+

(不存在的对象)

156、027 12、103 96 0

0 头部+

(存在的对象)

982、126 922732 0 0

0 请求总数 2. 3、033、603 3,939.906 1,504,721

1 Hive无法完成查询编号72

TPC-DS查询结果，带icerberg表格格式

生态系统 Dremio Trino 星突发

TPCDS 99查询+总分
钟数(缓存已禁用)

22 28 22

TPCDS 99次查询+总
分钟数2(启用缓存)

16. 28 21.5

S3请求细分 GET (缓存已禁用) 1,985,922 938,639

4



生态系统 Dremio Trino 星突发

931,582 GET (已启用缓存) 611,347 30,158

3,281 观察：+

所有范围GET

范围获取大小：67%

1MB、15% 100KB、10%

500KB、3500 - 4500次请
求/秒

范围获取大小：100 KB以
下42%、1 MB左右17%

、33% 2 MB到9 MB、3500

到4000次请求/秒

范围获取大小：100 KB

以下43%、1 MB左
右17%、33% 2 MB到9

MB、4000到5000个请
求/秒

列出对象 1465 0

0 头部+

(不存在的对象)

1464 0

0 头部+

(存在的对象)

3,702 509

509 请求总数(缓存已禁用) 1,992,553 939,148

2 Trino/Starburst性能会因计算资源而出现瓶颈；向集群添加更多RAM可缩短总查询时间。

如第一个表所示、Hive的速度明显低于其他现代数据数据库生态系统。我们发现、Hive发送了大量S3列表对象
请求、这些请求在所有对象存储平台上通常都很慢、尤其是在处理包含许多对象的分段时。这会显著增加整体查
询持续时间。此外、现代的温室生态系统可以并行发送大量GET请求、每秒从2000到5、000个不等、而Hive的
每秒请求数为50到100个。Hive和Hadoop S3A的标准文件系统模拟导致Hive在与S3对象存储交互时运行的很
小。

要将Hadoop (无论是在HDFS还是S3对象存储上)与Hive或Spark结合使用、需要掌握Hadoop和Hive或Spark的
丰富知识、并了解每个服务的设置如何进行交互。它们共有1、000多种设置、其中许多设置相互关联、无法单
独更改。要找到设置和值的最佳组合、需要花费大量时间和精力。

通过比较镶木地板和冰山一角的结果、我们发现表格格式是一个主要的性能因素。在S3请求数量方
面、iciceberg表格格式比镶木地板更高效、与镶木地板格式相比、请求数量减少了35%到50%。

但是、集群的性能主要取决于集群的计算能力。虽然这三个系统都使用S3A连接器建立S3对象存储连接、但它
们不需要Hadoop、并且这些系统不会使用Hadoop的大多数FS.S3A设置。这样可以简化性能调整、无需学习和
测试各种Hadoop S3A设置。

根据此基准测试结果、我们可以得出结论、针对基于S3的工作负载优化的大数据分析系统是一个主要性能因
素。现代的温室可优化查询执行、高效利用元数据并提供对S3数据的无缝访问、从而在使用S3存储时获得
比Hive更高的性能。

请参见此指南 "页面。"以使用StorageGRID配置drefio S3数据源。

请访问以下链接、详细了解StorageGRID和德莱米奥如何协同工作来提供现代化且高效的数据湖基础架构、以
及NetApp如何从Hive + HDFS迁移到德莱米奥+ StorageGRID来显著提高大数据分析效率。

• "借助NetApp StorageGRID提升大数据的性能"

• "借助StorageGRID和d处 米奥打造现代化、功能强大且高效的数据湖基础架构"

• "NetApp如何利用产品分析重新定义客户体验"
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Hadoop S3A调整

作者：郑安杰

Hadoop S3A连接器有助于在基于Hadoop的应用程序和S3对象存储之间实现无缝交互。在使用S3对象存储时、
要优化性能、必须调整Hadoop S3A Connector。在深入介绍调整详细信息之前、我们先大致了解一下Hadoop及
其组件。

什么是Hadoop？

Hadoop 是一个功能强大的开源框架，专为处理大规模数据处理和存储而设计。它支持跨多个计算机集群进行分
布式存储和并行处理。

Hadoop的三个核心组件是：

• Hadoop HDFS (Hadoop分布式文件系统)：用于处理存储、将数据拆分为块并在节点之间分布。

• Hadoop MapReredget：负责将任务划分为较小的区块并并行执行来处理数据。

• Hadoop yar (Yet Another Resource Neotiator)： "高效管理资源并计划任务"

Hadoop HDFS和S3A连接器

HDFS是Hadoop生态系统的重要组成部分、在高效处理大数据方面发挥着关键作用。HDFS可实现可靠的存储和
管理。它可确保并行处理和优化数据存储、从而加快数据访问和分析速度。

在大数据处理方面、HDFS在为大型数据集提供容错存储方面表现出色。它通过数据复制来实现这一点。它可以
在数据仓库环境中存储和管理大量结构化和非结构化数据。此外、它还可以与领先的大数据处理框架无缝集成、
例如Apache Spark、Hive、Pig和Flink、从而实现可扩展的高效数据处理。它与基于Unix (Linux)的操作系统兼
容、因此对于更喜欢使用基于Linux的环境进行大数据处理的组织来说、它是理想的选择。

随着数据量逐渐增长、使用自己的计算和存储向Hadoop集群添加新计算机的方法变得效率低下。线性扩展为高
效使用资源和管理基础架构带来了挑战。

为了应对这些挑战、Hadoop S3A连接器可针对S3对象存储提供高性能I/O。使用S3A实施Hadoop工作流有助于
将对象存储用作数据存储库、并将计算和存储分开、进而使您能够独立扩展计算和存储。分离计算和存储还可以
让您将适当数量的资源专用于计算作业、并根据数据集大小提供容量。因此、您可以降低Hadoop工作流的总
体TCO。

Hadoop S3A连接器调整

S3的行为与HDFS不同、某些尝试保留文件系统外观的行为也明显欠佳。要最高效地利用S3资源、必须仔细调
整/测试/试验。

本文档中的Hadoop选项基于Hadoop 3.3.5、请参见 "Hadoop 3.3.5 core-site.xml" 所有可用选项。

注意—某些Hadoop FS.S3a设置的默认值在每个Hadoop版本中都不同。请务必查看特定于当前Hadoop版本的
默认值。如果未在Hadoop core-site.xml中指定这些设置、则会使用默认值。您可以使用Spark或Hive配置选项在
运行时覆盖此值。

您必须访问此页面 "Apache Hadoop页面" 了解每个FS.S3A选项。如果可能、请在非生产Hadoop集群中对其进
行测试、以查找最佳值。
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您应阅读 "在使用S3A连接器时最大限度地提高性能" 了解其他调整建议。

让我们来探讨一些关键注意事项：

• 。数据压缩*

请勿启用StorageGRID数据压缩。大多数大数据系统都使用字节范围GET、而不是检索整个对象。对压缩对象使
用字节范围GET会显著降低GET性能。

• 。S3a提交人*

一般情况下、建议使用magic S3A提交器。请参见此部分 "通用S3A提交器选项页面" 更好地了解Magic

committer及其相关的S3A设置。

魔力委员会：

Magic Commonter特别依靠S3Guard在S3对象存储上提供一致的目录列表。

借助一致的S3 (现在是这种情况)、Magic Comm캯 풱 믡 可以安全地与任何S3存储分段配合使用。

选择和实验：

根据您的使用情形、您可以在Staging Commenter (依赖于集群HDFS文件系统)和Magic Commenter之间进行选
择。

尝试这两种方法、确定哪种方法最适合您的工作负载和要求。

总之、S3A委员会为应对持续、高性能和可靠的S3输出承诺这一根本性挑战提供了解决方案。其内部设计可确
保高效的数据传输、同时保持数据完整性。

3.线程、连接池大小和块大小
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• 与单个存储分段交互的每个*S3A*客户端都有自己的专用池，其中包含用于上传和复制操作的开放HTTP 1.1

连接和线程。

• "您可以调整这些池大小、以便在性能与内存/线程使用量之间取得平衡"。

• 将数据上传到S3时、数据会划分为多个块。默认块大小为32 MB。您可以通过设置FS.S3a.block.size属性来
自定义此值。

• 较大的块大小可通过减少上传期间管理多部件的开销来提高大型数据上传的性能。对于大型数据集、建议值
为256 MB或以上。

4.多部分上传

S3A提交者*始终*使用MPU (多部分上传)将数据上传到S3存储分段。这是在以下情况下所必需的：任务失败、任
务的推测性执行以及提交前作业中止。以下是与多部件上传相关的一些关键规格：

• 最大对象大小：5 TiB (TB)。

• 每次上传的最大部件数：10、000。

• 部件号：范围为1到10、000 (含1到10、000)。

• 部件大小：介于5 MiB和5 GiB之间。值得注意的是、多部分上传的最后一部分没有最小大小限制。
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对S3多部件上传使用较小的部件大小既有优点也有缺点。

优势：

• 从网络问题中快速恢复：当您上传较小的部分时、由于网络错误而重新启动失败的上传所产生的影响将降至
最低。如果某个部件出现故障、您只需要重新上传该特定部件、而不是整个对象。

• 更好的并行处理：利用多线程或并发连接、可以并行上传更多部件。这种并行处理可提高性能、尤其是在处
理大型文件时。

缺点：

• 网络开销：部件较小意味着要上传的部件较多、每个部件都需要自己的HTTP请求。HTTP请求越多、启动和
完成单个请求的开销就越大。管理大量小部件可能会影响性能。

• 复杂性：管理订单、跟踪部件和确保上传成功可能会非常繁琐。如果需要中止上传、则需要跟踪并清除已上
传的所有部件。

对于Hadoop、建议对fs.s3a.multipart.size使用256MB或以上的部件大小。请始终将FS.S3a.mutlpart.threshold"

值设置为2 x FS.S3a.multipart.size值。例如、如果fs.s3a.multipart.size = 256M、则fs.s3a.mutlifpart.threshold"

应为512M。

对大型数据集使用较大的零件大小。根据您的特定使用情形和网络条件、选择一个能够平衡这些因素的部件大小
非常重要。

多部分上传是 "三步流程"：

1. 上传已启动、StorageGRID将返回一个上传ID.

2. 对象部件将使用上载-id进行上载。

3. 上传所有对象部件后、发送包含上传id的完整多部分上传请求。StorageGRID根据上传的部分构建对象、客
户端可以访问该对象。

如果未成功发送完整的多部件上传请求、则这些部件将保留在StorageGRID中、不会创建任何对象。作业中断、
失败或中止时会发生这种情况。这些部件将保留在网格中、直到多部件上传完成或中止、或者如果上传启动
后15天、StorageGRID会清除这些部件。如果一个存储分段中有许多(几百到几百万个)正在进行的多部分上传、
则当Hadoop发送‘list-multipart-Uploads’(此请求不按上传ID筛选)时、此请求可能需要很长时间才能完成、或者最
终超时。您可以考虑使用适当的FS.S3a.mutlpart.purge值将FS.S3a.multipart.purge.age设置为true (例如、5到7

天、不要使用默认值86400、即1天)。或者联系NetApp支持部门调查情况。
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5.缓冲区写入数据存储在内存中

为了提高性能、您可以在将写入数据上传到S3之前将其缓冲在内存中。这样可以减少小型写入次数并提高效
率。

请记住、S3和HDFS的工作方式各不相同。要最有效地利用S3资源、必须仔细调整/测试/实验。
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TR-4871：使用Commvault.配置StorageGRID以进行备份和恢
复

使用StorageGRID和Commvault.备份和恢复数据

Commvault/Commvault/Commvault/Commvault/Commvault/Commvault/Commvault/Com

mvault/Commvault/Recovery for NetApp软件与NetApp NetApp StorageGRID云存储软件
相结合、共同创建了一个联合数据保护解决方案Commvault"完整备份和恢复"和NetApp

StorageGRID提供独特且易于使用的解决方案、这些解决方案可以协同工作、帮助您满足
全球数据快速增长和法规不断增长的需求。

许多企业希望将存储迁移到云、扩展系统并自动执行长期保留数据的策略。基于云的对象存储因其弹性、扩展能
力以及运营和成本效益而闻名、这使其成为备份目标的自然选
择。Commvault/Commvault/Commvault/Commvault/Commvault/Commvault/Commvault/Commvault/Commva

ult/Commvault/Commv NetApp解决方案全球所有类型的客户都采用了Commvault完 整备份和恢复以
及StorageGRID组合解决方案。

关于Commvault和StorageGRID

Commvault"完整备份和恢复"软件是一款企业级集成数据和信息管理解决方案、在单一平台上从头构建、并具有
统一的代码库。它的所有功能都共享后端技术、从而在保护、管理和访问数据方面提供完全集成的方法所带来的
无与伦比的优势和优势。该软件包含用于保护、归档、分析、复制和搜索数据的模块。这些模块共享一组通用的
后端服务和高级功能、这些服务和功能可以彼此无缝交互。解决方案可解决企业中数据管理的所有方面、同时提
供无限可扩展性以及前所未有的数据和信息控制。

NetApp StorageGRID作为Commvault云层 是一种企业级混合云对象存储解决方案。您可以将其部署在多个站点
上、无论是专用设备还是软件定义的部署。通过StorageGRID、您可以建立数据管理策略、以确定如何存储和保
护数据。StorageGRID会收集您制定和实施策略所需的信息。它分析了广泛的特性和需求、包括性能、持久性、
可用性、地理位置、 寿命和成本。随着数据在不同位置之间移动以及数据老化、数据将得到全面维护和保护。

StorageGRID智能策略引擎可帮助您选择以下选项之一：

• 使用纠删编码跨多个站点备份数据、以提高故障恢复能力。

• 将对象复制到远程站点、以最大程度地降低WAN延迟和成本。

当StorageGRID存储对象时、无论该对象位于何处或存在多少副本、您都可以将其作为一个对象进行访问。这种
行为对于灾难恢复至关重要、因为借助这种行为、即使数据的一个备份副本损坏、StorageGRID也能够还原数
据。

将备份数据保留在主存储中的成本可能很高。使用NetApp StorageGRID时、您可以通过将非活动备份数据迁移
到StorageGRID来释放主存储上的空间、同时还可以从StorageGRID的众多功能中受益。备份数据的价值会随着
时间的推移而变化、存储成本也会随之变化。StorageGRID可以最大限度地降低主存储的成本、同时提高数据的
持久性。

主要功能：

CommVault软件平台的主要功能包括：

• 完整的数据保护解决方案、支持虚拟和物理服务器、NAS系统、基于云的基础架构和移动设备上的所有主要
操作系统、应用程序和数据库。
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• 通过单一控制台简化管理：您可以查看、管理和访问整个企业的所有功能以及所有数据和信息。

• 多种保护方法、包括用于电子发现的数据备份和归档、快照管理、数据复制和内容索引。

• 对磁盘和云存储使用重复数据删除、实现高效存储管理。

• 与NetApp存储阵列(例如AFF、FAS、NetApp HCI和E系列阵列)以及NetApp SolidFire®横向扩展存储系统集
成。此外，还可以与NetApp Cloud Volumes ONTAP软件集成，在NetApp存储产品组合中自动创建索引化的
应用程序感知型NetApp Snapshot™副本。

• 全面的虚拟基础架构管理、可支持领先的内部虚拟虚拟机管理程序和公共云超规模平台。

• 高级安全功能、可限制对关键数据的访问、提供精细管理功能、并为Active Directory用户提供单点登录访
问。

• 基于策略的数据管理、支持您根据业务需求(而不是物理位置)管理数据。

• 提供最先进的最终用户体验、让您的用户能够保护、查找和恢复自己的数据。

• API驱动的自动化、支持您使用第三方工具(如vReise Automation或Service Now)来管理数据保护和恢复操
作。

有关支持的工作负载的详细信息，请访问 "CommVault支持的技术"。

备份选项

在云存储上实施CommvaultComplete Backup and Recovery软件时、您有两种备份选项：

• 备份到主磁盘目标、同时将辅助副本备份到云存储。

• 将备份到云存储作为主要目标。

过去、人们认为云或对象存储的性能太低、无法用于主备份。使用主磁盘目标可以加快备份和还原过程、并将辅
助副本作为冷备份保留在云上。StorageGRID代表下一代对象存储。StorageGRID的高性能、海量吞吐量以及性
能和灵活性远超其他对象存储供应商。

下表列出了StorageGRID中每个备份选项的优势：

主备份到磁盘和辅助副本到Storage

GRID

主备份到StorageGRID

性能 使用实时挂载或实时恢复时恢复速
度最快：最适合第0层/第1层工作负
载。

不能用于实时挂载或实时恢复操
作。非常适合流式恢复操作和长期
保留。

部署架构 使用全闪存或旋转磁盘作为第一个
备份登录层。StorageGRID用作二
级层。

使用StorageGRID作为全面的备份
目标、简化部署。

高级功能(实时还原) supported 不支持

从何处查找追加信息

要了解有关本文档中所述信息的更多信息，请查看以下文档和 / 或网站：
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• StorageGRID 11．11文档中心+https://docs.netapp.com/us-en/storagegrid-119/[]

• NetApp产品文档+

https://docs.netapp.com

• CommVault文档+

https://documentation.commvault.com/2024/essential/index.html

经过测试的解决方案概述

经过测试的解决方案将NetApp解决方案相结合、打造出功能强大的联合解决方案。

解决方案设置

在实验室设置中、StorageGRID环境包含四个NetApp StorageGRID SG5712设备、一个虚拟主管理节点和一个
虚拟网关节点。SG5712设备是入门级选项—一种基线配置。选择NetApp StorageGRID SG5760或SG6060等性
能更高的设备选项可以显著提高性能。请咨询NetApp StorageGRID 解决方案 架构师以获得规模估算帮助。

对于其数据保护策略、StorageGRID使用集成生命周期管理(ILM)策略来管理和保护数据。在策略中自上而下评
估ILM规则。我们实施了下表所示的ILM策略：

ILM规则 限定符 载入行为

纠删编码2+1 超过200 KB的对象 平衡

2副本 所有对象 双提交

默认规则为ILM 2复制规则。在此测试中、对任何200 KB或更大的对象应用了纠删编码2+1规则。默认规则应用
于小于200 KB的对象。以这种方式应用规则是StorageGRID的最佳实践。

有关此测试环境的技术详细信息、请阅读中的解决方案设计和最佳实践一节 "借助Commvault,实现NetApp横向
扩展数据保护" 技术报告。

StorageGRID硬件规格

下表介绍了此测试中使用的NetApp StorageGRID硬件。采用10Gbps网络连接的StorageGRID SG5712设备是入
门级选项、代表了一种基线配置。也可以为SG5712配置25 Gbps网络连接。

硬件 数量 Disk 可用容量 网络

StorageGRID

SG5712设备
4. 48个4 TB (近线SAS

HDD)

136 TB 10 Gbps

选择NetApp StorageGRID SG5760、SG6060或全闪存SGF6112设备等性能更高的设备选项可以显著提升性
能。请咨询NetApp StorageGRID 解决方案 架构师以获得规模估算帮助。

Commvault"和StorageGRID软件要求

下表列出了在我们的测试中安装在VMware软件上的Commvell和NetApp StorageGRID软件的软件要求。安装了
四个MediaAgent数据传输管理器和一个CommServe服务器。在测试中、我们为VMware基础架构实施了10

Gbps网络连接。下表
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下表列出了Commvaults软件的总体系统要求：

组件 数量 数据存储库 Size 总计 所需的总IOPS

CommServe服务
器

1. os 500 GB 500 GB 不适用

SQL/ 500 GB 500 GB 不适用

MediaAgent 4. 虚拟CPU

(vCPU)

16. 64 不适用

RAM 128 GB 512 不适用

os 500 GB 2 TB 不适用

索引缓存 2 TB 8 TB 200多个

DDB 2 TB 8 TB 200-80000 K

在测试环境中、VMware上的NetApp E系列E2812存储阵列上部署了一个虚拟主管理节点和一个虚拟网关节点。
每个节点都位于一台单独的服务器上、具有下表所述的最低生产环境要求：

下表列出了StorageGRID虚拟管理节点和网关节点的要求：

节点类型 数量 vCPU RAM 存储

网关节点 1. 8. 24 GB 100 GB LUN、用于
操作系统

管理节点 1. 8. 24 GB 100 GB LUN、用于
操作系统

200 GB LUN、用于
管理节点表

200 GB LUN、用于
管理节点审核日志

StorageGRID规模估算指南

有关适用于您环境的特定规模估算、请咨询NetApp数据保护专家。NetApp数据保护专家
可以使用CommvaultTotal Backup Storage Calculator工具来估计备份基础架构需求。该工
具需要CommvaultPartner Portal访问权限。如果需要、请注册访问权限。
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Commvaults规模估算输入

可以使用以下任务来执行发现以调整数据保护解决方案的大小：

• 确定需要保护的系统或应用程序/数据库工作负载以及相应的前端容量(以TB为单位)。

• 确定需要保护的虚拟机/文件工作负载和类似前端容量(TB)。

• 确定短期和长期保留要求。

• 确定已确定的数据集/工作负载的每日变更率百分比。

• 确定未来12、24和36个月的预计数据增长。

• 根据业务需求定义用于数据保护/恢复的RTO和RPO。

获得此信息后、便可完成备份基础架构规模估算、从而细分所需的存储容量。

StorageGRID规模估算指南

在执行NetApp StorageGRID规模估算之前、请考虑工作负载的以下方面：

• 可用容量

• WORm模式

• 平均对象大小

• 性能要求

• 已应用ILM策略

可用容量需要满足您已分层到StorageGRID的备份工作负载的大小以及保留计划。

WORM模式是否启用？在Commvault"中启用WORM后、此操作将在StorageGRID上配置对象锁定。这将增加所
需的对象存储容量。所需的容量因保留期限和每次备份的对象更改数而异。

平均对象大小是一个输入参数、用于帮助估算StorageGRID环境中的性能规模。Commvault"工作负载使用的平
均对象大小取决于备份类型。

下表按备份类型列出了平均对象大小、并说明了还原过程从对象存储中读取的内容：

备份类型 平均对象大小 还原行为

在StorageGRID中创建辅助副本 32 MB 完全读取32 MB对象

将备份定向到StorageGRID (已启用
重复数据删除)

8MB 1 MB随机范围读取

将备份定向到StorageGRID (已禁用
重复数据删除)

32 MB 完全读取32 MB对象

此外、了解完整备份和增量备份的性能要求有助于确定StorageGRID存储节点的规模估算。StorageGRID信息生
命周期管理(ILM)策略数据保护方法可确定存储Commvaults备份所需的容量、并影响网格的规模估算。
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StorageGRID ILM复制是StorageGRID用于存储对象数据的两种机制之一。当StorageGRID将对象分配给复制
数据的ILM规则时、系统会为对象的数据创建精确副本、并将这些副本存储在存储节点上。

纠删编码是 StorageGRID 存储对象数据的第二种方法。当StorageGRID将对象分配给配置为创建经过删除编码
的副本的ILM规则时、它会将对象数据分区为数据片段。然后、它会额外地对奇偶校验片段进行运算、并将每个
片段存储在不同的存储节点上。访问某个对象时，系统会使用存储的片段重新组合该对象。如果数据片段或奇偶
校验片段损坏或丢失、纠删编码算法可以使用剩余数据和奇偶校验片段的一部分重新创建该片段。

这两种机制需要不同的存储量、如以下示例所示：

• 如果存储两个复制副本、则存储开销会增加一倍。

• 如果您存储的是2+1经过删除的副本、则存储开销会增加1.5倍。

对于测试的解决方案、我们使用了单个站点上的入门级StorageGRID部署：

• 管理节点：VMware虚拟机(VM)

• 负载平衡器：VMware VM

• 存储节点：4个SG5712、带有4 TB驱动器

• 主管理节点和网关节点：具有最低生产工作负载要求的VMware VM

StorageGRID还支持第三方负载平衡器。

StorageGRID通常部署在两个或更多站点中、并采用数据保护策略来复制数据、以防止发生节点和站点级故障。
通过将数据备份到StorageGRID、您的数据将受到多个副本或通过纠删编码的保护、这些编码可通过一种算法可
靠地分隔和重新组合数据。

您可以使用规模估算工具 "Fusion" 调整网格大小。

扩展

您可以通过向存储节点添加存储、向现有站点添加新网格节点或添加新数据中心站点来扩展NetApp

StorageGRID系统。您可以在不中断当前系统运行的情况下执行扩展。
StorageGRID可以通过为存储节点或运行负载平衡器和管理节点的物理设备使用性能更高的节点来扩展性能、也
可以通过简单地添加更多节点来扩展性能。

有关扩展StorageGRID系统的详细信息，请参阅 "《StorageGRID 11.9."。

运行数据保护作业

要为StorageGRID配置适用于NetApp的Commvault完 整备份和恢复、请执行以下步骤、
以便在Commvault软件 中将StorageGRID添加为云库。

第1步：使用StorageGRID配置Commvault

步骤

1. 登录到CommvaultCommand Center。在左侧面板上、单击"存储">"云">"添加"以查看并响应"添加云"对话框
：
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2. 对于类型、选择NetApp StorageGRID。

3. 对于MediaAgent、选择与云库关联的所有。

4. 对于服务器主机、输入StorageGRID端点的IP地址或主机名以及端口号。

按照上的StorageGRID文档中的步骤进行操作 "如何配置负载平衡器端点(端口)"。确保您有一个HTTPS端
口、其中包含自签名证书以及StorageGRID端点的IP地址或域名。

5. 如果要使用重复数据删除、请启用此选项并提供指向重复数据删除数据库位置的路径。

6. 单击保存。

第2步：创建以StorageGRID为主要目标的备份计划

步骤

1. 在左侧面板上、选择Manage > Plans以查看并响应Create Server Backup Plan对话框。
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2. 输入计划名称。

3. 选择先前创建的StorageGRID简单存储服务(S3)存储备份目标。

4. 输入所需的备份保留期限和恢复点目标(RPO)。

5. 单击保存。

第3步：启动备份作业以保护工作负载

步骤

1. 在CommVault Command Center上、导航到"Protect">"Virtualization (保护>虚拟化)"。

2. 添加VMware vCenter Server虚拟机管理程序。

3. 单击刚刚添加的虚拟机管理程序。

4. 单击添加VM组以响应添加VM组对话框、以便您可以查看计划保护的vCenter环境。
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5. 选择一个数据存储库、一个VM或一组VM、然后为其输入一个名称。

6. 选择您在上一任务中创建的备份计划。

7. 单击保存以查看您创建的VM组。

8. 在虚拟机组窗口的右上角、选择备份：

9. 选择完整作为备份级别、(可选)备份完成后请求电子邮件、然后单击确定启动备份作业：
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10. 导航到作业摘要页面以查看作业指标：

查看基线性能测试

在辅助副本操作中、四个CommvaultMediaAgent将数据备份到NetApp AFF A300系统、并
在NetApp StorageGRID上创建了一个辅助副本。有关测试设置环境的详细信息、请阅读技
术报告中的"解决方案设计和最佳实践"一节 "借助Commvault,实现NetApp横向扩展数据保
护" 。

测试涉及100个VM和1000个VM、这两个测试都包含50/50的Windows和CentOS VM。下表显示了基线性能测试
的结果：

操作 备份速度 恢复速度

辅助复印 2 TB/小时 1.27 TB/小时

直接与对象连接和从对象连接(启用
重复数据删除)

2.2 TB/小时 1.22 TB/小时

为了测试过期性能、删除了250万个对象。如图2和图3所示、删除操作在3小时内完成、并释放了80 TB以上的空
间。删除运行于上午10：30开始。

图1：在不到3小时的时间内删除250万(80 TB)对象。
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图2：在不到3小时的时间内释放80 TB的存储。

存储分段一致性级别建议

通过NetApp StorageGRID、最终用户可以为对简单存储服务(S3)分段中的对象执行的操作
选择一致性级别。

CommVault MediaAgent是CommVault环境中的数据迁移程序。大多数情况下，MediaAgent配置为在本地写入
主StorageGRID站点。因此、建议在本地主站点中使用高一致性级别。在StorageGRID中创建的Commvault"分
段上设置一致性级别时、请遵循以下准则。

如果您的CommVault版本早于11.0.0 - Service Pack 16、请考虑将CommVault升级到最新版本。
如果不能这样做、请务必遵循适用于您的版本的准则。

• Commvault11.0.0之前的版本- Service Pack 16.*在11.0.0之前的版本- Service Pack 16中，Commvault"会在
还原和删减过程中对不存在的对象执行S3 head和GET操作。将存储分段一致性级别设置为强站点、以便
为Commvaultvault"备份到StorageGRID实现最佳一致性级别。

• Commvault11.0.0版- Service Pack 16及更高版本。*在11.0.0版- Service Pack 16及更高版本中、对不存在
的对象执行S3机头和GET操作的数量将降至最低。将默认分段一致性级别设置为read-after-new-write、以确
保StorageGRID环境中的高一致性级别。

25



TR-4626：负载平衡器

将第三方负载平衡器与StorageGRID结合使用

了解第三方和全局负载平衡器在StorageGRID等对象存储系统中的作用。

使用第三方负载平衡器实施NetApp®StorageGRID®的一般指导。

对象存储与"云存储"一词同义、正如您所期望的那样、利用云存储的应用程序会通过URL为该存储寻址。在这一
简单URL的支持下、StorageGRID可以在单个站点或分布在不同地理位置的站点上扩展容量、性能和持久性。负
载平衡器是实现这种精简性的组件。

本文档的目的是向StorageGRID客户介绍负载平衡器选项、并提供配置第三方负载平衡器的一般指导。

负载平衡器基础知识

负载平衡器是StorageGRID等企业级对象存储系统的基本组件。StorageGRID由多个存储节点组成、每个存储节
点都可以为给定StorageGRID实例提供整个简单存储服务(Simple Storage Service、S3)名称空间。负载平衡器
会创建一个高度可用的端点、我们可以将StorageGRID节点放置在该端点的后面。StorageGRID在与S3兼容的
对象存储系统中是独一无二的、因为它提供自己的负载平衡器、但它也支持第三方或通用负载平衡器、例如
F5、Citrix NetScaler、HA代理、NGINX等。

下图使用示例URL/完全限定域名(FQDN) s3.company.com”。负载平衡器会创建一个虚拟IP (VIP)、该IP可通
过DNS解析为FQDN、然后将应用程序的任何请求定向到StorageGRID节点池。负载平衡器会对每个节点执行运
行状况检查、并仅与运行状况良好的节点建立连接。

此图显示了StorageGRID提供的负载平衡器、但第三方负载平衡器的概念相同。应用程序使用负载平衡器上
的VIP建立HTTP会话、流量将通过负载平衡器传输到存储节点。默认情况下、从应用程序到负载平衡器以及从
负载平衡器到存储节点的所有流量都会通过HTTPS进行加密。HTTP是一个受支持的选项。

本地和全局负载平衡器

负载平衡器有两种类型：

• 本地交通管理系统(LTM)。将连接分布在单个站点的一个节点池中。

• 全局服务负载平衡器(GSLB)。将连接分布在多个站点上、从而有效地对LTM负载平衡器进行负载平衡。可以
将GSLB视为智能DNS服务器。当客户端请求StorageGRID端点URL时、GSLB会根据可用性或其他因素(例
如、哪个站点可以为应用程序提供更低的延迟)将其解析为LTM的VIP。虽然LTM始终是必需的、但GSLB是
可选的、具体取决于StorageGRID站点数量和应用程序要求。
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从何处查找追加信息

要了解有关本文档中所述信息的更多信息，请查看以下文档和 / 或网站：

• NetApp StorageGRID文档中心https://docs.netapp.com/us-en/storagegrid/[]

• NetApp StorageGRID支持 https://docs.netapp.com/us-en/storagegrid-enable/

• StorageGRID F5负载平衡器设计注意事项 https://www.netapp.com/blog/storagegrid-f5-load-balancer-

design-considerations/

• Loadbalancer.org—Load平衡NetApp StorageGRID https://www.loadbalancer.org/applications/load-

balancing-netapp-storagegrid/

• KEMP—负载平衡NetApp StorageGRID https://support.kemptechnologies.com/hc/en-us/articles/

360045186451-NetApp-StorageGRID

使用StorageGRID负载均衡器

了解StorageGRID网关节点负载均衡器的作用。

实施NetApp® StorageGRID® 网关节点的一般指南。

StorageGRID网关节点负载平衡器与第三方负载平衡器

在与S3兼容的对象存储供应商中、StorageGRID是独一无二的、因为它提供了一个本机负载平衡器、可用作专
用设备、VM或容器。StorageGRID提供的负载平衡器也称为网关节点。

对于尚未拥有F5、Citrix等负载平衡器的客户、实施第三方负载平衡器可能非常复杂。StorageGRID负载平衡器
可显著简化负载平衡器操作。

网关节点是一种高可用性、高性能的企业级负载平衡器。客户可以选择在同一网格中实施网关节点、第三方负载
平衡器甚至两者。网关节点是本地流量管理器、而不是GSLB。

StorageGRID负载平衡器具有以下优势：

• 精简性。自动配置资源池、运行状况检查、修补和维护、所有这些都由StorageGRID进行管理。

• 表现。 StorageGRID负载均衡器专用于StorageGRID，可以提供高性能缓存，并且您不会与其他应用程序争
夺带宽。

• 成本。虚拟机(VM)和容器版本免费提供。

• 交通分类。高级流量分类功能支持StorageGRID专用的QoS规则以及工作负载分析。

• 未来的StorageGRID特定功能。在即将发布的版本中、StorageGRID将继续优化负载平衡器并为其添加创新
功能。

作为StorageGRID的集成节点，本地流量管理器能够使用高级健康检查根据存储节点健康状况、负载和资源可用
性来分配请求。此外，当站点之间的StorageGRID链接成本设置为“0”时，它还能够在多个站点之间分配负载。
如果存储节点不可用但网关节点在站点中可用，则负载将自动定向到网格中的另一个站点。

网关节点的负载均衡器缓存功能旨在为某些工作负载（例如 AI 训练）提供显著的性能改进，这些工作负载在处
理数据的过程中会多次重新读取数据集。缓存网关节点还可以部署在与网格其余部分物理远离的位置，从而在某
些工作负载下实现更好的性能并降低 WAN 网络利用率。缓存以读回模式运行，其中写入不会被缓存，也不会修
改缓存的状态。每个缓存网关节点独立于任何其他缓存网关节点运行。
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有关部署StorageGRID网关节点的详细信息，请参阅 "StorageGRID 文档"。

了解如何在StorageGRID中为HTTPS实施SSL证书

了解在StorageGRID中实施SSL证书的重要性和步骤。

如果您使用的是HTTPS、则必须具有安全套接字层(SSL)证书。SSL协议可识别客户端和端点、并验证它们是否
可信。SSL还可对流量进行加密。客户端必须信任SSL证书。为此、SSL证书可以来自全局受信任的证书颁发机
构(CA)、例如、数码证书、在基础架构中运行的私有CA或主机生成的自签名证书。

首选方法是使用全局受信任的CA证书、因为无需执行其他客户端操作。证书将加载到负载平衡器
或StorageGRID中、客户端信任并连接到端点。

使用私有CA要求将根证书和所有从属证书添加到客户端。信任专用CA证书的过程可能因客户端操作系统和应用
程序而异。例如、在ONTAP for FabricPool中、您必须单独将链中的每个证书(根证书、从属证书、端点证书)上
传到ONTAP集群。

使用自签名证书要求客户端信任提供的证书、而不使用任何CA来验证其真实性。某些应用程序可能不接受自签
名证书、并且无法忽略验证。

SSL证书在客户端负载平衡器StorageGRID路径中的放置取决于您需要SSL终止的位置。您可以将负载平衡器配
置为客户端的终止端点、然后使用新的SSL证书对负载平衡器与StorageGRID的连接进行重新加密或热加密。或
者、您也可以通过此流量并让StorageGRID成为SSL终止端点。如果负载平衡器是SSL终止端点、则此证书将安
装在负载平衡器上、并包含DNS名称/URL的使用者名称以及客户端配置为通过负载平衡器连接到StorageGRID

目标的任何备用URL/DNS名称。 包括任何通配符名称。如果为负载平衡器配置了直通、则必须在StorageGRID

中安装SSL证书。同样、证书必须包含DNS名称/URL的使用者名称、以及客户端配置为通过负载平衡器连接
到StorageGRID目标的任何备用URL/DNS名称、包括任何通配符名称。证书中无需包含单个存储节点名称、只
需包含端点URL即可。

在StorageGRID中配置受信任的第三方负载平衡器

了解如何在StorageGRID中配置受信任的第三方负载平衡器。

如果使用的是一个或多个外部第7层负载平衡器以及基于IP的S3分段或组策略、则StorageGRID必须确定实际发
送方的IP地址。它通过查看负载平衡器插入到请求中的X-Forwarded-for (XFF)标头来执行此操作。由于在直接发
送到存储节点的请求中、XFF标头很容易受到保护、因此StorageGRID必须确认每个请求都由可信的第7层负载
平衡器路由。如果StorageGRID无法信任请求源、则会忽略XFF标头。有一个网格管理API允许配置受信任的外
部第7层负载平衡器列表。此新API为专用API、未来的StorageGRID版本可能会有所更改。有关最新信息，请参
见知识库文章 "如何配置StorageGRID以使用第三方第7层负载平衡器"。
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了解本地流量管理器负载平衡器

浏览有关本地流量管理器负载平衡器的指导、并确定最佳配置。

下面介绍了配置第三方负载平衡器的一般指导。与负载平衡器管理员一起确定适合您环境的最佳配置。

创建存储节点的资源组

将StorageGRID存储节点分组到资源池或服务组中(术语可能因特定负载平衡器而异)。StorageGRID存储节点会
在以下端口上提供S3 API：

• S3 HTTPS：18082

• S3 HTTP：18084

大多数客户选择通过标准HTTPS和HTTP端口(443和80)在虚拟服务器上提供API。

每个StorageGRID站点默认需要三个存储节点、其中两个节点必须运行状况良好。

运行状况检查

第三方负载平衡器需要一种方法来确定每个节点的运行状况及其接收流量的资格。NetApp建议使用HTTP

OPTIONS 方法执行运行状况检查。负载平衡器会向每个存储节点发出HTTP OPTIONS 请求、并需要 200 状态
响应。

如果任何存储节点未提供 200 响应、则该节点将无法处理存储请求。您的应用程序和业务要求应确定这些检查
的超时时间以及负载平衡器所执行的操作。

例如、如果数据中心1中的四个存储节点中有三个已关闭、您可以将所有流量定向到数据中心2。

建议的轮询间隔为每秒一次、在三次检查失败后将节点标记为脱机。

S3运行状况检查示例

在以下示例中，我们会发送 OPTIONS 并检查 200 OK。我们使用 OPTIONS 、因为Amazon S3)不支持未经授权
的请求。
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curl -X OPTIONS https://10.63.174.75:18082 --verbose --insecure

* Rebuilt URL to: https://10.63.174.75:18082/

*   Trying 10.63.174.75...

* TCP_NODELAY set

* Connected to 10.63.174.75 (10.63.174.75) port 18082 (#0)

* TLS 1.2 connection using TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384

* Server certificate: webscale.stl.netapp.com

* Server certificate: NetApp Corp Issuing CA 1

* Server certificate: NetApp Corp Root CA

> OPTIONS / HTTP/1.1

> Host: 10.63.174.75:18082

> User-Agent: curl/7.51.0

> Accept: /

>

< HTTP/1.1 200 OK

< Date: Mon, 22 May 2017 15:17:30 GMT

< Connection: KEEP-ALIVE

< Server: StorageGRID/10.4.0

< x-amz-request-id: 3023514741

基于文件或内容的运行状况检查

通常、NetApp不建议执行基于文件的运行状况检查。例如，通常在具有只读策略的存储分段中创建一个小文件
—healthcheck.htm。然后、负载平衡器会提取并评估此文件。这种方法有几个缺点：

• *取决于单个帐户。*如果禁用了拥有该文件的帐户、则运行状况检查将失败、并且不会处理任何存储请求。

• *数据保护规则。*默认数据保护方案采用双副本方法。在这种情况下、如果托管运行状况检查文件的两个存
储节点不可用、则运行状况检查将失败、并且存储请求不会发送到运行状况良好的存储节点、从而使网格脱
机。

• *审核日志膨胀。*负载平衡器每X分钟从每个存储节点提取一次文件、从而创建许多审核日志条目。

• *资源密集型。*每隔几秒钟从每个节点提取运行状况检查文件会占用网格和网络资源。

如果需要执行基于内容的运行状况检查、请使用具有专用S3存储分段的专用租户。

会话持久性

会话持久性(即、保持性)是指允许给定HTTP会话持续的时间。默认情况下、存储节点会在10分钟后丢弃会话。
持久性越长、性能越好、因为应用程序不必为每个操作重新建立会话；但是、保持这些会话处于打开状态会占用
资源。如果您确定工作负载将受益、则可以减少第三方负载平衡器上的会话持久性。

虚拟托管模式寻址

现在、虚拟托管模式已成为AWS S3的默认方法、虽然StorageGRID和许多应用程序仍支持路径模式、但最佳做
法是实施虚拟托管模式支持。虚拟托管模式请求的主机名包含分段。

要支持虚拟托管模式、请执行以下操作：
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• 支持通配符DNS查找：*。.s3.company.com

• 使用带有主题可选名称的SSL证书支持通配符：*。.s3.company.com一些客户已经表达了有关使用通配符证
书的安全问题。StorageGRID继续支持路径模式访问、FabricPool等关键应用程序也是如此。也就是说、如
果没有虚拟托管支持、某些S3 API调用会失败或行为不正确。

SSL终止

第三方负载平衡器上的SSL终止具有安全优势。如果负载平衡器受损、网格将被分割。

支持三种配置：

• *SSL传递。*SSL证书作为自定义服务器证书安装在StorageGRID上。

• *SSL终止和重新加密(建议)。*如果您已经在负载平衡器上执行SSL证书管理、而不是在StorageGRID上安
装SSL证书、则这可能会很有用。此配置还具有将攻击面限制在负载平衡器上的其他安全优势。

• *使用HTTP终止SSL。*在此配置中、SSL将在第三方负载平衡器上终止、负载平衡器与StorageGRID之间的
通信将不进行加密、以利用SSL卸载功能(由于SSL库嵌入在现代处理器中、因此优势有限)。

直通配置

如果您要为负载平衡器配置直通、则必须在StorageGRID上安装证书。转到菜单：配置[服务器证书>对象存
储API服务端点服务器证书]。

源客户端IP可见性

StorageGRID 11.4引入了可信第三方负载平衡器的概念。要将客户端应用程序IP转发到StorageGRID、必须配置
此功能。有关详细信息、请参见 "如何配置StorageGRID以使用第三方第7层负载平衡器。"

要启用XFF标头以查看客户端应用程序的IP、请执行以下步骤：

步骤

1. 在审核日志中记录客户端IP。

2. 使用 aws:SourceIp S3存储分段或组策略。

负载平衡策略

大多数负载平衡解决方案都提供多种负载平衡策略。以下是常见策略：

• *循环*通用配置、但节点较少且传输量较大、从而使单个节点堵塞。

• *最少连接。*非常适合小型对象工作负载和混合对象工作负载、从而使连接平等分布到所有节点。

随着可供选择的存储节点数量不断增加、算法的选择就不再那么重要了。

数据路径

所有数据流经本地流量管理器负载平衡器。StorageGRID不支持直接服务器路由(DSR)。

验证连接分布

要验证您的方法是否在存储节点之间均匀分布负载、请检查给定站点中每个节点上已建立的会话：
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• *用户界面方法。*转到菜单：Support[Metrics > S3 Overview > LDR HTTP S语]

• *Metrics API.*使用 storagegrid_http_sessions_incoming_currently_established

了解StorageGRID配置的几个用例

了解客户和NetApp IT实施的StorageGRID配置的少数用例。

以下示例说明了StorageGRID客户(包括NetApp IT)实施的配置。

用于S3存储分段的F5 BIG-IP本地流量管理器运行状况检查监控器

要配置F5 BIG-IP本地流量管理器运行状况检查监控器、请执行以下步骤：

步骤

1. 创建新显示器。

a. 在Type字段中，输入 HTTPS。

b. 根据需要配置时间间隔和超时。

c. 在发送字符串字段中，输入 OPTIONS / HTTP/1.1\r\n\r\n. \r\n表示回车；不同版本的大IP软件需
要零个、一个或两组\r\n序列。有关详细信息，请参见 https://support.f5.com/csp/article/K10655。

d. 在Receive String (接收字符串)字段中，输入： HTTP/1.1 200 OK。
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2. 在创建池中、为所需的每个端口创建一个池。

a. 分配在上一步中创建的运行状况监控器。

b. 选择负载平衡方法。

c. 选择服务端口：18082 (S3)。

d. 添加节点。

Citrix NetScaler

Citrix NetScaler为存储端点创建一个虚拟服务器，并将StorageGRID存储节点称为应用程序服务器，然后将其分
组到“服务”中。

使用HTTP-ECV运行状况检查监控器创建自定义监控器，以便通过选项请求和接收来执行建议的运行状况检查
200。为HTTP-ECV配置了发送字符串并验证接收字符串。
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有关详细信息，请参阅Citrix文档 "HTTP-ECV运行状况检查监控器的配置示例"。

Loadbalancer.org

Loadbalancer.org已对StorageGRID进行了自己的集成测试，并提供了大量的配置指南：
https://pdfs.loadbalancer.org/NetApp_StorageGRID_Deployment_Guide.pdf。

凯普

KEMP已对StorageGRID进行了自己的集成测试，并提供了大量的配置指南： https://kemptechnologies.com/

solutions/netapp/。

HA 代理

将HAProxy配置为使用options request、并在haproxy.cfg中检查运行状况检查的200状态响应。您可以将前端的
绑定端口更改为其他端口、例如443。

以下是在HAProxy上终止SSL的示例：
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frontend s3

       bind *:443 crt /etc/ssl/server.pem ssl

       default_backend s3-serve

rs

backend s3-servers

       balance leastconn

       option httpchk

       http-check expect status 200

       server dc1-s1 10.63.174.71:18082 ssl verify none check inter 3000

       server dc1-s2 10.63.174.72:18082 ssl verify none check inter 3000

       server dc1-s3 10.63.174.73:18082 ssl verify none check inter 3000

以下是SSL直通示例：

frontend s3

       mode tcp

       bind *:443

       default_backend s3-servers

backend s3-servers

       balance leastconn

       option httpchk

       http-check expect status 200

       server dc1-s1 10.63.174.71:18082 check-ssl verify none inter 3000

       server dc1-s2 10.63.174.72:18082 check-ssl verify none inter 3000

       server dc1-s3 10.63.174.73:18082 check-ssl verify none inter 3000

有关StorageGRID配置的完整示例、请参见 "HAProxy配置示例" GitHub上的。

验证StorageGRID中的SSL连接

了解如何在StorageGRID中验证SSL连接。

配置负载平衡器后、您应使用OpenSSL和AWS命令行界面等工具验证连接。S3浏览器等其他应用程序可能会忽
略SSL配置不当。

了解StorageGRID的全局负载平衡要求

了解StorageGRID中全局负载平衡的设计注意事项和要求。

全局负载平衡需要与DNS集成、以便在多个StorageGRID站点之间提供智能路由。此功能不在StorageGRID域
中、必须由第三方解决方案(如上文讨论的负载平衡器产品)和/或DNS流量控制解决方案(如Infoblox)提供。此顶
级负载平衡可提供到命名空间中最近的目标站点的智能路由、以及中断检测和重定向到命名空间中的下一个站
点。典型的GSLB实施由顶级GSLB组成、其中站点池包含站点本地负载平衡器。站点负载平衡器包含本地站点
存储节点的池。这可能包括用于GSLB功能的第三方负载平衡器和提供站点本地负载平衡的StorageGRID的组
合、或者第三方的组合、或者前面讨论的许多第三方的组合可以同时提供GSLB和站点本地负载平衡。

35

https://github.com/NetApp-StorageGRID/HAProxy-Configuration
https://github.com/NetApp-StorageGRID/HAProxy-Configuration
https://github.com/NetApp-StorageGRID/HAProxy-Configuration
https://github.com/NetApp-StorageGRID/HAProxy-Configuration
https://github.com/NetApp-StorageGRID/HAProxy-Configuration
https://github.com/NetApp-StorageGRID/HAProxy-Configuration
https://github.com/NetApp-StorageGRID/HAProxy-Configuration
https://github.com/NetApp-StorageGRID/HAProxy-Configuration
https://github.com/NetApp-StorageGRID/HAProxy-Configuration


TR-4645：安全功能

保护对象存储中的StorageGRID数据和元数据的安全

了解StorageGRID对象存储解决方案不可或缺的安全功能。

这是NetApp® StorageGRID® 中众多安全功能的概述，涵盖数据访问、对象和元数据、管理访问和平台安全。
它已更新，包含StorageGRID 12.0 发布的最新功能。

安全性是NetApp StorageGRID对象存储解决方案不可或缺的一部分。安全性尤为重要、因为非常适合对象存储
的许多类型的富内容数据在本质上也是敏感的、并受法规和合规性的约束。随着StorageGRID功能的不断发展、
该软件提供了许多安全功能、这些功能对于保护组织的安全防护以及帮助组织遵守行业最佳实践至关重要。

本文概述了StorageGRID 12.0 中的众多安全功能，分为五类：

• 数据访问安全功能

• 对象和元数据安全功能

• 管理安全性功能

• 平台安全功能

• 云集成

本文旨在成为一份安全数据表——它没有详细说明如何配置系统以支持其中列举的默认未配置的安全功能。这
"《StorageGRID加强指南》"可在官方 "StorageGRID 文档"页。

除了本报告中介绍的功能之外，StorageGRID还遵循 "NetApp产品安全漏洞响应和通知策略"。根据产品安全事
件响应流程、对报告的漏洞进行验证和响应。

NetApp StorageGRID可为要求苛刻的企业对象存储用例提供高级安全功能。
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从何处查找追加信息

要了解有关本文档中所述信息的更多信息，请查看以下文档和 / 或网站：

• NetApp StorageGRID：SEC 17a-4 (f)、FIRA 4511 (c)和CFTC 1.31 (c)-(d)合规性评估
https://www.netapp.com/media/9041-ar-cohasset-netapp-storagegrid-sec-assessment.pdf

• NetApp StorageGRID NIST FIPS 140-3 内核加密认证 https://csrc.nist.gov/projects/cryptographic-module-

validation-program/certificate/5097

• NetApp StorageGRID NIST SP 800-90B 熵认证 https://csrc.nist.gov/projects/cryptographic-module-

validation-program/entropy-validations/certificate/223

• NetApp StorageGRID加拿大网络安全中心通用准则认证 https://www.commoncriteriaportal.org/nfs/ccpfiles/

files/epfiles/565-LSS%20CT%20v1.0.pdf

• StorageGRID文档页面https://docs.netapp.com/us-en/storagegrid/[]

• NetApp产品文档 https://www.netapp.com/support-and-training/documentation/

术语和首字母缩略语

本节提供了文档中所用术语的定义。

术语或首字母缩略语 定义

S3 Simple Storage Service。

客户端 一种可以通过S3协议(用于数据访问)或HTTP协议(用于管理)

与StorageGRID连接的应用程序。

租户管理员 StorageGRID租户帐户的管理员

租户用户 StorageGRID租户帐户中的用户

TLS 传输层安全性

ILM 信息生命周期管理

LAN 局域网

网格管理员 StorageGRID系统的管理员

网格 StorageGRID系统

存储分段 存储在S3中的对象的容器

LDAP 轻型目录访问协议

秒 证券和交易委员会；管理交易所成员、经纪人或交易商

这是 金融行业监管机构；遵守SEC规则17a-4 (f)的格式和媒体要求

CFTC 商品期货交易委员会；管理商品期货交易

NIST 国家标准和技术研究所

数据访问安全功能

了解StorageGRID中的数据访问安全功能。
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功能 功能 影响 合规性

可配置传输层安
全(TLS)

TLS会为客户端与StorageGRID

网关节点、存储节点或负载平衡
器端点之间的通信建立握手协
议。

StorageGRID支持以下TLS密码
套件：

•

TLS_AES_256_GCM_SHA

384

•

TLS_AES_128_GCM_SHA

256

• ECDHE-ECDSA-AES256-

GCM-SHA384

• ECDHE-RSA-AES256-

GCM-SHA384

• ECDHE-ECDSA-AES128-

GCM-SHA256

• ECDHE-RSA-AES128-

GCM-SHA256

•

TLS_AES_256_GCM_SHA

384

• DHE-RSA-AES128-GCM-

SHA256

• DHE-RSA-AES256-GCM-

SHA384

• AES256-GCM-SHA384

• AES128-GCM-SHA256

•

TLS_CHACHA20_POLY13

05_SHA256

• ECDHE-ECDSA-

CHACHA20-POLY1305

• ECDHE-RSA-CHACHA20-

POLY1305

支持TLS v1.2和1.3。

不支持 SSLv3、TLS v1.1 及更
早版本。

使客户端和StorageGRID能够相
互识别和身份验证、并在保密和
数据完整性的情况下进行通信。
确保使用最新的TLS版本。现
在、您可以在"配置/安全"设置下
配置这些用户的用户

 — 
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功能 功能 影响 合规性

可配置的服务器证书(

负载平衡器端点)

网格管理员可以将负载平衡器端
点配置为生成或使用服务器证
书。

允许使用由其标准可信证书颁发
机构(Certificate Authority、CA)

签名的数字证书、对每个负载平
衡器端点的网格和客户端之间的
对象API操作进行身份验证。

 — 

可配置的服务器证
书(API端点)

网格管理员可以集中配置所
有StorageGRID API端点、以使
用由其组织的受信任CA签名的
服务器证书。

允许使用由其标准可信CA签名
的数字证书对客户端和网格之间
的对象API操作进行身份验证。

 — 

多租户 StorageGRID支持每个网格包含
多个租户；每个租户都有自己的
命名空间。租户提供S3协议；
默认情况下、对分段/容器和对
象的访问仅限于帐户中的用户。
租户可以拥有一个用户(例如、
一个企业部署、其中每个用户都
有自己的帐户)或多个用户(例
如、一个服务提供商部署、其中
每个帐户都是服务提供商的一家
公司和一个客户)。用户可以是
本地用户、也可以是联合用户；
联合用户由Active Directory或轻
型目录访问协议(Lightweight-

Directory Access Protocol

、LDAP)定义。StorageGRID提
供了一个按租户显示的信息板、
用户可在其中使用其本地或联合
帐户凭据登录。用户可以根据网
格管理员分配的配额访问有关租
户使用情况的可视化报告、包括
分段存储的数据和对象中的使用
情况信息。具有管理权限的用户
可以执行租户级别的系统管理任
务、例如管理用户和组以及访问
密钥。

允许StorageGRID管理员托管来
自多个租户的数据、同时隔离租
户访问、并通过将用户与外部身
份提供程序(如Active Directory

或LDAP)联盟来建立用户身份。

SEC规则17a-4 (f)

CTFC 1.31 (c)-

（d)(FIRA)规则4511

(c)

访问凭据的不可否认
性

每个S3操作都使用唯一的租户
帐户、用户和访问密钥进行标识
和记录。

允许网格管理员确定由哪些个人
执行哪些API操作。

 — 

已禁用匿名访问 默认情况下、S3帐户禁用匿名
访问。请求者必须拥有租户帐户
中有效用户的有效访问凭据、才
能访问帐户中的分段、容器或对
象。可以使用显式IAM策略启用
对S3存储分段或对象的匿名访
问。

允许网格管理员禁用或控制对分
段/容器和对象的匿名访问。

 — 
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功能 功能 影响 合规性

合规性WORM 旨在满足SEC规则17a-4 (f)的要
求、并经过Cohasset验证。客
户可以在存储分段级别实现合规
性。保留期限可以延长、但绝不
能减少。 信息生命周期管
理(ILM)规则强制实施最低数据
保护级别。

允许具有法规数据保留要求的租
户对存储的对象和对象元数据启
用WORM保护。

SEC规则17a-4 (f)

CTFC 1.31 (c)-

（d)(FIRA)规则4511

(c)

WORm 网格管理员可以通过启用禁用客
户端修改选项来启用网格范围
的WORM、此选项可防止客户
端覆盖或删除所有租户帐户中的
对象或对象元数据。

S3租户管理员还可以通过指
定IAM策略按租户、存储分段或
对象前缀启用WORM、此策略
包括自定义的对象和元数据覆
盖S3：PutOverwriteObject权
限。

允许网格管理员和租户管理员控
制对已存储对象和对象元数据
的WORM保护。

SEC规则17a-4 (f)

CTFC 1.31 (c)-

（d)(FIRA)规则4511

(c)

Kms主机服务器加密
密钥管理

网格管理员可以在网格管理器中
配置一个或多个外部密钥管理服
务器(KMS)、以便
为StorageGRID服务和存储设备
提供加密密钥。每个KMS主机
服务器或KMS主机服务器集群
都使用密钥管理互操作性协
议(Key Management互操作性
协议、KMIP)为关
联StorageGRID站点上的设备节
点提供加密密钥。

实现空闲数据加密。对设备卷进
行加密后、您将无法访问设备上
的任何数据、除非节点可以
与KMS主机服务器进行通信。

SEC规则17a-4 (f)

CTFC 1.31 (c)-

（d)(FIRA)规则4511

(c)

自动故障转移 StorageGRID提供内置冗余和自
动故障转移功能。即使从磁盘或
节点到整个站点发生多个故障、
也可以继续访问租户帐户、分段
和对象。StorageGRID具有资源
感知能力、可自动将请求重定向
到可用节点和数据位
置。StorageGRID站点甚至可以
在隔离模式下运行；如果WAN

中断使站点与系统的其余部分断
开连接、则可以使用本地资源继
续执行读取和写入操作、并
在WAN还原后自动恢复复制。

支持网格管理员解决正常运行时
间、SLA和其他合同义务问题、
并实施业务连续性计划。

 — 
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功能 功能 影响 合规性

特定于S3的数据访问
安全功能

AWS签名版本2和版本4 对API请求签名可为S3 API操作
提供身份验证。Amazon支持签
名版本2和版本4的两个版本。签
名过程可验证请求者的身份、保
护传输中的数据并防止潜在的重
放攻击。

符合AWS对签名版
本4的建议、并支持
与签名版本2中的旧
应用程序向后兼容。

 —  S3 对象锁定 StorageGRID中的S3对象锁定
功能是一种对象保护解决方案、
相当于Amazon S3中的S3对象
锁定。

允许租户在启用S3对
象锁定的情况下创建
分段、以符合要求将
某些对象保留固定时
间或无限期的法规要
求。

SEC规则17a-4 (f)

CTFC 1.31 (c)-

（d)(FIRA)规则4511

(c)

S3凭据的安全存储 S3访问密钥以受密码哈希功
能(SHA-2)保护的格式存储。

通过组合使用密钥长
度(1031随机生成的数
字)和密码哈希算法来
安全存储访问密钥。

 —  有时间限制的S3访问密钥 在为用户创建S3访问密钥时、
客户可以设置访问密钥的到期日
期和时间。

为网格管理员提供配
置临时S3访问密钥的
选项。

 —  每个用户帐户具有多个访问密钥 通过StorageGRID、可以为一个
用户帐户创建多个访问密钥、并
使其同时处于活动状态。由于每
个API操作都使用租户用户帐户
和访问密钥进行记录、因此、即
使多个密钥处于活动状态、也会
保留不可否认性。

使客户端能够无干扰
地轮换访问密钥、并
允许每个客户端都有
自己的密钥、从而避
免在客户端之间共享
密钥。

 —  S3 IAM访问策略 StorageGRID支持S3 IAM策
略、支持网格管理员按租户、分
段或对象前缀指定精细访问控
制。StorageGRID还支持IAM策
略条件和变量、从而支持更动态
的访问控制策略。

允许网格管理员按用
户组为整个租户指定
访问控制；还允许租
户用户为自己的分段
和对象指定访问控
制。

 —  S3 安全令牌服务 API

AssumeRole

StorageGRID支持 S3 STS API

AssumeRole 提供具有缩小范围
的权限和有限持续时间的临时安
全凭证（访问密钥 ID、秘密访
问密钥、会话令牌）。作为
AssumeRole API 的一部分，支
持内联会话策略来进一步限制会
话期间的权限。

允许租户管理员提供
对对象数据的安全临
时访问。
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功能 功能 影响 合规性

 —  简单通知服务 StorageGRID支持在对象访问时
发送通知。支持以下事件类型：

• s3：对象创建：

• s3：对象创建：放置

• s3：对象创建：发布

• s3：对象创建：复制

• s3：对象创建：完成分段上
传

• s3：对象已移除：

• s3：对象已移除：删除

• s3：对象已移除：删除标记
已创建

• s3：对象恢复：发布

允许租户管理员监控
对象的访问

 —  使用StorageGRID托管密
钥(SSE)进行服务器端加密

StorageGRID支持SSE、可使
用StorageGRID管理的加密密钥
对空闲数据进行多租户保护。

允许租户对对象进行
加密。要写入和检索
这些对象、需要使用
加密密钥。

SEC规则17a-4 (f)

CTFC 1.31 (c)-

（d)(FIRA)规则4511

(c)

使用客户提供的加密密钥(SSE-

C)进行服务器端加密
StorageGRID支持SSE-C、可使
用客户端管理的加密密钥对空闲
数据进行多租户保护。

虽然StorageGRID负责管理所有
对象加密和解密操作、但使
用SSE-C时、客户端必须自行管
理加密密钥。

使客户端能够使用其
控制的密钥对对象进
行加密。要写入和检
索这些对象、需要使
用加密密钥。

对象和元数据安全性

了解StorageGRID中的对象和元数据安全功能。

功能 功能 影响 合规性

高级加密标
准(Advanced

Encryption

Standard、AES)服
务器端对象加密

StorageGRID可为对象提供基
于AES 128和AES 256的服务器
端加密。网格管理员可以启用加
密作为全局默认设
置。StorageGRID还支持S3 x-

AMZ-server-side加密标头、以
允许按对象启用或禁用加密。启
用后、对象在存储时或在网格节
点之间传输时会进行加密。

有助于保护对象的存储和传输、
不受底层存储硬件的限制。

SEC规则17a-4 (f)

CTFC 1.31 (c)-

（d)(FIRA)规则4511

(c)
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功能 功能 影响 合规性

内置密钥管理 启用加密后、每个对象都会使用
随机生成的唯一对称密钥进行加
密、该密钥存储在StorageGRID

中、无需外部访问。

无需外部密钥管理即可启用对象
加密。

符合联邦信息处理标
准(Federal

Information

Processing

Standard、FIPS)

140-2的加密磁盘

SG5812、SG5860、SG6160

和SGF6024 StorageGRID设备
可提供符合FIPS 140-2的加密磁
盘选项。磁盘的加密密钥可以选
择由外部KMIP服务器管理。

支持安全存储系统数据、元数据
和对象。此外、还提供基
于StorageGRID软件的对象加密
功能、可保护对象的存储和传输
安全。

SEC规则17a-4 (f)

CTFC 1.31 (c)-

（d)(FIRA)规则4511

(c)

符合联邦信息处理标
准 (FIPS) 140-3 的节
点加密

SG5812、SG5860、SG6160、
SGF6112、SG1100 和 SG110

StorageGRID设备提供符合
FIPS 140-3 的节点加密选项。
节点的加密密钥由外部 KMIP 服
务器管理。

支持安全存储系统数据、元数据
和对象。此外、还提供基
于StorageGRID软件的对象加密
功能、可保护对象的存储和传输
安全。

SEC规则17a-4 (f)

CTFC 1.31 (c)-

（d)(FIRA)规则4511

(c)

后台完整性扫描和自
我修复

StorageGRID在对象和子对象级
别使用哈希、校验和和和循环冗
余校验(CrC)的互斥机制、以防
止在对象存储和传输过程中出现
数据不一致、篡改或修
改。StorageGRID会自动检测损
坏和被篡改的对象并进行替换、
同时隔离更改后的数据并向管理
员发出警报。

支持网格管理员满足SLA、法规
和其他有关数据持久性的义务。
帮助客户检测尝试加密、篡改或
修改数据的勒索软件或病毒。

SEC规则17a-4 (f)

CTFC 1.31 (c)-

（d)(FIRA)规则4511

(c)

基于策略的对象放置
和保留

StorageGRID支持网格管理员配
置ILM规则、用于指定对象保
留、放置、保护、过渡和到期时
间。网格管理员可以
将StorageGRID配置为按对象的
元数据筛选对象、并在各种粒度
级别应用规则、包括网格范围、
租户、存储分段、密钥前缀、
和用户定义的元数据键值
对。StorageGRID有助于确保在
对象的整个生命周期内根据ILM

规则存储对象、除非客户端明确
删除这些对象。

有助于强制实施数据放置、保护
和保留。帮助客户在持久性、可
用性和性能方面实现SLA。

SEC规则17a-4 (f)

CTFC 1.31 (c)-

（d)(FIRA)规则4511

(c)

后台元数据扫描 StorageGRID会定期扫描后台的
对象元数据、以应用ILM指定的
对象数据放置或保护更改。

帮助发现损坏的对象。
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功能 功能 影响 合规性

可调一致性 租户可以在存储分段级别选择一
致性级别、以确保多站点连接等
资源可用。

仅当提供所需数量的可用站点或
资源时、才可选择向网格提交写
入。

管理安全性功能

了解StorageGRID中的管理安全功能。

功能 功能 影响 合规性

服务器证书(网格管理
接口)

网格管理员可以将网格管理界面
配置为使用由其组织的受信
任CA签名的服务器证书。

允许使用由其标准可信CA签名
的数字证书对管理客户端和网格
之间的管理UI和API访问进行身
份验证。

 — 

管理用户身份验证 管理用户使用用户名和密码进行
身份验证。管理用户和组可以是
本地用户或联合用户、也可以是
从客户的Active Directory

或LDAP导入的用户和组。本地
帐户密码以bcrypt保护的格式存
储；命令行密码以SHA-2保护的
格式存储。

对管理UI和API的管理访问进行
身份验证。

 — 

SAML支持 StorageGRID支持使用安全断言
标记语言2.0 (SAML 2.0)标准的
单点登录(SSO)。启用 SSO 后
，所有用户都必须经过外部身份
提供程序的身份验证，然后才能
访问网格管理器，租户管理器，
网格管理 API 或租户管理 API

。本地用户无法登录到
StorageGRID 。

为网格和租户管理员提供更高级
别的安全性、例如SSO和多因素
身份验证(MFA)。

NIST SP800-63

精细的权限控制 网格管理员可以为角色分配权
限、并为管理用户组分配角色、
这样可以使用管理UI和API强制
执行允许管理客户端执行的任
务。

允许网格管理员管理管理员用户
和组的访问控制。

 — 
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功能 功能 影响 合规性

分布式审核日志记录 StorageGRID提供内置的分布式
审核日志记录基础架构、可扩展
到多达16个站点上的数百个节
点。StorageGRID软件节点会生
成审核消息、这些消息通过冗余
审核中继系统传输、并最终捕获
到一个或多个审核日志存储库
中。审核消息可捕获对象级别粒
度的事件、例如客户端启动
的S3 API操作、ILM对象生命周
期事件、后台对象运行状况检查
以及通过管理UI或API进行的配
置更改。

审计日志可以通过 syslog 导出
，从而允许 Splunk 和 ELK 等工
具挖掘审计消息。审计消息有四
种类型：

• 系统审核消息

• 对象存储审核消息

• HTTP协议审核消息

• 管理审核消息

审计日志可以存储在 S3 存储桶
中，以便长期保留和应用程序访
问。

为网格管理员提供经验证的可扩
展审计服务、使他们能够为各种
目标挖掘审计数据。此类目标包
括故障排除、审核SLA性能、客
户端数据访问API操作以及管理
配置更改。

 — 

系统审核 系统审核消息可捕获与系统相关
的事件、例如网格节点状态、损
坏对象检测、根据ILM规则在所
有指定位置提交的对象以及系统
范围维护任务(网格任务)的进
度。

帮助客户解决系统问题、并提供
根据其SLA存储对象的证
据。SLA通过StorageGRID ILM

规则实施、并受到完整性保护。

 — 

对象存储审核 对象存储审核消息可捕获对
象API事务和生命周期相关事
件。这些事件包括对象存储和检
索、网格节点到网格节点的传输
以及验证。

帮助客户审核系统中的数据进度
以及是否正在交付SLA (指定
为StorageGRID ILM)。

 — 

HTTP协议审核 HTTP协议审核消息可捕获与客
户端应用程序和StorageGRID节
点相关的HTTP协议交互。此外
，客户还可以捕获特定的HTTP

请求标头(例如X-Forwarded-for

和用户元数据[x-AMZ-meta-*])以
进行审核。

帮助客户审核客户端
和StorageGRID之间的数据访
问API操作、并跟踪单个用户帐
户和访问密钥的操作。客户还可
以将用户元数据记录到审核中、
并使用日志挖掘工具(例
如Splunk或ETK)搜索对象元数
据。

 — 
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功能 功能 影响 合规性

管理审计 管理审核消息会记录管理员用户
对管理UI (网格管理接口)或API

的请求。对于 API ，并非 GET

或 HEAD 请求的每个请求都会
记录一个响应，其中包含 API

的用户名， IP 和请求类型。

帮助网格管理员建立系统配置更
改记录、记录由哪个用户在哪个
时间从哪个源IP进行更改、以及
从哪个目标IP进行更改。

 — 

TLS 1.3支持管理UI

和API访问
TLS会为管理客户端
与StorageGRID管理节点之间的
通信建立握手协议。

使管理客户端和StorageGRID能
够相互识别和身份验证、并在机
密性和数据完整性的情况下进行
通信。

 — 

SNMPv3、用
于StorageGRID监控

SNMPv3通过提供强身份验证和
数据加密来保护隐私、从而提供
安全性。对于v3、协议数据单元
将使用CBC-DES作为加密协议
进行加密。

发送协议数据单元的用户身份验
证由HMAC-SHA或HMAC-MD5

身份验证协议提供。

SNMPv2和v1仍受支持。

通过在管理节点上启用SNMP代
理、帮助网格管理员监
控StorageGRID系统。

 — 

Prometheus指标导
出的客户端证书

网格管理员可以上传或生成客户
端证书、这些证书可用于提供
对StorageGRID Prometheus数
据库的安全、经过身份验证的访
问。

网格管理员可以使用客户端证书
通过Grafana等应用程序在外部
监控StorageGRID。

 — 

平台安全功能

了解StorageGRID中的平台安全功能。

功能 功能 影响 合规性

内部公共密钥基础架
构(PKI)、节点证书
和TLS

StorageGRID使用内部PKI和节
点证书对节点间通信进行身份验
证和加密。节点间通信受TLS保
护。

有助于保护LAN或WAN上的系统
流量、尤其是在多站点部署中。

SEC规则17a-4 (f)

CTFC 1.31 (c)-

（d)(FIRA)规则4511

(c)

节点防火墙 StorageGRID会自动配置IP表和
防火墙规则、以控制传入和传出
网络流量、并关闭未使用的端
口。

帮助保护StorageGRID系统、数
据和元数据免受未经请求的网络
流量的影响。

 — 
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功能 功能 影响 合规性

OS强化 StorageGRID物理设备和虚拟节
点的基本操作系统得到了强化；
不相关的软件包将被删除。

有助于最大限度地减少潜在攻击
面。

SEC规则17a-4 (f)

CTFC 1.31 (c)-

（d)(FIRA)规则4511

(c)

定期更新平台和软件 StorageGRID提供常规软件版
本、其中包括操作系统、应用程
序二进制文件和软件更新。

有助于使用最新的软件和应用程
序二进制文件保持StorageGRID

系统最新。

 — 

已禁用通过安全Shell

(SSH)进行root登录
已在所有StorageGRID节点上禁
用通过SSH进行root登录。SSH

访问使用证书身份验证。

帮助客户防止root登录的潜在远
程密码破解。

SEC规则17a-4 (f)

CTFC 1.31 (c)-

（d)(FIRA)规则4511

(c)

自动时间同步 StorageGRID会自动将每个节点
的系统时钟与多个外部时间网络
时间协议(NTP)服务器同步。至
少需要四个Stratum 3或更高版
本的NTP服务器。

确保所有节点的时间参考相同。 SEC规则17a-4 (f)

CTFC 1.31 (c)-

（d)(FIRA)规则4511

(c)

为客户端、管理和内
部网格流量分隔网络

StorageGRID软件节点和硬件设
备支持多个虚拟和物理网络接
口、因此客户可以通过不同的网
络隔离客户端、管理和内部网格
流量。

允许网格管理员隔离内部和外部
网络流量、并通过具有不同SLA

的网络交付流量。

 — 

多个虚拟LAN

(VLAN)接口
StorageGRID支持
在StorageGRID客户端和网格网
络上配置VLAN接口。

网格管理员可以对应用程序流量
进行分区和隔离、以提高安全
性、灵活性和性能。

不可信客户端网络 不可信客户端网络接口仅接受已
显式配置为负载平衡器端点的端
口上的入站连接。

确保暴露给不可信网络的接口安
全。

 — 

可配置防火墙 管理管理管理、网格和客户端网
络的开放和关闭端口。

允许网格管理员控制端口访问、
并管理经过批准的设备对端口的
访问。

增强的SSH行为 安装前默认禁用 SSH。在默认
状态下，仅在链路本地管理端口
地址上启用 SSH 访问。管理员
和 root 用户密码设置为设备计
算控制器序列号。仅允许在串行
控制台和图形控制台（BMC

KVM）上登录。任何网络端口
上的 SSH 均被禁用。

增强网络访问保护。 SEC规则17a-4 (f)

CTFC 1.31 (c)-

（d)(FIRA)规则4511

(c)
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功能 功能 影响 合规性

节点加密 作为新的KMS主机服务器加密
功能的一部分、StorageGRID设
备安装程序会添加一个新的节点
加密设置。

必须在设备安装的硬件配置阶段
启用此设置。

SEC规则17a-4 (f)

CTFC 1.31 (c)-

（d)(FIRA)规则4511

(c)

云集成

了解StorageGRID如何与云服务集成。

功能 功能 影响

基于通知的病毒扫描 StorageGRID平台服务支持事件通
知。事件通知可与外部云计算服务结
合使用、用于对数据触发病毒扫描工
作流。

允许租户管理员使用外部云计算服务
触发数据病毒扫描。

TR-4921：勒索软件防御

保护StorageGRID S3对象免遭勒索软件的攻击

了解勒索软件攻击以及如何利用StorageGRID安全最佳实践保护数据。

勒索软件攻击呈上升趋势。本文档就如何保护StorageGRID上的对象数据提供了一些建议。

如今、勒索软件已成为数据中心面临的一个始终存在的威胁。勒索软件旨在对数据进行加密、使依赖该数据的用
户和应用程序无法使用该数据。保护从强化网络和可靠用户安全实践的常规防御开始、我们需要遵循数据访问安
全实践。

勒索软件是当今最大的安全威胁之一。NetApp StorageGRID团队正在与我们的客户合作、以防范这些威胁。通
过使用对象锁定和版本控制、您可以防止不必要的更改并从恶意攻击中恢复。数据安全是一项多层风险、您的对
象存储只是数据中心的一部分。

StorageGRID最佳实践

对于StorageGRID、安全最佳实践应包括使用HTTPS和签名证书进行管理和对象访问。为应用程序和个人创建
专用用户帐户、不要使用租户root帐户进行应用程序访问或用户数据访问。换言之、遵循最小特权原则。使用具
有定义的身份和访问管理(IAM)策略的安全组来管理用户权限以及特定于应用程序和用户的访问帐户。实施这些
措施后、您仍然必须确保数据受到保护。对于简单存储服务(S3)、在修改对象以对其进行加密时、可以通过覆盖
原始对象来实现。

辩护方法

S3 API中的主要勒索软件保护机制是实施对象锁定。并非所有应用程序都与对象锁定兼容、因此本报告中介绍
了另外两个保护对象的选项：复制到启用了版本控制的另一个存储分段以及使用IAM策略进行版本控制。

从何处查找追加信息

要了解有关本文档中所述信息的更多信息，请查看以下文档和 / 或网站：
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• NetApp StorageGRID文档中心https://docs.netapp.com/us-en/storagegrid/[]

• NetApp StorageGRID支持 https://docs.netapp.com/us-en/storagegrid-enable/

• NetApp产品文档 https://www.netapp.com/support-and-training/documentation/

使用对象锁定进行勒索软件防护

了解StorageGRID中的对象锁定如何提供WORM模型来防止数据删除或覆盖、以及如何满
足法规要求。

对象锁定提供了WORM模型、可防止删除或覆盖对象。StorageGRID实施对象锁定 "评估的协资产" 有助于满足
法规要求、支持合法保留、合规模式和对象保留监管模式以及默认分段保留策略。您必须在创建分段和版本控制
过程中启用对象锁定。对象的特定版本被锁定、如果未定义版本ID、则保留将放置在对象的当前版本上。如果当
前版本配置了保留、并且尝试删除、修改或覆盖对象、则会创建一个新版本、其中包含删除标记、或者对象的新
修订版作为当前版本。 锁定的版本将保留为非当前版本。对于尚不兼容的应用程序、您仍可以使用对象锁定以
及存储分段上的默认保留配置。定义配置后、此操作会对放入存储分段的每个新对象应用对象保留。只要将应用
程序配置为在保留时间过去之前不删除或覆盖对象、此操作就有效。

在租户管理 UI 中创建存储桶时，您可以启用对象锁定并配置默认保留模式和保留期限。配置后，这将为提取到
该存储桶的每个对象设置最小对象锁保留。
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以下是使用对象锁定API的几个示例：

对象锁定合法保留是应用于对象的简单开/关状态。

aws s3api put-object-legal-hold --bucket mybucket --key myfile.txt --legal

-hold Status=ON --endpoint-url https://s3.company.com

设置合法保留状态成功后不会返回任何值、因此可以通过GET操作进行验证。

aws s3api get-object-legal-hold --bucket mybucket --key myfile.txt

--endpoint-url https://s3.company.com

{

    "LegalHold": {

        "Status": "ON"

    }

}

要关闭合法保留、请应用关闭状态。

aws s3api put-object-legal-hold --bucket mybucket --key myfile.txt --legal

-hold Status=OFF --endpoint-url https://s3.company.com

aws s3api get-object-legal-hold --bucket mybucket --key myfile.txt

--endpoint-url https://s3.company.com

{

    "LegalHold": {

        "Status": "OFF"

    }

}

设置对象保留时、会使用保留到时间戳。

aws s3api put-object-retention --bucket mybucket --key myfile.txt

--retention '{"Mode":"COMPLIANCE", "RetainUntilDate": "2022-06-

10T16:00:00"}'  --endpoint-url https://s3.company.com

同样、成功时也不返回任何值、因此您可以通过GET调用来验证保留状态。
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aws s3api get-object-retention --bucket mybucket --key myfile.txt

--endpoint-url https://s3.company.com

{

    "Retention": {

        "Mode": "COMPLIANCE",

        "RetainUntilDate": "2022-06-10T16:00:00+00:00"

    }

为启用了对象锁定的存储分段设置默认保留期限时、保留期限以天和年为单位。

aws s3api put-object-lock-configuration --bucket mybucket --object-lock

-configuration '{ "ObjectLockEnabled": "Enabled", "Rule": {

"DefaultRetention": { "Mode": "COMPLIANCE", "Days": 1 }}}' --endpoint-url

https://s3.company.com

与大多数操作一样、成功后不会返回任何响应、因此、我们可以执行GET以验证配置。

aws s3api get-object-lock-configuration --bucket mybucket --endpoint-url

https://s3.company.com

{

    "ObjectLockConfiguration": {

        "ObjectLockEnabled": "Enabled",

        "Rule": {

            "DefaultRetention": {

                "Mode": "COMPLIANCE",

                "Days": 1

            }

        }

    }

}

接下来、您可以在应用保留配置的情况下将对象放入存储分段中。

aws s3 cp myfile.txt s3://mybucket --endpoint-url https://s3.company.com

Put操作确实会返回响应。

upload: ./myfile.txt to s3://mybucket/myfile.txt

在保留对象上、上例中为分段设置的保留持续时间将转换为对象上的保留时间戳。
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aws s3api get-object-retention --bucket mybucket --key myfile.txt

--endpoint-url https://s3.company.com

{

    "Retention": {

        "Mode": "COMPLIANCE",

        "RetainUntilDate": "2022-03-02T15:22:47.202000+00:00"

    }

}

使用具有版本控制的复制存储分段进行勒索软件防护

了解如何使用StorageGRID CloudMirror将对象复制到二级存储分段。

并非所有应用程序和工作负载都能与对象锁定兼容。另一种方法是、将对象复制到同一网格中的二级存储分段(

最好是访问受限的不同租户)、或者使用StorageGRID平台服务CloudMirror的任何其他S3端点。

StorageGRID CloudMirror是StorageGRID的一个组件、可以配置为在将某个存储分段的对象移入源存储分段时
将其复制到定义的目标、而不会复制删除。由于CloudMirror是StorageGRID的一个集成组件、因此不能关闭
它、也不能被基于S3 API的攻击所操纵。您可以在启用版本控制的情况下配置此复制分段。在这种情况下、您
需要对复制的存储分段的旧版本进行一些可安全丢弃的自动清理。为此、您可以使用StorageGRID ILM策略引
擎。创建规则、根据非当前时间管理对象放置、持续数天、足以识别攻击并从攻击中恢复。

这种方法的一个缺点是、它会通过保留存储分段的完整第二个副本以及多个版本的对象一段时间来消耗更多存
储。此外、必须从复制的存储分段中手动删除主存储分段中特意删除的对象。产品之外还有其他复制选项、例
如NetApp CloudSync、可以为类似的解决方案复制删除。二级存储分段启用了版本控制而未启用对象锁定的另
一个缺点是、存在许多特权帐户、这些帐户可能会导致二级位置损坏。其优势在于、它应该是该端点或租户存储
分段的唯一帐户、而这种损害可能不包括对主位置上的帐户的访问、反之亦然。

创建源分段和目标分段并为目标配置版本控制后、您可以按如下所示配置和启用复制：

步骤

1. 要配置CloudMirror、请为S3目标创建一个平台服务端点。
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2. 在源存储分段上、配置复制以使用配置的端点。

<ReplicationConfiguration>

    <Role></Role>

    <Rule>

        <Status>Enabled</Status>

        <Prefix></Prefix>

        <Destination>

            <Bucket>arn:aws:s3:::mybucket</Bucket>

            <StorageClass>STANDARD</StorageClass>

        </Destination>

    </Rule>

</ReplicationConfiguration>

3. 创建ILM规则以管理存储放置和版本存储持续时间管理。在此示例中、配置了要存储的对象的非最新版本。
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站点1中有两个副本、保留30天。此外、您还可以根据在ILM规则中使用加载时间作为参考时间来为当前版本
的对象配置规则、以匹配源存储分段存储持续时间。可以对对象版本的存储放置进行卷或复制。

使用版本控制和保护性IAM策略进行勒索软件防御

了解如何通过在StorageGRID中对存储分段启用版本控制并对用户安全组实施IAM策略来
保护您的数据。

在不使用对象锁定或复制的情况下保护数据的一种方法是、在存储分段上启用版本控制、并在用户安全组上实
施IAM策略、以限制用户管理对象版本的能力。在发生攻击时、系统会创建新的错误数据版本作为当前版本、而
最新的非最新版本是安全清理数据。为获得数据访问权限而泄露的帐户无权删除或以其他方式更改用于保护数据
以供日后还原操作的非最新版本。与上一种情形一样、ILM规则可在您选择的持续时间内管理非最新版本的保
留。缺点是、仍然可能存在针对恶意攻击者攻击的特权帐户、但必须为所有应用程序服务帐户和用户配置限制性
更强的访问。限制性组策略必须明确允许您希望用户或应用程序能够执行的每个操作、并明确拒绝您不希望用户
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或应用程序能够执行的任何操作。NetApp建议不要使用通配符allow、因为将来可能会引入新的操作、您需要控
制是允许还是拒绝该操作。对于此解决方案、拒绝列表必须包括DeleteObjectVersion、PutBucketPolicy

、DeleteBucketPolicy、PutLifecycleConfiguration和PutketVersioning、以防止用户或编程更改分段和对象版本
的版本控制配置。

在StorageGRID中，S3 组策略选项“勒索软件缓解”使得实施此解决方案变得更加容易。在租户中创建用户组时
，选择组权限后，可以看到这个可选策略。

下面是组策略的内容、其中包括显式允许的大多数可用操作以及所需的最小拒绝值。

{

    "Statement": [

        {

            "Effect": "Allow",

            "Action": [

                "s3:CreateBucket",

                "s3:DeleteBucket",

                "s3:DeleteReplicationConfiguration",

"s3:DeleteBucketMetadataNotification",

                "s3:GetBucketAcl",

                "s3:GetBucketCompliance",

                "s3:GetBucketConsistency",

                "s3:GetBucketLastAccessTime",

                "s3:GetBucketLocation",

                "s3:GetBucketNotification"

"s3:GetBucketObjectLockConfiguration",
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                "s3:GetBucketPolicy",

                "s3:GetBucketMetadataNotification",

                "s3:GetReplicationConfiguration",

                "s3:GetBucketCORS",

                "s3:GetBucketVersioning",

                "s3:GetBucketTagging",

                "s3:GetEncryptionConfiguration",

                "s3:GetLifecycleConfiguration",

                "s3:ListBucket",

                "s3:ListBucketVersions",

                "s3:ListAllMyBuckets",

                "s3:ListBucketMultipartUploads",

                "s3:PutBucketConsistency",

                "s3:PutBucketLastAccessTime",

                "s3:PutBucketNotification",

"s3:PutBucketObjectLockConfiguration",

                "s3:PutReplicationConfiguration",

                "s3:PutBucketCORS",

                "s3:PutBucketMetadataNotification",

                "s3:PutBucketTagging",

                "s3:PutEncryptionConfiguration",

                "s3:AbortMultipartUpload",

                "s3:DeleteObject",

                "s3:DeleteObjectTagging",

                "s3:DeleteObjectVersionTagging",

                "s3:GetObject",

                "s3:GetObjectAcl",

                "s3:GetObjectLegalHold",

                "s3:GetObjectRetention",

                "s3:GetObjectTagging",

                "s3:GetObjectVersion",

                "s3:GetObjectVersionAcl",

                "s3:GetObjectVersionTagging",

                "s3:ListMultipartUploadParts",

                "s3:PutObject",

                "s3:PutObjectAcl",

                "s3:PutObjectLegalHold",

                "s3:PutObjectRetention",

                "s3:PutObjectTagging",

                "s3:PutObjectVersionTagging",

                "s3:RestoreObject",

                "s3:ValidateObject",

                "s3:PutBucketCompliance",

                "s3:PutObjectVersionAcl"

            ],

            "Resource": "arn:aws:s3:::*"
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        },

        {

            "Effect": "Deny",

            "Action": [

                "s3:DeleteObjectVersion",

                "s3:DeleteBucketPolicy",

                "s3:PutBucketPolicy",

                "s3:PutLifecycleConfiguration",

                "s3:PutBucketVersioning"

            ],

            "Resource": "arn:aws:s3:::*"

        }

    ]

}

勒索软件调查和补救

了解如何使用StorageGRID在可能发生勒索软件攻击后调查和修复存储桶。

在StorageGRID 12.0 中，添加了新的分支存储桶功能，以扩展版本控制对于勒索软件防御的实用性。分支存储
桶提供对存储桶中对象的访问，因为这些对象在某个时间存在，但前提是它们仍然存在于存储桶中。只能为启用
版本控制的基本存储桶创建分支存储桶。

这意味着如果您怀疑发生了勒索软件攻击，您可以创建一个读/写或只读分支存储桶，其中包含初始攻击之前存
在的所有对象和版本。您可以使用此分支存储桶与基本存储桶内容进行比较，以确定哪些对象发生了变化以及该
变化是否是攻击的一部分。您还可以使用分支存储桶，在调查攻击的同时使用干净的分支继续客户端操作。

创建分支存储桶

• 导航到基本存储桶详细信息页面和分支选项卡以创建分支存储桶。
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• 单击“创建分支存储桶”按钮后，将打开一个弹出窗口，其中预先填写了与基本存储桶关联的区域的详情。

• 在时间之前提供分支存储桶名称，并选择要创建的分支存储桶类型。
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TR-4765：《监控StorageGRID》

StorageGRID监控简介

了解如何使用外部应用程序(例如Splunk)监控StorageGRID系统。

通过有效监控NetApp StorageGRID基于对象的存储、管理员可以快速响应紧急问题、并主动添加资源来处理不
断增长的工作负载。本报告提供了有关如何监控关键指标以及如何利用外部监控应用程序的一般性指导。本文档
旨在补充现有的"监控和故障排除"指南。

NetApp StorageGRID部署通常由多个站点和多个节点组成、这些站点和节点用于创建分布式容错对象存储系
统。在StorageGRID等分布式弹性存储系统中、出现错误情况是正常的、而网格仍正常运行。作为管理员、您面
临的挑战是、了解错误条件(例如节点关闭)出现问题时应立即解决的阈值、以及应分析的信息。通过分
析StorageGRID提供的数据、您可以了解自己的工作负载并做出明智的决策、例如何时添加更多资源。

StorageGRID提供了深入探讨监控主题的出色文档。本报告假设您熟悉StorageGRID、并且已阅读有关它的文
档。我们不会重复这些信息、而是参阅本指南中的产品文档。StorageGRID产品文档以PDF格式在线提供。
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本文档旨在对产品文档进行补充、并讨论如何使用外部应用程序(例如Splunk)监控StorageGRID系统。

数据源

要成功监控NetApp StorageGRID、请务必了解从何处收集有关StorageGRID系统运行状况和操作的数据。

• *Web UI和信息板。*StorageGRID网格管理器提供了一个顶级视图、可显示管理员在逻辑演示文稿中需要查
看的信息。作为管理员、您还可以深入了解服务级别信息、以便进行故障排除和收集日志。

• *审核日志。*StorageGRID会保留有关放置、获取和删除等租户操作的精细审核日志。您还可以跟踪对象从
数据管理规则的加热到应用的整个生命周期。

• *Metrics API.*StorageGRID GMI的底层是开放式API、因为UI是API驱动的。通过这种方法、您可以使用外
部监控和分析工具提取数据。

从何处查找追加信息

要了解有关本文档中所述信息的更多信息，请查看以下文档和 / 或网站：

• NetApp StorageGRID文档中心 https://docs.netapp.com/us-en/storagegrid-118/

• NetApp StorageGRID支持 https://docs.netapp.com/us-en/storagegrid-enable/

• NetApp产品文档 https://www.netapp.com/support-and-training/documentation/

• 适用于Splunk的NetApp StorageGRID应用程序 https://splunkbase.splunk.com/app/3898/#/details

使用GMI信息板监控StorageGRID

StorageGRID网格管理界面(GMI)信息板提供了StorageGRID基础架构的集中视图、可用于
监控整个网格的运行状况、性能和容量。

使用GMI信息板检查网格的每个核心组件。
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您应定期监控的信息

本技术报告的上一版本列出了要定期检查的指标与趋势。该信息现在包含在中 "监控和故障排除指南"。

监控存储

本技术报告的先前版本列出了监控重要指标的位置、例如对象存储空间、元数据空间、网络资源等。该信息现在
包含在中 "监控和故障排除指南"。

使用警报监控StorageGRID

了解如何使用StorageGRID中的警报系统监控问题、管理自定义警报以及使用SNMP或电
子邮件扩展警报通知。

警报提供了重要信息、可用于监控StorageGRID系统中的各种事件和状况。

警报系统是用于监控StorageGRID系统中可能发生的任何问题的主要工具。警报系统侧重于系统中可操作的问
题、并提供一个易于使用的界面。

我们提供了各种默认警报规则、旨在帮助您监控系统并对其进行故障排除。您可以通过创建自定义警报、编辑或
禁用默认警报以及静音警报通知来进一步管理警报。

警报也可通过SNMP或电子邮件通知进行扩展。

有关警报的详细信息、请参见在线提供的PDF格式的 "产品文档" 。
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StorageGRID中的高级监控

了解如何访问和导出指标以帮助解决问题。

通过Prometheus查询查看指标API

Prometheus是一款用于收集指标的开源软件。要通过GMI访问StorageGRID的嵌入式ProMetheus、请转到菜单
：Support[Metrics ]。

或者、您也可以直接导航到该链接。

通过此视图、您可以访问Prometheus界面。您可以从此处搜索可用指标、甚至可以尝试查询。

要进行Prometheus URL查询、请按照以下步骤操作：

步骤
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1. 在查询文本框中开始键入。键入时、将列出指标。对于我们而言、只有以StorageGRID和Node开头的指标
才很重要。

2. 要查看每个节点的HTTP会话数，请键入 storagegrid_http ，然后选择
storagegrid_http_sessions_incoming_currently_established。单击Execute、并以图形或控
制台格式显示信息。

通过此URL构建的查询和图表不会持久保留。复杂查询会占用管理节点上的资源。NetApp建议您
使用此视图来浏览可用指标。

建议不要直接连接到Prometheus实例、因为这需要打开其他端口。建议使用安全的方法通过API

访问指标。

通过API导出指标

您还可以通过StorageGRID管理API访问相同的数据。

要通过API导出指标、请执行以下步骤：

1. 从GMI中、选择菜单：帮助[API文档]。

2. 向下滚动到Metrics、然后选择GET /grid / metric-query-。
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此响应包含可通过Prometheus URL查询获取的相同信息。您可以再次查看当前在每个存储节点上建立
的HTTP会话的数量。您还可以下载JSON格式的响应以供阅读。下图显示了Prometheus查询响应示例。

使用API的优势在于、它可以执行经过身份验证的查询
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在StorageGRID中使用CURL访问指标

了解如何使用CURL通过命令行界面访问指标。

要执行此操作、您必须先获取授权令牌。要请求令牌、请执行以下步骤：

步骤

1. 从GMI中、选择菜单：帮助[API文档]。

2. 向下滚动到身份验证以查找授权操作。以下屏幕截图显示了POST方法的参数。

3. 单击试用并使用您的GMI用户名和密码编辑正文。

4. 单击“执行”。

5. 复制在卷曲部分中提供的卷曲命令、并将其粘贴到终端窗口中。此命令如下所示：

curl -X POST "https:// <Primary_Admin_IP>/api/v3/authorize" -H "accept:

application/json" -H "Content-Type: application/json" -H "X-Csrf-Token:

dc30b080e1ca9bc05ddb81104381d8c8" -d "{ \"username\": \"MyUsername\",

\"password\": \"MyPassword\", \"cookie\": true, \"csrfToken\": false}"

-k

如果您的GMI密码包含特殊字符、请记得使用\转义特殊字符。例如，替换! 使用\!

6. 运行上述URL命令后、输出将为您提供一个授权令牌、如下例所示：
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{"responseTime":"2020-06-

03T00:12:17.031Z","status":"success","apiVersion":"3.2","data":"8a1e528d

-18a7-4283-9a5e-b2e6d731e0b2"}

现在、您可以使用授权令牌字符串通过CURL访问指标。访问度量指标的过程与第节中的步骤类似
"StorageGRID中的高级监控"。但是、出于演示目的、我们显示了一个示例、其中在"指标"类别中选择
了GET /grid /metric-labels/｛label"｝/values。

7. 例如、以下带有上述授权令牌的URL命令将在StorageGRID中列出站点名称。

curl -X GET "https://10.193.92.230/api/v3/grid/metric-

labels/site_name/values" -H "accept: application/json" -H

"Authorization: Bearer 8a1e528d-18a7-4283-9a5e-b2e6d731e0b2"

Curl命令将生成以下输出：

{"responseTime":"2020-06-

03T00:17:00.844Z","status":"success","apiVersion":"3.2","data":["us-

east-fuse","us-west-fuse"]}

使用StorageGRID中的Grafana信息板查看指标

了解如何使用Grafana界面可视化和监控StorageGRID数据。

Grafana是一款用于度量可视化的开源软件。默认情况下、我们预先构建了信息板、可提供有关StorageGRID系
统的有用而强大的信息。

这些预先构建的信息板不仅可用于监控、还可用于对问题进行故障排除。有些供技术支持使用。例如、要查看存
储节点的指标、请执行以下步骤。

步骤

1. 在GMI中、菜单：Support[Metrics ]。

2. 在Grafana部分下、选择Node信息板。
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3. 在Grafana中、将主机设置为要查看指标的任何节点。在这种情况下、将选择一个存储节点。提供的信息比
以下屏幕截图所示的信息要多。

在StorageGRID中使用流量分类策略

了解如何设置和配置流量分类策略、以管理和优化StorageGRID中的网络流量。

流量分类策略提供了一种根据特定租户、分段、IP子网或负载平衡器端点监控和/或限制流量的方法。网络连接
和带宽是StorageGRID的特别重要的衡量指标。

要配置流量分类策略、请执行以下步骤：

步骤

1. 在GMI上、导航到菜单：配置[系统设置>交通分类]。

2. 单击创建+

3. 输入策略的名称和说明。

4. 创建匹配规则。
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5. 设置限制(可选)。

6. 保存策略
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要查看与您的流量分类策略关联的指标、请选择您的策略、然后单击指标。此时将生成Grafana信息板、其
中显示负载平衡器请求流量和平均请求持续时间等信息。
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使用审核日志监控StorageGRID

了解如何使用StorageGRID审核日志详细了解租户和网格活动、以及如何利用Splunk等工
具进行日志分析。

通过StorageGRID审核日志、您可以收集有关租户和网格活动的详细信息。可以通过NFS公开审核日志以供分
析。有关如何导出审核日志的详细说明，请参阅《管理员指南》。

导出审核后、您可以使用Splunk或Logstash + ElashSearch等日志分析工具了解租户活动或创建详细的计费和成
本分摊报告。

有关审核消息的详细信息、请参见StorageGRID文档。请参阅。 "审核消息"

使用适用于Splunk的StorageGRID应用程序

了解适用于Splunk的NetApp StorageGRID应用程序、该应用程序允许您在Splunk平台中
监控和分析StorageGRID环境。

Splunk是一个软件平台、用于导入计算机数据并为其编制索引、以提供强大的搜索和分析功能。NetApp

StorageGRID应用程序是适用于Splunk的附加软件、用于导入和丰富从StorageGRID利用的数据。

有关如何安装、升级和配置StorageGRID加载项的说明、请参见： https://splunkbase.splunk.com/app/3895/#/

details

TR-4882：安装StorageGRID裸机网格

StorageGRID安装简介

了解如何在裸机主机上安装StorageGRID。

TR-4882提供了一组实用的分步说明、用于生成可正常工作的NetApp StorageGRID安装。此安装可以安装在裸
机上、也可以安装在运行Red Hat Enterprise Linux (RHEL)的虚拟机(VM)上。该方法是、在三台物理(或虚拟)计
算机上以建议的布局和存储配置执行六个StorageGRID容器化服务的"确定性"安装。一些客户可能会发现按照本
技术报告中的示例部署更容易理解部署过程。

有关StorageGRID和安装过程的更深入的了解、请参见 https://docs.netapp.com/us-en/storagegrid-118/landing-

install-upgrade/index.html 产品文档中的[安装、升级和修补程序StorageGRID ]。

在开始部署之前、让我们先了解一下NetApp StorageGRID软件的计算、存储和网络连接要求。StorageGRID

在Podman或Docker中作为容器化服务运行。在此模型中、某些要求是指主机操作系统(托管Docker且运
行StorageGRID软件的操作系统)。某些资源会直接分配给每个主机中运行的Docker容器。在此部署中、为了最
大程度地提高硬件利用率、我们会为每个物理主机部署两项服务。有关详细信息，请继续下一节， "安
装StorageGRID的前提条件"。

本技术报告中概述的步骤可在六个裸机主机上正常安装StorageGRID。现在、您已拥有一个工作网格和客户端网
络、这在大多数测试场景中都很有用。

从何处查找追加信息

要详细了解本技术报告中介绍的信息、请查看以下文档资源：
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• NetApp StorageGRID文档中心 https://docs.netapp.com/us-en/storagegrid-118/

• NetApp StorageGRID支持 https://docs.netapp.com/us-en/storagegrid-enable/

• NetApp产品文档 https://www.netapp.com/support-and-training/documentation/

安装StorageGRID的前提条件

了解部署StorageGRID所需的计算、存储、网络、Docker和节点采购。

计算要求

下表列出了每种类型的StorageGRID节点支持的最低资源要求。这是StorageGRID节点所需的最低资源。

节点类型 CPU核心 RAM

管理员 8. 24 GB

存储 8. 24 GB

网关 8. 24 GB

此外、每个物理Docker主机至少应分配16 GB RAM、以便正常运行。因此、例如、要在一个物理Docker主机上
同时托管表中所述的任意两项服务、应执行以下计算：

24 + 24 + 16 = 64 GB RAM、8 + 8 = 16核

由于许多现代服务器都超过了这些要求、因此我们将六种服务(StorageGRID容器)组合到三个物理服务器上。

网络要求

三种类型的StorageGRID流量包括：

• *网格流量(必需)。*网格中所有节点之间传输的内部 StorageGRID 流量。

• *管理员流量(可选)。*用于系统管理和维护的流量。

• *客户端流量(可选)。*在外部客户端应用程序和网格之间传输的流量，包括来自 S3 和 Swift 客户端的所有对
象存储请求。

您最多可以配置三个网络以用于StorageGRID系统。每种网络类型都必须位于一个单独的子网上、不能重叠。如
果所有节点都位于同一子网上、则不需要网关地址。

在此评估中、我们将部署在两个网络上、其中包含网格和客户端流量。可以稍后添加一个管理网络来执行该附加
功能。

将网络一致地映射到所有主机中的接口非常重要。例如、如果每个节点上有两个接口、即ens192和ens224、则
它们都应映射到所有主机上的同一网络或VLAN。在此安装中、安装程序会将这些映像映射到Docker容器中、并
将其映射为eth0@if2和eth2@if3 (因为环回是容器内的IF1)、因此、一致的模型非常重要。

有关Docker网络连接的说明

StorageGRID使用网络的方式与某些Docker容器实施方式不同。它不使用Docker (或Kubnetes或Swarm)提供的
网络。相反、StorageGRID实际上会将容器生成为—net=none、这样、Docker就不会对容器执行任何网络连接
操作。StorageGRID服务生成容器后、将从节点配置文件中定义的接口创建一个新的macvlan设备。该设备具有
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一个新的MAC地址、并作为一个单独的网络设备、可以从物理接口接收数据包。然后、macvlan设备将移至容器
命名空间、并重命名为容器中的eth0、eth1或eth2之一。此时、此网络设备将在主机操作系统中不再可见。在本
示例中、Docker容器中的网格网络设备为eth0、客户端网络为eth2。如果我们有一个管理网络、则此设备在容器
中将为eth1。

在某些网络和虚拟环境中、容器网络设备的新MAC地址可能需要启用混杂模式。此模式允许物理
设备接收和发送与已知物理MAC地址不同的MAC地址的数据包。+如果在VMware vSphere中运
行、则在运行RHEL时、必须在提供StorageGRID流量的端口组中接受混杂模式、MAC地址更改
和伪传输。在大多数情况下、Ubuntu或Debian都可以在不进行这些更改的情况下运行。+

存储要求

每个节点都需要下表所示大小的基于SAN的磁盘设备或本地磁盘设备。

表中的数字适用于每种StorageGRID服务类型、而不适用于整个网格或每个物理主机。根据部署
选项，我们将在本文档后面的中计算每个物理主机的数量 "物理主机布局和要求"。+安装程序将
在StorageGRID容器中创建标有星号的路径或文件系统。管理员不需要手动配置或创建文件系
统、但主机需要块设备来满足这些要求。换言之、块设备应使用命令显示 `lsblk` 、但不能在主机
操作系统中进行格式化或挂载。+

节点类型 LUN 用途 LUN 数量 LUN的最小大
小

需要手动文件
系统

建议的节点配置条目

全部 管理节点系统空间
/var/local (此处
的SSD非常有用)

每个管理节点
一个

90GB 否 BLOCK_DEVICE_VA

R_LOCAL =

/dev/mapper/ADM

-VAR-LOCAL

所有节点 Docker存储池、位于

/var/lib/docker

for container

pool

每个主机(物理
或VM)一个

每个容器100

GB

是—etx4 不适用—格式化并挂
载为主机文件系统(未
映射到容器)

管理员 管理节点审核日志(管
理容器中的系统数据)

/var/local/audi

t/export

每个管理节点
一个

200GB 否 BLOCK_DEVICE_AU

DIT_LOGS

=/dev/mapper/AD

M-OS

管理员 管理节点表(管理容器
中的系统数据)

/var/local/mysq

l_ibdata

每个管理节点
一个

200GB 否 BLOCK_DEVICE_TA

BLES =

/dev/mapper/ADM

-MySQL
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节点类型 LUN 用途 LUN 数量 LUN的最小大
小

需要手动文件
系统

建议的节点配置条目

存储节点 对象存储(块设备)

/var/local/rang

edb0 (此处的SSD非
常有用)

/var/local/rang

edb1

/var/local/rang

edb2

每个存储容器
三个

4000GB 否 BLOCK_DEVICE_RA

NGEDB_000 =

/dev/mapper/SN-

Db00

BLOCK_DEVICE_RA

NGEDB_001 =

/dev/mapper/SN-

Db01

BLOCK_DEVICE_RA

NGEDB_002 =

/dev/mapper/SN-

Db02

在此示例中、每种容器类型都需要下表中显示的磁盘大小。每个物理主机的要求将在本文档后面的中进行介绍 "

物理主机布局和要求"。

每个容器类型的磁盘大小

管理容器

Name 大小 (GiB)

Docker存储 100 (每个容器)

ADM-OS 90

ADM-Audit 200

ADM-MySQL 200

存储容器

Name 大小 (GiB)

Docker存储 100 (每个容器)

SN-OS 90

Rangedb-0 4096

Rangedb-1 4096

Rangedb-2 4096

网关容器

Name 大小 (GiB)

Docker存储 100 (每个容器)

/var/local 90
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物理主机布局和要求

通过将上表所示的计算和网络要求相结合、您可以获得此安装所需的一组基本硬件、其中包括三个物理(或虚拟)

服务器、16核、64 GB RAM和两个网络接口。如果需要更高的吞吐量、可以在网格或客户端网络上绑定两个或
更多接口、并在节点配置文件中使用带VLAN标记的接口、例如bond0.520。如果您希望工作负载更密集、则为
主机和容器提供更多内存会更好。

如下图所示、这些服务器将托管六个Docker容器、每个主机两个。RAM的计算方法是、为每个容器提供24

GB、为主机操作系统本身提供16 GB。

每个物理主机(或VM)所需的总RAM为24 x 2 + 16 = 64 GB。下表列出了主机1、2和3所需的磁盘存储。

主机 1 大小 (GiB)

Docker存储 /var/lib/docker (文件系统)

200 (100 x 2) 管理容器

BLOCK_DEVICE_VAR_LOCAL 90

BLOCK_DEVICE_AUDIT_LOGS 200

BLOCK_DEVICE_TABLES 200

存储容器 SN-OS

/var/local (设备)

90 Rangedb-0(设备)

4096 Rangedb-1 (设备)

4096 Rangedb-2 (设备)
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主机 2 大小 (GiB)

Docker存储 /var/lib/docker (共享)

200 (100 x 2) 网关容器

GW-OS */var/local 100

存储容器 */var/local

100 Rangedb-0

4096 Rangedb-1

4096 Rangedb-2

主机 3 大小 (GiB)

Docker存储 /var/lib/docker (共享)

200 (100 x 2) 网关容器

*/var/local 100

存储容器 */var/local

100 Rangedb-0

4096 Rangedb-1

4096 Rangedb-2

Docker存储的计算方法是、每个/var/local (每个容器)允许100 GB x两个容器= 200 GB。

准备节点

要为StorageGRID的初始安装做准备、请先安装RHEL 9.2版并启用SSH。根据最佳实践设置网络接口、网络时
间协议(NTP)、DNS和主机名。您需要在网格网络上至少启用一个网络接口、而在客户端网络上至少启用另一个
网络接口。如果您使用的是带VLAN标记的接口、请按照以下示例进行配置。否则、只需简单的标准网络接口配
置即可。

如果您需要在网格网络接口上使用VLAN标记、则您的配置应具有以下格式的两个文件
/etc/sysconfig/network-scripts/ ：

75



# cat /etc/sysconfig/network-scripts/ifcfg-enp67s0

# This is the parent physical device

TYPE=Ethernet

BOOTPROTO=none

DEVICE=enp67s0

ONBOOT=yes

# cat /etc/sysconfig/network-scripts/ifcfg-enp67s0.520

# The actual device that will be used by the storage node file

DEVICE=enp67s0.520

BOOTPROTO=none

NAME=enp67s0.520

IPADDR=10.10.200.31

PREFIX=24

VLAN=yes

ONBOOT=yes

此示例假设网格网络的物理网络设备为enp67s0。它也可以是绑定的设备、例如、绑定0。无论是使用绑定还是
标准网络接口、如果网络端口没有默认VLAN或默认VLAN未与网格网络关联、则必须在节点配置文件中使用
带VLAN标记的接口。StorageGRID容器本身不会取消标记以太网帧、因此必须由父操作系统处理。

使用iSCSI设置可选存储

如果不使用iSCSI存储、则必须确保host1、host2和host3包含足够大的块设备、以满足其要求。有关host1

、host2和host3的存储要求、请参见 "每个容器类型的磁盘大小" 。

要使用iSCSI设置存储、请完成以下步骤：

步骤

1. 如果使用外部iSCSI存储，如NetApp E系列或NetApp ONTAP®数据管理软件，请安装以下软件包：

sudo yum install iscsi-initiator-utils

sudo yum install device-mapper-multipath

2. 查找每个主机上的启动程序ID。

# cat /etc/iscsi/initiatorname.iscsi

InitiatorName=iqn.2006-04.com.example.node1

3. 使用步骤2中的启动程序名称、将存储设备上的LUN (即表中所示的数量和大小)映射到每个存储 "存储要求"

节点。

4. 使用发现并登录到新创建的LUN iscsiadm 。
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# iscsiadm -m discovery -t st -p target-ip-address

# iscsiadm -m node -T iqn.2006-04.com.example:3260 -l

Logging in to [iface: default, target: iqn.2006-04.com.example:3260,

portal: 10.64.24.179,3260] (multiple)

Login to [iface: default, target: iqn.2006-04.com.example:3260, portal:

10.64.24.179,3260] successful.

有关详细信息、请参见 "正在创建iSCSI启动程序" Red Hat客户门户上的。

5. 要显示多路径设备及其关联的LUN WWID、请运行以下命令：

# multipath -ll

如果您不对多路径设备使用iSCSI、只需使用唯一的路径名称挂载设备即可、该名称将保留设备更改并以类
似方式重新启动。

/dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:1:0

如果稍后删除或添加设备、只需使用 /dev/sdx 设备名称可能会导致问题。+如果使用多路
径设备、请按如下所示修改 `/etc/multipath.conf` 文件以使用别名。+

这些设备可能存在于所有节点上、也可能不存在于所有节点上、具体取决于布局。
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multipaths {

multipath {

wwid 36d039ea00005f06a000003c45fa8f3dc

alias Docker-Store

}

multipath {

wwid 36d039ea00006891b000004025fa8f597

alias Adm-Audit

}

multipath {

wwid 36d039ea00005f06a000003c65fa8f3f0

alias Adm-MySQL

}

multipath {

wwid 36d039ea00006891b000004015fa8f58c

alias Adm-OS

}

multipath {

wwid 36d039ea00005f06a000003c55fa8f3e4

alias SN-OS

}

multipath {

wwid 36d039ea00006891b000004035fa8f5a2

alias SN-Db00

}

multipath {

wwid 36d039ea00005f06a000003c75fa8f3fc

alias SN-Db01

}

multipath {

    wwid 36d039ea00006891b000004045fa8f5af

alias SN-Db02

}

multipath {

wwid 36d039ea00005f06a000003c85fa8f40a

alias GW-OS

}

}

在主机操作系统中安装Docker之前、请格式化并挂载LUN或磁盘备份 /var/lib/docker。其他LUN在节点配
置文件中进行定义、并直接由StorageGRID容器使用。也就是说、它们不会显示在主机操作系统中、而是显示在
容器本身中、这些文件系统由安装程序处理。

如果您使用的是iSCSI支持的LUN、请在fstab文件中放置类似于以下行的内容。如前所述、其他LUN不需要挂载
到主机操作系统中、但必须显示为可用块设备。
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/dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:1:0 /var/lib/docker ext4

defaults 0 0

准备安装Docker

要准备Docker安装、请完成以下步骤：

步骤

1. 在所有三台主机的Docker存储卷上创建文件系统。

# sudo mkfs.ext4 /dev/sd?

如果使用的是具有多路径的iSCSI设备，请使用 /dev/mapper/Docker-Store。

2. 创建Docker存储卷挂载点：

# sudo mkdir -p /var/lib/docker

3. 将Docker存储卷设备的类似条目添加到 /etc/fstab。

/dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:1:0 /var/lib/docker ext4

defaults 0 0

只有在使用iSCSI设备时、建议使用以下 _netdev 选项。如果您不需要使用本地块设备、则建议使用此设备
_netdev defaults 。

/dev/mapper/Docker-Store /var/lib/docker ext4 _netdev 0 0

4. 挂载新文件系统并查看磁盘使用情况。

# sudo mount /var/lib/docker

[root@host1]# df -h | grep docker

/dev/sdb 200G 33M 200G 1% /var/lib/docker

5. 出于性能原因、请关闭并禁用交换。

$ sudo swapoff --all

6. 要保留这些设置、请从/etc/fstab中删除所有交换条目、例如：
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/dev/mapper/rhel-swap swap defaults 0 0

如果未完全禁用交换，则会严重降低性能。

7. 对节点执行测试重新启动、以确保 /var/lib/docker 卷持久存在且所有磁盘设备均返回。

安装适用于StorageGRID的Docker

了解如何安装适用于StorageGRID的Docker。

要安装Docker、请完成以下步骤：

步骤

1. 为Docker配置yum repo。

sudo yum install -y yum-utils

sudo yum-config-manager --add-repo \

https://download.docker.com/linux/rhel/docker-ce.repo

2. 安装所需的软件包。

sudo yum install docker-ce docker-ce-cli containerd.io

3. 启动Docker。

sudo systemctl start docker

4. 测试Docker。

sudo docker run hello-world

5. 确保Docker在系统启动时运行。

sudo systemctl enable docker

为StorageGRID准备节点配置文件

了解如何为StorageGRID准备节点配置文件。
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总体而言、节点配置过程包括以下步骤：

步骤

1. 在所有主机上创建 /etc/storagegrid/nodes 目录。

sudo [root@host1 ~]# mkdir -p /etc/storagegrid/nodes

2. 为每个物理主机创建所需的文件、以匹配容器/节点类型布局。在此示例中、我们在每台主机上的每个物理主
机上创建了两个文件。

文件名用于定义实际的安装节点名称。例如， dc1-adm1.conf 将成为名为的节点 dc1-

adm1。

--主机1：

dc1-adm1.conf

dc1-sn1.conf

--主机2：

dc1-gw1.conf

dc1-sn2.conf

--主机3：

dc1-gw2.conf

dc1-sn3.conf

正在准备节点配置文件

以下示例使用 /dev/disk/by-path 格式。您可以运行以下命令来验证路径是否正确：
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[root@host1 ~]# lsblk

NAME MAJ:MIN RM SIZE RO TYPE MOUNTPOINT

sda 8:0 0 90G 0 disk

├─sda1 8:1 0 1G 0 part /boot
└─sda2 8:2 0 89G 0 part
├─rhel-root 253:0 0 50G 0 lvm /
├─rhel-swap 253:1 0 9G 0 lvm
└─rhel-home 253:2 0 30G 0 lvm /home
sdb 8:16 0 200G 0 disk /var/lib/docker

sdc 8:32 0 90G 0 disk

sdd 8:48 0 200G 0 disk

sde 8:64 0 200G 0 disk

sdf 8:80 0 4T 0 disk

sdg 8:96 0 4T 0 disk

sdh 8:112 0 4T 0 disk

sdi 8:128 0 90G 0 disk

sr0 11:0 1 1024M 0 rom

以及以下命令：
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[root@host1 ~]# ls -l /dev/disk/by-path/

total 0

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:02:01.0-ata-1.0 ->

../../sr0

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:0:0 ->

../../sda

lrwxrwxrwx 1 root root 10 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:0:0-part1

-> ../../sda1

lrwxrwxrwx 1 root root 10 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:0:0-part2

-> ../../sda2

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:1:0 ->

../../sdb

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:2:0 ->

../../sdc

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:3:0 ->

../../sdd

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:4:0 ->

../../sde

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:5:0 ->

../../sdf

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:6:0 ->

../../sdg

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:8:0 ->

../../sdh

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:9:0 ->

../../sdi

主管理节点示例

示例文件名：

/etc/storagegrid/nodes/dc1-adm1.conf

示例文件内容：

磁盘路径可以遵循以下示例或使用 /dev/mapper/alias 模式命名。请勿使用块设备名称(如)

/dev/sdb 、因为它们可能会在重新启动时更改、并对网格造成严重损坏。
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NODE_TYPE = VM_Admin_Node

ADMIN_ROLE = Primary

MAXIMUM_RAM = 24g

BLOCK_DEVICE_VAR_LOCAL = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:2:0

BLOCK_DEVICE_AUDIT_LOGS = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:3:0

BLOCK_DEVICE_TABLES = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:4:0

GRID_NETWORK_TARGET = ens192

CLIENT_NETWORK_TARGET = ens224

GRID_NETWORK_IP = 10.193.204.43

GRID_NETWORK_MASK = 255.255.255.0

GRID_NETWORK_GATEWAY = 10.193.204.1

CLIENT_NETWORK_CONFIG = STATIC

CLIENT_NETWORK_IP = 10.193.205.43

CLIENT_NETWORK_MASK = 255.255.255.0

CLIENT_NETWORK_GATEWAY = 10.193.205.1

存储节点示例

示例文件名：

/etc/storagegrid/nodes/dc1-sn1.conf

示例文件内容：

NODE_TYPE = VM_Storage_Node

MAXIMUM_RAM = 24g

ADMIN_IP = 10.193.174.43

BLOCK_DEVICE_VAR_LOCAL = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:9:0

BLOCK_DEVICE_RANGEDB_00 = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:5:0

BLOCK_DEVICE_RANGEDB_01 = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:6:0

BLOCK_DEVICE_RANGEDB_02 = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:8:0

GRID_NETWORK_TARGET = ens192

CLIENT_NETWORK_TARGET = ens224

GRID_NETWORK_IP = 10.193.204.44

GRID_NETWORK_MASK = 255.255.255.0

GRID_NETWORK_GATEWAY = 10.193.204.1

网关节点示例

示例文件名：

/etc/storagegrid/nodes/dc1-gw1.conf
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示例文件内容：

NODE_TYPE = VM_API_Gateway

MAXIMUM_RAM = 24g

ADMIN_IP = 10.193.204.43

BLOCK_DEVICE_VAR_LOCAL = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:1:0

GRID_NETWORK_TARGET = ens192

CLIENT_NETWORK_TARGET = ens224

GRID_NETWORK_IP = 10.193.204.47

GRID_NETWORK_MASK = 255.255.255.0

GRID_NETWORK_GATEWAY = 10.193.204.1

CLIENT_NETWORK_IP = 10.193.205.47

CLIENT_NETWORK_MASK = 255.255.255.0

CLIENT_NETWORK_GATEWAY = 10.193.205.1

安装StorageGRID依赖关系和软件包

了解如何安装StorageGRID依赖关系和软件包。

要安装StorageGRID依赖关系和软件包、请运行以下命令：

[root@host1 rpms]# yum install -y python-netaddr

[root@host1 rpms]# rpm -ivh StorageGRID-Webscale-Images-*.rpm

[root@host1 rpms]# rpm -ivh StorageGRID-Webscale-Service-*.rpm

验证StorageGRID配置文件

了解如何验证StorageGRID的配置文件内容。

在中为每个StorageGRID节点创建配置文件后 /etc/storagegrid/nodes 、必须验证这些文件的内容。

要验证配置文件的内容，请在每个主机上运行以下命令：

sudo storagegrid node validate all

如果这些文件正确无误、则输出将显示每个配置文件均已通过：
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如果配置文件不正确、问题将显示为警告和错误。如果发现任何配置错误，则必须先更正这些错误，然后再继续
安装。
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启动 StorageGRID 主机服务

了解如何启动StorageGRID主机服务。

要启动StorageGRID节点并确保它们在主机重新启动后重新启动、您必须启用并启动StorageGRID主机服务。

要启动StorageGRID主机服务、请完成以下步骤。

步骤

1. 在每个主机上运行以下命令：

sudo systemctl enable storagegrid

sudo systemctl start storagegrid

初始运行时、启动过程可能需要一段时间。

2. 运行以下命令以确保部署正在进行：

sudo storagegrid node status node-name

3. 对于任何返回或状态的节点 Not-Running Stopped，请运行以下命令：

sudo storagegrid node start node-name

例如、根据以下输出、您应启动 dc1-adm1 节点：

[user@host1]# sudo storagegrid node status

Name Config-State Run-State

dc1-adm1 Configured Not-Running

dc1-sn1 Configured Running

4. 如果您之前已启用并启动StorageGRID主机服务(或者不确定该服务是否已启用并启动)、请同时运行以下命
令：

sudo systemctl reload-or-restart storagegrid

在StorageGRID中配置网格管理器

了解如何在主管理节点上的StorageGRID中配置网格管理器。

通过主管理节点上的网格管理器用户界面配置StorageGRID系统来完成安装。
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高级步骤

配置网格并完成安装涉及以下任务：

步骤

1. [导航到网格管理器]

2. "指定 StorageGRID 许可证信息"

3. "将站点添加到StorageGRID"

4. "指定网格网络子网"

5. "批准待定网格节点"

6. "指定NTP服务器信息"

7. "指定域名系统服务器信息"

8. "指定 StorageGRID 系统密码"

9. "查看您的配置并完成安装"

导航到网格管理器

使用网格管理器定义配置StorageGRID系统所需的所有信息。

开始之前、必须先部署主管理节点并完成初始启动序列。

要使用网格管理器定义信息、请完成以下步骤。

步骤

1. 通过以下地址访问网格管理器：

https://primary_admin_node_grid_ip

或者、您也可以通过端口8443访问Grid Manager。

https://primary_admin_node_ip:8443

2. 单击安装StorageGRID系统。此时将显示用于配置StorageGRID网格的页面。
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添加StorageGRID许可证详细信息

了解如何上传StorageGRID许可证文件。

您必须指定 StorageGRID 系统的名称并上传 NetApp 提供的许可证文件。

要指定StorageGRID许可证信息、请完成以下步骤：

步骤

1. 在许可证页面的网格名称字段中、输入StorageGRID系统的名称。安装后、该名称将显示为网格拓扑树中的
顶层。

2. 单击浏览，找到NetApp许可证文件 (NLF-unique-id.txt，然后单击打开。此时将验证许可证文件，并显
示序列号和许可的存储容量。

StorageGRID 安装归档包含一个免费许可证，不提供产品的任何支持授权。您可以在安装后
更新为提供支持的许可证。
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3. 单击下一步。

将站点添加到StorageGRID

了解如何将站点添加到StorageGRID以提高可靠性和存储容量。

安装StorageGRID时、必须至少创建一个站点。您可以创建其他站点来提高 StorageGRID 系统的可靠性和存储
容量。

要添加站点、请完成以下步骤：

步骤

1. 在Sites页面上、输入站点名称。

2. 要添加其他站点、请单击最后一个站点条目旁边的加号、然后在新站点名称文本框中输入该名称。根据需要
为网格拓扑添加尽可能多的其他站点。您最多可以添加 16 个站点。
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3. 单击下一步。

为StorageGRID指定网格网络子网

了解如何为StorageGRID配置网格网络子网。

您必须指定网格网络上使用的子网。

子网条目包括StorageGRID系统中每个站点的网格网络子网以及必须通过网格网络访问的任何子网(例如托
管NTP服务器的子网)。

如果有多个网格子网、则需要网格网络网关。指定的所有网格子网都必须可通过此网关访问。

要指定网格网络子网、请完成以下步骤：

步骤

1. 在子网1文本框中、至少为一个网格网络指定CIDR网络地址。

2. 单击最后一个条目旁边的加号以添加其他网络条目。如果已部署至少一个节点、请单击发现网格网络子网以
使用已向网格管理器注册的网格节点报告的子网自动填充网格网络子网列表。
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3. 单击下一步。

批准StorageGRID的网格节点

了解如何审核和批准加入StorageGRID系统的任何待定网格节点。

您必须先批准每个网格节点、然后再将其加入StorageGRID系统。

开始之前、必须部署所有虚拟节点和StorageGRID设备网格节点。

要批准待定网格节点、请完成以下步骤：

步骤

1. 查看Pending Node列表、并确认它显示了您部署的所有网格节点。

如果缺少网格节点，请确认已成功部署该节点。

2. 单击要批准的待定节点旁边的单选按钮。
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3. 单击批准。

4. 在常规设置中、根据需要修改以下属性的设置。
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--Site:此网格节点的站点的系统名称。

--Name：要分配给节点的主机名，以及要在网格管理器中显示的名称。此名称默认为您在节点部署期间指
定的名称、但您可以根据需要更改此名称。

--NTP角色:网格节点的NTP角色。选项包括"自动"、"主"和"客户端"。选择自动选项会将主要角色分配给管理
节点、具有管理域控制器(ADC)服务的存储节点、网关节点以及具有非静态IP地址的任何网格节点。所有其
他网格节点均分配有客户端角色。

确保每个站点至少有两个节点可以访问至少四个外部 NTP 源。如果一个站点上只有一个节点
可以访问 NTP 源，则在该节点关闭时会发生计时问题。此外，指定每个站点两个节点作为主
要 NTP 源可确保在站点与网格其余部分隔离时的时间准确无误。

--ADC服务(仅限存储节点):选择“自动”让系统确定节点是否需要ADC服务。此 ADA 服务可跟踪网格服务的位
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置和可用性。每个站点上必须至少有三个存储节点包含ADC服务。在部署此节点后，您不能将此 ADC 服
务添加到该节点中。

5. 在Grid Network中、根据需要修改以下属性的设置：

--IPv4地址(CIDR)：网格网络接口(容器内的eth0)的CIDR网络地址。例如， 192.168.1.234/24。

--*Gateway：网格网络网关。例如， 192.168.0.1。

如果有多个网格子网、则需要网关。

如果您为网格网络配置选择了DHCP、并更改了此处的值、则新值将配置为节点上的静态地
址。确保生成的IP地址不在DHCP地址池中。

6. 要为网格节点配置管理网络、请根据需要在管理网络部分中添加或更新设置。

在子网(CIDR)文本框中输入此接口之外的路由的目标子网。如果存在多个管理子网、则需要使用管理网关。

如果您为管理网络配置选择了DHCP、并更改了此处的值、则新值将在节点上配置为静态地
址。确保生成的IP地址不在DHCP地址池中。

设备：对于StorageGRID设备，如果在初始安装期间未使用StorageGRID设备安装程序配置管理网络，则无
法在此网格管理器对话框中配置管理网络。而是必须执行以下步骤：

a. 重新启动设备：在设备安装程序中、选择菜单：高级[重新启动]。重新启动可能需要几分钟时间。

b. 选择菜单：配置网络[链接配置]并启用相应的网络。

c. 选择菜单：配置网络[IP配置]并配置已启用的网络。

d. 返回主页页面、然后单击开始安装。

e. 在网格管理器中：如果已批准节点表中列出了该节点、请重置该节点。

f. 从 Pending Nodes 表中删除此节点。

g. 等待节点重新出现在 "Pending Nodes" 列表中。

h. 确认您可以配置适当的网络。它们应已填充您在 IP 配置页面上提供的信息。对于追加信息 ，请参见适
用于您的设备型号的安装和维护说明。

7. 如果要为网格节点配置客户端网络，请根据需要在客户端网络部分中添加或更新设置。如果配置了客户端网
络，则需要使用网关，安装后，它将成为节点的默认网关。

设备：对于StorageGRID设备，如果在初始安装期间未使用StorageGRID设备安装程序配置客户端网络，则
无法在此网格管理器对话框中配置客户端网络。而是必须执行以下步骤：

a. 重新启动设备：在设备安装程序中、选择菜单：高级[重新启动]。重新启动可能需要几分钟时间。

b. 选择菜单：配置网络[链接配置]并启用相应的网络。

c. 选择菜单：配置网络[IP配置]并配置已启用的网络。

d. 返回主页页面、然后单击开始安装。

e. 在网格管理器中：如果已批准节点表中列出了该节点、请重置该节点。
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f. 从 Pending Nodes 表中删除此节点。

g. 等待节点重新出现在 "Pending Nodes" 列表中。

h. 确认您可以配置适当的网络。它们应已填充您在 IP 配置页面上提供的信息。对于追加信息 ，请参见适
用于您的设备的安装和维护说明。

8. 单击保存。网格节点条目将移至 "Approved Nodes" 列表。

9. 对要批准的每个待定网格节点重复步骤1-8。

您必须批准网格中所需的所有节点。但是、您可以在单击"摘要"页面上的"安装"之前随时返回到此页面。要
修改已批准的网格节点的属性、请单击其单选按钮、然后单击编辑。

10. 批准完网格节点后、单击下一步。

指定StorageGRID的NTP服务器详细信息

了解如何为StorageGRID系统指定NTP配置信息、以便在不同服务器上执行的操作可以保
持同步。

为了防止出现时间漂移问题、您必须指定Stratum 3或更高版本的四个外部NTP服务器参考。
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在为生产级 StorageGRID 安装指定外部 NTP 源时，请勿在 Windows Server 2016 之前的
Windows 版本上使用 Windows 时间（ W32Time ）服务。早期版本的Windows上的时间服务不
够准确、Microsoft不支持在要求苛刻的环境(如StorageGRID)中使用此服务。

外部NTP服务器由先前分配了主要NTP角色的节点使用。

客户端网络未在安装过程中尽早启用、无法成为NTP服务器的唯一源。确保至少可以通过网格网
络或管理网络访问一个NTP服务器。

要指定NTP服务器信息、请完成以下步骤：

步骤

1. 在服务器1到服务器4文本框中、指定至少四个NTP服务器的IP地址。

2. 如有必要、请单击最后一个条目旁边的加号以添加更多服务器条目。

3. 单击下一步。

指定StorageGRID的DNS服务器详细信息

了解如何为StorageGRID配置DNS服务器。

您必须为StorageGRID系统指定DNS信息、以便可以使用主机名而不是IP地址访问外部服务器。

通过指定DNS服务器信息，您可以在电子邮件通知和NetApp AutoSupport®消息中使用完全限定域名(FFQDN)

主机名，而不是IP地址。NetApp建议至少指定两个DNS服务器。
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您应选择 DNS 服务器，以便在网络隔离时每个站点都可以在本地访问这些服务器。

要指定DNS服务器信息、请完成以下步骤：

步骤

1. 在服务器1文本框中、指定DNS服务器的IP地址。

2. 如有必要、请单击最后一个条目旁边的加号以添加更多服务器。

3. 单击下一步。

指定StorageGRID的系统密码

了解如何通过设置配置密码短语和网格管理root用户密码来保护StorageGRID系统。

要输入用于保护StorageGRID系统的密码、请按照以下步骤操作：

步骤

1. 在配置密码短语中、输入更改StorageGRID系统的网格拓扑所需的配置密码短语。您应将此密码记录在安全
的位置。

2. 在确认配置密码短语中、重新输入配置密码短语。

3. 在网格管理root用户密码中、输入以root用户身份访问网格管理器所使用的密码。

4. 在确认root用户密码中、重新输入网格管理器密码。
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5. 如果您要安装网格以进行概念验证或演示、请取消选择创建随机命令行密码选项。

对于生产部署，出于安全原因，应始终使用随机密码。如果您要使用默认密码通过root或admin帐户从命令
行访问网格节点、请取消选择仅适用于演示网格的创建随机命令行密码选项。

单击“摘要”页面上的“安装”时，系统将提示您下载恢复软件包文件 (sgws-recovery-

packageid-revision.zip)。您必须下载此文件才能完成安装。用于访问系统的密码存储
在恢复软件包文件中的文件中 Passwords.txt 。

6. 单击下一步。

检查配置并完成StorageGRID安装

了解如何验证网格配置信息并完成StorageGRID安装过程。

要确保安装成功完成、请仔细查看您输入的配置信息。请按照以下步骤操作：

步骤

1. 查看摘要页面。
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2. 验证所有网格配置信息是否正确。使用摘要页面上的修改链接返回并更正任何错误。

3. 单击安装。

如果将某个节点配置为使用客户端网络、则当您单击安装时、该节点的默认网关将从网格网
络切换到客户端网络。如果连接断开、请确保您通过可访问的子网访问主管理节点。有关详
细信息，请参阅"网络安装和配置"。

4. 单击Download Recovery Package。

在安装过程中，如果网格拓扑已定义，系统将提示您下载恢复软件包文件 (.zip()并确认您可以访问此文件
的内容。您必须下载恢复软件包文件、以便在一个或多个网格节点发生故障时恢复StorageGRID系统。

确认您可以提取文件的内容 .zip 、然后将其保存在两个安全、独立的位置。

恢复包文件必须受到保护，因为它包含可用于从 StorageGRID 系统获取数据的加密密钥和密
码。

5. 选择I have successfully downloaded and Verified the Recovery Package File (我已成功下载并验证恢复软
件包文件)选项、然后单击Next (下一步)。
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如果安装仍在进行中、则会打开安装状态页面。此页面指示每个网格节点的安装进度。

当所有网格节点都达到完成阶段时、将打开网格管理器的登录页面。

6. 以root用户身份使用您在安装期间指定的密码登录到网格管理器。

在StorageGRID中升级裸机节点

了解StorageGRID中裸机节点的升级过程。

裸机节点的升级过程与设备或VMware节点的升级过程不同。在执行裸机节点升级之前、您必须先升级所有主机
上的RPM文件、然后再通过GUI运行升级。

[root@host1 rpms]# rpm -Uvh StorageGRID-Webscale-Images-*.rpm

[root@host1 rpms]# rpm -Uvh StorageGRID-Webscale-Service-*.rpm

现在、您可以通过GUI继续进行软件升级。

TR-4904：《使用Veritas Enterprise Vault配置StorageGRID》
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为站点故障转移配置StorageGRID简介

了解Veritas Enterprise Vault如何使用StorageGRID作为灾难恢复的主要存储目标。

本配置指南介绍了将NetApp®StorageGRID®配置为Veritas Enterprise Vault主存储目标的步骤。此外、还介绍
了如何在灾难恢复(DR)情形下配置StorageGRID以实现站点故障转移。

参考架构

StorageGRID为Veritas Enterprise Vault提供了一个与S3兼容的内部云备份目标。下图展示了Veritas Enterprise

Vault和StorageGRID架构。

从何处查找追加信息

要了解有关本文档中所述信息的更多信息，请查看以下文档和 / 或网站：

• NetApp StorageGRID文档中心 https://docs.netapp.com/us-en/storagegrid-118/

• NetApp StorageGRID支持 https://docs.netapp.com/us-en/storagegrid-enable/

• NetApp产品文档 https://www.netapp.com/support-and-training/documentation/

配置StorageGRID和Veritas Enterprise Vault

了解如何实施StorageGRID 11.5或更高版本以及Veritas Enterprise Vault 14.1或更高版本
的基本配置。

本配置指南基于StorageGRID 11.5和Enterprise Vault 14.1。对于一次写入、使用S3对象锁定、StorageGRID

11.5和Enterprise Vault 14.2.2进行多次读取(WORM)模式存储。有关这些准则的更多详细信息、请参见
"StorageGRID 文档" 页面或联系StorageGRID专家。
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配置StorageGRID和Veritas Enterprise Vault的前提条件

• 在使用Veritas Enterprise Vault配置StorageGRID之前、请验证以下前提条件：

对于WORM存储(对象锁定)、需要使用StorageGRID 11.5或更高版本。

• 已安装Veritas Enterprise Vault 14.1或更高版本。

对于WORM存储(对象锁定)、需要Enterprise Vault 14.2.2或更高版本。

• 已创建存储组和存储存储。有关详细信息、请参见《Veritas Enterprise Vault管理指南》。

• 已创建StorageGRID租户、访问密钥、机密密钥和存储分段。

• 已创建StorageGRID负载平衡器端点(HTTP或HTTPS)。

• 如果使用自签名证书、请将StorageGRID自签名CA证书添加到企业存储服务器。有关详细信息，请参见此
"Veritas知识库文章"。

• 更新并应用最新的企业存储配置文件以启用受支持的存储解决方案、例如NetApp StorageGRID。有关详细
信息，请参见此 "Veritas知识库文章"。

使用Veritas Enterprise Vault配置StorageGRID

要使用Veritas Enterprise Vault配置StorageGRID、请完成以下步骤：

步骤

1. 启动Enterprise Vault管理控制台。

103

https://www.veritas.com/support/en_US/article.100049744
https://www.veritas.com/support/en_US/article.100049744
https://www.veritas.com/support/en_US/article.100049744
https://www.veritas.com/support/en_US/article.100049744
https://www.veritas.com/support/en_US/article.100049744
https://www.veritas.com/support/en_US/article.100049744
https://www.veritas.com/support/en_US/article.100049744
https://www.veritas.com/support/en_US/article.100049744
https://www.veritas.com/support/en_US/article.100049744
https://www.veritas.com/support/en_US/article.100049744
https://www.veritas.com/support/en_US/article.100049744
https://www.veritas.com/content/support/en_US/article.100039174
https://www.veritas.com/content/support/en_US/article.100039174
https://www.veritas.com/content/support/en_US/article.100039174
https://www.veritas.com/content/support/en_US/article.100039174
https://www.veritas.com/content/support/en_US/article.100039174
https://www.veritas.com/content/support/en_US/article.100039174
https://www.veritas.com/content/support/en_US/article.100039174
https://www.veritas.com/content/support/en_US/article.100039174
https://www.veritas.com/content/support/en_US/article.100039174
https://www.veritas.com/content/support/en_US/article.100039174
https://www.veritas.com/content/support/en_US/article.100039174


2. 在适当的存储库中创建新的存储分区。展开存储组文件夹、然后展开相应的存储。右键单击分区并选择菜单
：新建[Partition (分区)]。

3. 按照新建分区创建向导进行操作。从存储类型下拉菜单中、选择NetApp StorageGRID (S3)。单击下一步。

4. 保持选中"Store Data in WORM Mode Using S3 Object Lock"(使用S3对象锁定在WORM模式下存储数据)选
项。单击下一步。
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5. 在连接设置页面上、提供以下信息：

◦ 访问密钥 ID

◦ 机密访问密钥

◦ 服务主机名称：确保包括在StorageGRID中配置的负载平衡器端点(LBE)端口(例如\https：//Data

<hostname>：<LBE_port>)

◦ 存储分段名称：预先创建的目标存储分段的名称。Veritas Enterprise Vault不会创建存储分段。

◦ 存储分段区域： us-east-1 为默认值。
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6. 要验证与StorageGRID存储分段的连接、请单击测试。验证连接测试是否成功。单击"OK"(确定)、然后单
击"Next"(下一步)。

7. StorageGRID不支持S3复制参数。为了保护对象、StorageGRID使用信息生命周期管理(ILM)规则指定数据
保护方案-多个副本或纠删编码。选择When Archived Files Existing on the Storage (存储上存在归档文件时)

选项、然后单击Next (下一步)。

8. 验证摘要页面上的信息、然后单击完成。
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9. 成功创建新的存储分区后、您可以在以StorageGRID作为主存储的企业存储中存档、还原和搜索数据。

为WORM存储配置StorageGRID S3对象锁定

了解如何使用S3对象锁定为WORM存储配置StorageGRID。
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为WORM存储配置StorageGRID的前提条件

对于WORM存储、StorageGRID使用S3对象锁定来保留对象以满足合规性要求。这需要使用StorageGRID 11.5

或更高版本、其中引入了S3对象锁定默认分段保留功能。Enterprise Vault还需要14.2.2或更高版本。

配置StorageGRID S3对象锁定默认分段保留

要配置StorageGRID S3对象锁定默认分段保留、请完成以下步骤：

步骤

1. 在StorageGRID租户管理器中、创建存储分段、然后单击继续

2. 选择Enable S3 Object Lock选项、然后单击Create Bucket.
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3. 创建存储分段后、选择存储分段以查看存储分段选项。展开"S3 Object Lock"(S3对象锁定)下拉选项。
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4. 在默认保留下、选择启用并设置默认保留期限1天。单击 Save Changes 。
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存储分段现已准备就绪、可供Enterprise Vault用来存储WORM数据。

配置Enterprise Vault

要配置Enterprise Vault、请完成以下步骤：

步骤

1. 重复部分中的步骤1-3 "基本配置" 、但这次选择使用S3对象锁定在WORM模式下存储数据选项。单击下一
步。

2. 输入S3存储分段连接设置时、请确保输入的S3存储分段的名称已启用S3对象锁定默认保留。

3. 测试连接以验证设置。

配置StorageGRID站点故障转移以实现灾难恢复

了解如何在灾难恢复场景中配置StorageGRID站点故障转移。

StorageGRID架构部署通常采用多站点模式。站点可以是主动-主动站点、也可以是主动-被动站点、用于灾难恢
复。在灾难恢复场景中、请确保Veritas Enterprise Vault能够保持与其主存储(StorageGRID)的连接、并在站点发
生故障期间继续导入和检索数据。本节简要介绍了双站点主动-被动部署的配置指导。 有关这些准则的详细信
息、请参见 "StorageGRID 文档" 页面或联系StorageGRID专家。

使用Veritas Enterprise Vault配置StorageGRID的前提条件

在配置StorageGRID站点故障转移之前、请验证以下前提条件：

• 有一个双站点StorageGRID部署；例如、Site1和Site2。

• 已在每个站点上创建一个运行负载平衡器服务的管理节点或一个网关节点来实现负载平衡。
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• 已创建StorageGRID负载平衡器端点。

配置StorageGRID站点故障转移

要配置StorageGRID站点故障转移、请完成以下步骤：

步骤

1. 要确保在站点出现故障期间连接到StorageGRID、请配置高可用性(HA)组。在StorageGRID网格管理器界
面(GMI)中、单击配置、高可用性组和+创建。

[veritas/veritas-cree-high-availability组]

2. 输入所需信息。单击Select Interfaces"(选择接口)、并包括Site1和Site2的网络接口、其中Site1 (主站点)是首
选主站点。在同一子网中分配一个虚拟IP地址。单击保存。

3. 此虚拟IP (VIP)地址应与Veritas Enterprise Vault分区配置期间使用的S3主机名相关联。VIP地址将流量解析
为Site1、在Site1发生故障期间、VIP地址会将流量透明地重新路由到Site2。

4. 确保将数据复制到站点1和站点2。这样、如果Site1发生故障、则仍可从Site2访问对象数据。这是通过首先
配置存储池来实现的。

在StorageGRID GMI中、单击"ILM、Storage Pools"(ILM、存储池)、然后单击+"Cree"(创建)。按照向导创建
两个存储池：一个用于Site1、另一个用于Site2。

存储池是节点的逻辑分组、用于定义对象放置
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5. 在StorageGRID GMI中、单击"ILM、规则"、然后单击+创建。按照向导中的说明创建ILM规则、为每个站点
指定一个要存储的副本、并将其导出行为设置为平衡。

6. 将ILM规则添加到ILM策略中并激活此策略。

此配置会产生以下结果：

• 一种虚拟S3端点IP、其中Site1为主端点、Site2为二级端点。如果Site1发生故障、VIP将故障转移到Site2。

• 从Veritas Enterprise Vault发送归档数据时、StorageGRID可确保一个副本存储在Site1中、另一个DR副本存
储在Site2中。如果站点1发生故障、Enterprise Vault将继续从站点2进行加网和检索。

这两种配置对于Veritas Enterprise Vault是透明的。S3端点、存储分段名称、访问密钥等均相同。
无需在Veritas Enterprise Vault分区上重新配置S3连接设置。
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