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of the job.

Option Meaning Default (Hadoop 3.3.5)
. Committer to create for output to S3A, one of: "file",

fs.s3a.committer.name " - o file
directory”, "partitioned", "magic".

fs.s3a.buffer.dir Local filesystem directory for data being written and/or |${env.LOCAL_DIRS:-
staged. ${hadoop.tmp.dir}}/s3a

fs.s3a.committer.magic.enabled Enable “magic committer” support in the filesystem. true

fs.s3a.committer.abort.pending.uplo (list and abort all pending uploads under the destination

ads path when the job is committed or aborted. true

fs.s3a.committer.threads Number of threads in committers for parallel operations 8
on files.

fs.s3a.committer.generate.uuid Generate a Job UUID if none is passed down from fake
Spark

fs.s3a.committer.require.uuid Require the Job UUID to be passed down from Spark false

mapreduce.fileoutputcommitter.mar [Write a _SUCCESS file on the successful completion true

mapreduce.outputcommitter_factory.
scheme.s3a

The committer factory to use when writing data to S3A
filesystems. If

mapreduce.outputcommitter factory.class is set, it will
override this property.

(This property is set in mapred-default.xml)

org.apache.hadoop.fs.s3a.commit.S3A
CommitterFactory

3472, EEMA/NIRAN
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* SR LALLM AN UEEERSAF/AIREREZEESTE"
* KEE LLRIS3HY, BRESHDNE MR BIARA/N 32 MB, &R LUET IREFS.S3a.block.sizeB 1K

BHENX LB,
* RBRA/N AR D EEHRIE SR S B R SRR E AR SR LRIt Re, WTFRESIESE. BiE
79256 MBIE L Lo
Option Meaning Default (Hadoop 3.3.5)
fs.s3a threads.max The total number of threads available in the ﬁles:ystem for data &
uploads *or any other queued filesystem operation™.
Controls the maximum number of simultaneous connections to
S3. This must be bigger than the value of fs.s3a.threads.max so
fs.s3a.connection.maximum as to stop threads being blocked waiting for new HTTPS 9%
connections. Why not equal? The AWS SDK transfer manager
also uses these connections.
The number of operations which can be queued for execution.
fs.s3a.max total.tasks This is in addition to the number of active threads in 32
fs.s3a.threads.max.
fs s3a.committer threads Number of thregds in committers for parallel operations on files 8
(upload, commit, abort, delete...)
The maximum number of submitted tasks which is a single
operation (e.g. rename(), delete()) may submit simultaneously for
execution -excluding the 10-heavy block uploads, whose capacity
f.s3 ¢ i is setin "fs.s3a.fast.upload.active.blocks" Al tasks are submitted 16
-Sva.execuior.capactty to the shared thread pool whose size is set in
"fs.s3a.threads.max"; the value of capacity should be less than
that of the thread pool itself, as the goal is to stop a single
operation from overloading that thread pool.
sstmimmetos [\l s e
(see also related fs.s3a.fast.upload.buffer P g, 0rq y 4

option)

pool of queued operations. This stops a single stream overloading
the shared thread pool.

fs.s3a.block size

Block size to use when reading files using s3a: file system. A
suffix from the set {K,M,G,T,P} may be used to scale the numeric
value.

32MB (tested 1TB data set with
256MB and 512MB block size
shows significant improvement
in both read and write)

4.%8857 L%

SIARRZE AL EAMPU (Z 89 LZ)E IR LERISIEFM DB, XEEUTERTRAAEN: £35KK. &
SHHENMERITUARERRZFIRL R IE, UTESZEMM LEEXN—LX MR

s AR A/: 5TiB (TB)o

* R EERRAEMFEL: 100 000,
* ZRES: SEEN1EI10. 000 (E1%)10. 000).
* AN TS5 MiBFIS GiBZiEl, EEFEMR. 39 LENRE—E9%E &/ NARE,
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https://docs.aws.amazon.com/AmazonS3/latest/dev/mpuoverview.html?trk=el_a134p000006vpP2AAI&trkCampaign=AWSInsights_Website_Docs_AmazonS3-dev-mpuoverview&sc_channel=el&sc_campaign=AWSInsights_Blog_discovering-and-deleting-incomplete-multipart-uploads-to-lower-&sc_outcome=Product_Marketing

Option

Meaning

Default
(Hadoop 3.3.5)

fs.s3a.multipart.size

How big (n bytes) to split upload or copy
operations up mto. A suffix from the set
{K.M,G,T.P} may be used to scale the numeric
value.

64M

fs.s3a.multipart.threshold

How big (in bytes) to split upload or copy
operations up into. This also controls the partition
size in renamed files, as rename() mvolves copying
the source file(s). A suffix from the set
{K,M,G,T,P} may be used to scale the numeric
value.

128M

fs.s3a.multipart.purge

True if you want to purge existing multipart
uploads that may not have been completed/aborted
correctly. The corresponding purge age is defined
m fs.s3a.multipart.purge.age. If set, when the
filesystem is instantiated then all outstanding
uploads older than the purge age will be terminated
-across the entire bucket. This will impact
multipart uploads by other applications and users.
so should be used sparingly, with an age value
chosen to stop failed uploads, without breaking
ongoing operations.

false

fs.s3a.multipart.purge.age

Minimum age in seconds of multipart uploads to
purge on startup if "fs.s3a.multipart. purge" is true

86400

5.8 X ENSIEFHEEREFT

=

=+o

NTIRSERE. ERILUERENSIE LEEISSZ AR EE PERTFR. XFRTLUR NS NREH RS

set by: fs.s3a.multipart.size * fs.s3a.fast.upload.active.blocks. If
using either of these mechanisms, keep this value low The total
number of threads performing work across all threads is set by
fs.s3a.threads.max, with fs.s3a.max. total tasks values setting the
number of queued work items.

Default
Option Meaning (Hadoop
3.3.5)
The buffering mechanism to for data being written. Values: disk,
array, bytebuffer. "disk" will use the directories listed in
fs.s3a.buffer.dir as the location(s) to save data prior to being
uploaded. "array" uses arrays in the JVM heap "bytebuffer" uses
off-heap memory within the JVM. Both "array" and "bytebuffer” will
fs.s3a.fast.upload.buffer consume memory in a single stream up to the number of blocks disk

BicfE. S3FHDFSHIEANEAEE. BERETMFIASIKIR. DAFRIEEEMiH/KI,
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B4 e BIETFAERE Size 21t FREERZIOPS
CommServefRE 1. 0s 500 GB 500 GB TER
2
sQL/ 500 GB 500 GB RiEH
MediaAgent 4, REIMCPU 16. 64 REH
(VCPU)
RAM 128 GB 512 Y SEY::
0s 500 GB 2TB NEHR
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EETRER
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BXRERATEMRRMFENRMER. 15E1HNetAppEHREIRIFE Ko NetAppEUHBERIFE R
B] LU{#F CommvaultTotal Backup Storage Calculator T E ¥ (&1t & ERZEMER, 2T
HZEZE CommvaultPartner Portalif[A]iXfR. SARFE. 1&EEMIARITIR,
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Add cloud

Name
Type
MediaAgent

Server host

Bucket

Credentials

‘Use saved credentials

Name

‘ Use deduplication

Deduplication DB location

NetApp StorageGRID -

Select MediaAgent R

<ip-address-or-host-name=:<port=

<Name-of-the-bucket-in-SG=>

Select credentials v =

Cancel
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Create server backup plan e

Plan name

Backup destinations Add copy
Name Storage Retention period +

Primary storageGRID final test 30

RPO

Backup frequency Runsevery 4 [ Hours =

B Add full backup

Backup window Monday through Sunday : All day
Full backup window Monday through Sunday : All day
Folders to backup v
Snapshot options v
Database options v
Override restrictions v
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1. f£CommVault Command Center_£. SfiE|"Protect">"Virtualization (fR1F>EE11L)"s
2. F¥INVMware vCenter ServerE il EIRIERF,

3. BERINRINAEIMN EIERER,

4. BEHEAMVMA LIRS RINVMAIHERE, LUEERIUEEITRIRIPAvCenterifiR,
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| & Arpita

[7] & Ask Ahmad before screwing around :)
] @ Baremetal-VM-hosts
| @ CVLT HCI POD
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| & Felix

| & Jonathan

1 @ JosephK]

| & NAS Bridge Migration Test
| @ steve

| @Yahoo Japan Test

| & Cloned-GW

] &) GroupA-GW1
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Backup configuration

‘ Use backup plan

Plan to SG- No dedup v
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EE—PNEIREEEE. — VM —AVM. RARAHEBAN—DEF,
EREE E—ESPOIRNEMITR,
BHEFREUEEEZLENVMA,

EEMWATONSE L. EFE0:

COMMVAULT & q
Command Center

pervis VM groups
-DSN-server
o W Configuration
VMs Content
0] 0 0 @ DNS-server-Bootcamp
Summary

ERFTRENEDER. (AIE)EDTREBEKREFHE. ARBEEHERMEHEL:

® 3 adminy

@ Feedback




Select backup level

@ Full

Incremental

Synthetic full

When the job completes, notify me via email

Cancel
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10. SMBEIEEDIE UBEEFIER:

COMMVAULT ® a = 2 admn

Job 21531 - [Backup] Suspend Kill More actions

Job summary Job details

Events &
No data available

EEAEZMERENIR

EHBIRIZSZER. @ CommvaultMediaAgentiE#iiE&E 15 EINetApp AFF A300F& 45, 3
7ENetApp StorageGRID L 8I72 T —M#EBIEIZR, BXMIIZETMERIFAEE. 1BRIRR
AREFH" RS RIGITHRESLE"—T "SI Commvault, LT NetApptéEal BEIER

"o

MiH B2 100 NVMFD 1000 MM, XN ERE & 50/5089WindowsH1CentOS VM, TRER T ELL 8K
ENEE S

B EIRE MERE
HENEEN 2 TB//\B 1.27 TB//)\B¢
HIZS5WREZNMNRER(BHE 2.2 TBI/NE 1.22 TB//\BY
S S HUEMIER)

AT I ERERE. MIFRT 2505 MR SNE2AESFR. MIFRRIEES/ NSRTEM. FER T80 TBLA LRI
&, MFFRZITF EF10: 30F48.

E1: EREI3/\EHIET EI R IER 25075 (80 TB) K.
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S$3 and Swift Objects vs Time
2020-03-26 14 5458 EDT to 2020.03-27 14 5458 EDT
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FED ER—EER R EIN

1B@iINetApp StorageGRID. &£ A LA E R IFEIRS (S3) D R BI M RITRVIRE
ERERE—EUER T

CommVault MediaAgenti@ CommVaultifiE PRV EIE TS IEF. KZHIBERT, MediaAgentfdB AERME N
FStorageGRIDIE =, Fltt. BINTEARMIE LA ERS—HIELT. EStorageGRIDHEIERICommvault"s
& FiSB—EUIERFIAT. EERE LT AR,

@ TR ZHICommVaulthR2~FF11.0.0 - Service Pack 16. iEZ[EIECommVaultH4& 2 &=HFhR s
NRREEXFM. BB EEER T ERRRABI AN,

* Commvault11.0.0Z Bi#YkRZs- Service Pack 16.*7£11.0.0Z BiHIkRZS- Service Pack 1657, Commvault"&1E
EEMBBIEIER N AREZENN R ITS3 headIGETIRE, BEMEOEE—RIMELFIGE RIS, LUE
FICommvaultvault"& 15 EStorageGRID LI R E—EIE R

* Commvault11.0.0hR- Service Pack 16 &2 EShr4, *1E£11.0.0hR- Service Pack 16 2 EFhRAER. FHAREE
B RNITSIH L GETIZIEM B E B R ERK. BEIADEE—BIMELRTIEE Nread-after-new-write. LU
fRStorageGRIDIME IS —HELR A,
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TR-4626: 1% 1728
BE=HNEFE285StorageGRIDE & 1E A

TRE=HFM2B AT E R StorageGRIDE W R ZERFHNER,
EAE =7 MEHTE2RLHENetApp®StorageGRID®M —RZFE T

MNRFES"TFME" —REX. ENEFRAENAE. MBREENNAREFZBSURLIZFMEI AL £X—
BEURLBISZHF T\ StorageGRIDAJ LIERNMER D HAENEMBUENIER L REE. HEMIFAN. f
TR R SRS E M RVA o

AP BRI MStorageGRIDE F /TR M H T ek, HiZMHECE B =F M E TR —MRIES.

SRR =SS

A H T35 StorageGRIDF B WA REFF AR AR ARLAH, StorageGRIDHZNMFMHET RAM. B )FHET
MERA] LA TE StorageGRID S IIR HEENME 2 17 B AR S35 (Simple Storage Service. S3)&MZTIa], 1% F#28
2PE—IESEANIES. T StorageGRIDT B EZin=MfEHE, StorageGRIDIESS3FEAR
WREEAATERIM—T M. BACRHEBCHAHTFEE. BetiFE=A@RnEFEE. Flu
F5. Citrix NetScaler. HACIE. NGINXZ,

TEFERRFIURL/2MREZZ(FQDN) s3.company.com’s A FEESAIE— NP (VIP). ZIPEE
IIDNSHRHrAFQDN. RSN BIEFNEEIERE M EIStorageGRIDT &itl, A FABRSMNENTARITE
TWRRE. HNSEITRR RN REBILEE,

-------------------------------------------------------------

S3\HTTP
Endpoint

Applications

Load Balancer

https://s3.company.com,

HA Group

. .
------------------------------------------------------------

LB R 7R T StorageGRIDIZRI fa & 28, (BE=FH M EFEENESERE. NARERER A S TR L
HVIPEIIHTTPRIE. AEFEd hH T ssEhIFEET S, ABRT. MBAREFE A TFE8ARM
AT ERIFEED SNFAE RETHSEIHTTPSHITMNER ., HTTPE— 1= XIHa0%EIN,

LSS SR
TR RRRE:

* FHBEERL(LTM), FERDHERENERN— T RH,

* 2RRS A HFE2(GSLB), BFEZRIFESZ MR L. MBS XILTMA T é2s# T HF ., L
B GSLBAI N BEDNSARSS 28, YR FimiEKStorageGRIDEH S URLEY. GSLBAIRIERI AM sl EthEIZ (1)
. NS R AT LA R AR R B R EVIER B BB ALTMEIVIP, S|BALTMIGEL R X ER. EGSLBRE
AERY. BAREURT StorageGRIDIE 2N BIEFEXK,
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MEIRERIEME S
BTVRBAXIXHEPFAREENESER, BEFUT XM / SiikL:

* NetApp StorageGRIDX 4l https://docs.netapp.com/us-en/storagegrid/[]
* NetApp StorageGRID3z#3F https://docs.netapp.com/us-en/storagegrid-enable/

* StorageGRID F5%1 & F #2818 1ITF R ZE N hitps://www.netapp.com/blog/storagegrid-f5-load-balancer-
design-considerations/

* Loadbalancer.org—Load¥F#NetApp StorageGRID https://www.loadbalancer.org/applications/load-
balancing-netapp-storagegrid/

* KEMP—f & F#iNetApp StorageGRID https://support.kemptechnologies.com/hc/en-us/articles/
360045186451-NetApp-StorageGRID

fEFAStorageGRID {1 194125
T fZStorageGRIDM XT3 = A #3928 891E Ao

SCHENetApp® StorageGRID® WX 5 = B —RRIE R

StorageGRIDM XTI R A & Fi#izs 5 £ =5 3 F s

TS SIRANMRFMEMNEF. StorageGRIDZM—FE M. FANERM T — I AHAHTER. THEST
Fig&. VME&A 28, StorageGRIDIRHAY T T E2E B AWK T <o

HFWRIBEFS, CitrixE R THROEN. THES SRS THRALIERER, StorageGRIDH H T2
] R E A TSR,

M REe—MErAE. SHENEIRAETER. FFRRTERER—MNERLENIXTR. E=HMEH
FRREERE. WXTRERRNEEER. MAZGSLB.

StorageGRIDfa & T2 2B LTS

K. BoEEZRFEM. STRRRE. B N%ER. FrEXLEEHStorageGRIDIHITE I,

* RI, StorageGRIDH EH Y28 & BT StorageGRID, FILUIRHEMEEER, HFEERSS5HMNBIEFS
Fh o

* A, EIN(VMFIRSShRZA B IT .

* RBHRE, BERRENLETHRES 1 StorageGRIDE FMIQoSHEN LA TYEH &34

* RFKHIStorageGRIDYFEINAE, TEEIRE A HBIMRAH. StorageGRIDIGULEE 1L 1 H F#iasH A E R
INdE.

fE/IStorageGRIDEVEER T =, At E EIERAEBERASRERIOERIBEFMET RERIVL. AHMNZIREDA
MERDBECIBER, LI, HibmZiERIStorageGRIDEHEMAIREN0HY, ©XEEBES M bR 2B DB H,
MRFETRAATRAENXTNRELRFAIAR, WHdEamERZIMEHIS — M ibmR.

MX T RARIIESREFINESENRET R (FIEANIZ%) REZSZ00MRENE, XETIFRHEL
BRI REPRZAEMRIES, EENXTREAUESSESMRERSOVIBTENUE, MMER
LT RHHTRMEFHMEREHEE WAN MERIAR, ZFLOREIEINETT, HREAFRZRET, BAEE
BEFIRS. BMEFNXT IR FEAREMEFNXT RIE1T.
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B X EpEStorageGRIDM XTI mBVIEHE S, 1ES % "StorageGRID 314",

T iR YN{AI7EStorageGRIDA JHTTPS L ESSLIEH
T fR1EStorageGRIDHSLHESSLIE P EE MNP E,

MNREEANZHTTPS, NN EBREERFRE(SSL)IER. SSLIMYANIRAIRFinMiGR. HIIEE(EE
B[S, SSLIEAAIIREBHITMNE . FFWHAIEESSLIEHR. Altt. SSLIERALIKE 2F/EZEERIERMAN
H(CA). BIg0. HEIIEH. £ %Eﬂi S FRIETTAIAAR CA ENE R BE R IER.

BiERERERERZEENCAILER. AALTERITHME P IHERIE, WEHREMEE 5T E28
5 StorageGRIDH. &P im{EEHIEZEiH R,

ERLBCABRKKRIEBHMAAE MBIERRNEIZE iR, SETACAIEBIIIZRERE P iniRFR MM A
MR BIg0. FEONTAP for FabricPool®. &M RIRFGEFRIE MERB(IRIER. MEIES. ImxiEH)L
ZEIONTAPEES,

ERBERIERERFTPIREERHIVES. MAEREMCARIIERERES . RENARREFAIEFEREE
RIEB. FETEBIRIIIE,

SSLIEBEEF ﬁﬁ?@]%%StorageGRlDEﬁéEPEI’JBZEEXJHZ ZEESSLAIEMMIE, Er LU HRE T Easic
BARFPImNAR LS. AEERAMISSLIE B 3 F %285 StorageGRIDBEZEH I TEMRMBEANE . K
%\ .d‘m_JL,(Lﬁlttlmé#ﬂ:StorageGRlDEE?JSSL?%JJ:iﬁ”ﬁ5 MR A FEIBRESSLALIRR. MIIERER

RENHTEE L. HEADNSEM/URLIVERE BMUNE Finlc & /9181 71 3 %2815 5 StorageGRID
BEREAEAURL/DNS &R, BIEEFNBERET, WRANMETFESREE 7EE. N5 StorageGRID
FRLRESSLIER, R, IERNNEEDNSEMURLIFERE R, UNEFIGICE /@i 5 T a8k
FStorageGRID BATHYE I & FAURL/DNS &R, SEEBEN M, IEBPFLFEERENMFHELT R/ R
%@EJH'ESURLEHTO

Subject DN: /C=US/postalCode=94089/ST=California/L=Sunnyvale/street=495 East Java Dr/O=NetApp, Inc./OU=IT1/0U=Unified Communication
s/CN=webscaledemo.netapp.com
Serial Number: 37:4C:6B:51:61:84:50:F8:7A:29:09:83:24:12:36:2C
Issuer DN: /C=GB/ST=Greater Manchester/L=Salford/O=Sectigo Limited/CN=Sectigo RSA Organization Validation Secure Server CA
Issued On: 2019-05-23T00:00:00.000Z
Expires On: 2021-05-22T723:59:59.000Z
Alternative Names: DNS:webscaledemo.netapp.com
DNS:*.webscaledemo-rtp.netapp.com
DNS:* .webscaledemo.netapp.com
DNS:webscaledemo-rip.netapp.com
SHA-1 Fingerprint: 60:91:44:E5:4F.:7E:25:6B:B5:A0:19:87:D1:F2:8C:DD:AD:3A:88:CD
SHA-256 Fingerprint: FE:21:5D:BF:08:D09:5A:E5:09:CF:F6:3F:D3:5C:1E:9B:33:63:63:CA:25:2D:3F:39:0B:6A:B8:EC:08:BC:57:43

7fStorageGRIDFECE SR E =7 & Fhrzs
7 fRAN{AITEStorageGRIDPFECE RS EMNE =5 f F T #i28,

NRERANR— NS MIMEETE N T &2 UNETIPRIS3D EREARES. NIStorageGRIDAAHATE SLFR&k
EABIPHILL, TiEdEE AT E8ENEIERPHIX-Forwarded-for (XFFWRSARMITILIRME. BHFEEER
EREFET RERP. XFFIRARBEZZERIP. ALt StorageGRIDATHHIAE MEKREBBEIERIE TR RS
T3 H. W1RStorageGRIDILAFEEBERIE. MSBEXFFiTk. B— MR EEAPIRITEEZEERI
EETEAHTFEERTIR. LEFAPIAEZAAPL. RKHKHStorageGRIDIRAFIRESBEFEN. BX&EMER, BS
RFNREXE "NFIEC & StorageGRIDUAER E = A 7R 1 T H23"
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TSR E SRR N H T

NRERFHAEERENHFHBENES. ARERERSE,
TENETREE=ARHTHBN—RES. SOHTEREER —EREISTTRNRERE,
BURTEAET RV

¥ StorageGRIDZET m 3 4A 2 RN ARSS H - (RN IEF] REENF RE 2 1 T 128 = ). StorageGRIDFET R
LT im O _EFRHS3 API:

* S3HTTPS: 18082
* S3HTTP: 18084

AREHEFEFBIAEHTTPSHIHTTPIR [ (4437080)TE RE AR SS 28 LR AEAPI,
(D &7 StorageGRIDIERBABES MEMETA. HAF T RARETRR RS

ETRRKRE

B AN TFESREE—FAERBES T RRNE TR REZEBREMNHEK. NetAppBINERHTTP
OPTIONS AEHITIBITIRRIEE, AHTHRERENEET R KHHTTP oPTIONS IBRK. HEE 200 K&
0iE] 8z

NREFFET KRR M 200 ML, WPZT RETELIBEZ#IER, BHNARFNLSERNBEXLRE
HOB RS B i8] LA e 3 P R Fr R AT RO Fo

g0, MRBFEROPHENMEET RPE=1TEXHA. EAURFREREEREIBIEF 02,
BiVRIgERASH—R. B RCERKERT SRE A
S3E TR E TR

FELLTRGIH, FHil=%1E oPTIONS HIQE 200 OKo A oPTIONS « EIAmMazon S3)RAZIFARLZIRN
B9IEK
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curl -X OPTIONS https://10.63.174.75:18082 --verbose --insecure
* Rebuilt URL to: https://10.63.174.75:18082/

% Trying 10.63.174.75...

* TCP_NODELAY set

* Connected to 10.63.174.75 (10.63.174.75) port 18082 (#0)

* TLS 1.2 connection using TLS ECDHE RSA WITH AES 256 GCM SHA384
* Server certificate: webscale.stl.netapp.com

* Server certificate: NetApp Corp Issuing CA 1

* Server certificate: NetApp Corp Root CA

OPTIONS / HTTP/1.1

Host: 10.63.174.75:18082

User-Agent: curl/7.51.0

Accept: /

HTTP/1.1 200 OK

Date: Mon, 22 May 2017 15:17:30 GMT
Connection: KEEP-ALIVE

Server: StorageGRID/10.4.0
x—amz-request-id: 3023514741

AN N N AN ANV V V V V

EFXHHABTHNETRANE
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SIERFAM
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HR. MREHRETEATESZE. WLV E=F A HTEE ENSIERFA M,
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* ZIFBEFTDNSER: *, .s3.company.com

s FRTEE T RIEZFRISSLIE P HBEIRT: * .s3.company.com—YEE R BRRIA T B X ER BRI
PR LR, StorageGRIDHLETIFRIFER A8, FabricPoolZx N AEF L EMtt. iR,

REEEIMTEXR. RES3APIIRASRMEIT AR ER.
SSLE& |k
B=HHETERE LHSSLRILEAREME . WRAHTFERZH. MRIFRIE.
SFF=MECE:

* *SSLf%i#, *SSLIEFHENBEE X AR SMIEHLEEStorageGRID Lo

* *SSLEAIEMEBMMZE(GERIN). *MNREELEAHTFEE EMITSSLUEREE. MAZEStorageGRID LR

FSSLIEH. NXAgE=RER, HEELXEERRIEERFIITEAHTHSE LNEMR2MLE.

* MERAHTTPALESSL, *fEUMECER. SSLEE=FhHTEE AL, fHFHTHEESStorageGRIDZ[ERY

BERAHITINE. LR FASSLEZThEE(RTSSLERANTIALIEER. HLRBER).
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AP RERAE. “EFEE: Support{Metrics > S3 Overview > LDR HTTP SiE]

* *Metrics API.*{§£f storagegrid http sessions_incoming currently established

T fi#StorageGRIDEZE YL
T HRE P MNetApp ITSEHERYStorageGRIDEZE B9/ # A,

U535 BA T StorageGRIDE P (E2#ENetApp IT)SEHERECE

FF S35 ERAIF5 BIG-IPAH R EE R SRE TR E IRITES
ERIEFS BIG-IPAHREEERE TN ERER. BRITUTESE:
]
1. Bl B8,

a. ETypeFEEH, N HTTPS.

b. 1REFREACE I a)iE)fEAI T,

C. EREFFHRFEP, BN OPTIONS / HTTP/l INr\n\r\n. \\nKRREZE; RERFBKIPIERHEE
BN =P EFEANFES, BXIFMEER, 13BN hitps:/support.f5.com/csp/article/K10655,

d. 7£Receive String (FWF R 8)FEEH, AN HTTP/1.1 200 OKo

32


https://support.f5.com/csp/article/K10655

Locs Traffic . Monitors

Genaral Propartios
I Hame [hup:_mranwm
Desaipion |
I Tipa HTTPS -
Parant Monitos [ rttos =
Configuration: | Basic :I'
| tnfendal '|5 sBconNdS
Timeout IEC seConds
| OFTIONS 7 HTTR/L.1\IwmAr\n
Send Sting
| frTeit.1 200 ox
Racatve Sting
Racaln Disable String
Cipher List | | DEFALLT +SHA +IDES EDH
User Hame 1
Password
Riverse | ™ veg ¥ Np
Transparent | ™ vag & Mo
Aliss Agdress [[* at Addresses
Aling Servca Pon | [-anPorts =]
Adaptive ™ Enabled

2. ERIEMAR. AFENENEORIE— .
a. PDEEE L—FHeIENEBEITIRR BT,
b. EZFABFE S,
c. YEHEARSSIHO: 18082 (S3).
d. RN =

Citrix NetScaler

Citrix NetScaler N7l = 8 E— N EINIRS 28, FHi5StorageGRIDEET =il AN BiEFFIRSE2S, AEKBESD
(A EBRSS ",

ERHTTP-ECVIiz{ TR E MIT e ol B B E N SR, UEESIETIERAZUCRRITEINNE TR NS
2000 AHTTP-ECVECLE T ZEF TR HIIHEWF T H8.
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Conflgure Mondtor

FILMAGE ORGP S O

TERACY

] ]

Loadbalancer.org

Loadbalancer.orgEXfStorageGRIDi#1T 7 H O HEMMIR, HiztT XENEESE:
https://pdfs.loadbalancer.org/NetApp_StorageGRID_Deployment_Guide.pdfs,

KEMPEXiStorageGRID#17 T B 2RISR, HIEMT AENECEIER: https://kemptechnologies.com/
solutions/netapp/o

HA {12

EHAProxyEZ & S {EFHoptions request. F7Ehaproxy.cfgfhiEIBITIRTICER 200K EMA,, &0] LUK F1iREY
PEHOFNEMIHO. F190443,

LU 21EHAProxy £ 1IESSLAYRI:

34


https://docs.citrix.com/en-us/citrix-adc/current-release/load-balancing/load-balancing-builtin-monitors/monitor-ssl-services.html#sample-configuration-for-https-ecv-health-check-monitor
https://docs.citrix.com/en-us/citrix-adc/current-release/load-balancing/load-balancing-builtin-monitors/monitor-ssl-services.html#sample-configuration-for-https-ecv-health-check-monitor
https://docs.citrix.com/en-us/citrix-adc/current-release/load-balancing/load-balancing-builtin-monitors/monitor-ssl-services.html#sample-configuration-for-https-ecv-health-check-monitor
https://docs.citrix.com/en-us/citrix-adc/current-release/load-balancing/load-balancing-builtin-monitors/monitor-ssl-services.html#sample-configuration-for-https-ecv-health-check-monitor
https://docs.citrix.com/en-us/citrix-adc/current-release/load-balancing/load-balancing-builtin-monitors/monitor-ssl-services.html#sample-configuration-for-https-ecv-health-check-monitor
https://docs.citrix.com/en-us/citrix-adc/current-release/load-balancing/load-balancing-builtin-monitors/monitor-ssl-services.html#sample-configuration-for-https-ecv-health-check-monitor
https://docs.citrix.com/en-us/citrix-adc/current-release/load-balancing/load-balancing-builtin-monitors/monitor-ssl-services.html#sample-configuration-for-https-ecv-health-check-monitor
https://docs.citrix.com/en-us/citrix-adc/current-release/load-balancing/load-balancing-builtin-monitors/monitor-ssl-services.html#sample-configuration-for-https-ecv-health-check-monitor
https://docs.citrix.com/en-us/citrix-adc/current-release/load-balancing/load-balancing-builtin-monitors/monitor-ssl-services.html#sample-configuration-for-https-ecv-health-check-monitor
https://docs.citrix.com/en-us/citrix-adc/current-release/load-balancing/load-balancing-builtin-monitors/monitor-ssl-services.html#sample-configuration-for-https-ecv-health-check-monitor
https://docs.citrix.com/en-us/citrix-adc/current-release/load-balancing/load-balancing-builtin-monitors/monitor-ssl-services.html#sample-configuration-for-https-ecv-health-check-monitor
https://docs.citrix.com/en-us/citrix-adc/current-release/load-balancing/load-balancing-builtin-monitors/monitor-ssl-services.html#sample-configuration-for-https-ecv-health-check-monitor
https://docs.citrix.com/en-us/citrix-adc/current-release/load-balancing/load-balancing-builtin-monitors/monitor-ssl-services.html#sample-configuration-for-https-ecv-health-check-monitor
https://docs.citrix.com/en-us/citrix-adc/current-release/load-balancing/load-balancing-builtin-monitors/monitor-ssl-services.html#sample-configuration-for-https-ecv-health-check-monitor
https://docs.citrix.com/en-us/citrix-adc/current-release/load-balancing/load-balancing-builtin-monitors/monitor-ssl-services.html#sample-configuration-for-https-ecv-health-check-monitor
https://docs.citrix.com/en-us/citrix-adc/current-release/load-balancing/load-balancing-builtin-monitors/monitor-ssl-services.html#sample-configuration-for-https-ecv-health-check-monitor
https://pdfs.loadbalancer.org/NetApp_StorageGRID_Deployment_Guide.pdf
https://kemptechnologies.com/solutions/netapp/
https://kemptechnologies.com/solutions/netapp/

frontend s3
bind *:443 crt /etc/ssl/server.pem ssl
default backend s3-serve
rs
backend s3-servers
balance leastconn
option httpchk
http-check expect status 200
server dcl-sl 10.63.174.71:18082 ssl verify none check inter 3000
server dcl-s2 10.63.174.72:18082 ssl verify none check inter 3000
server dcl-s3 10.63.174.73:18082 ssl verify none check inter 3000

LI N ESSLE @R G:

frontend s3
mode tcp
bind *:443
default backend s3-servers
backend s3-servers
balance leastconn
option httpchk
http-check expect status 200
server dcl-sl 10.63.174.71:18082 check-ssl verify none inter 3000
server dcl-s2 10.63.174.72:18082 check-ssl verify none inter 3000
server dcl-s3 10.63.174.73:18082 check-ssl verify none inter 3000

B % StorageGRIDECERISTE /RG], 15E MW "HAProxyBL E " GitHub EBY,

¥ StorageGRIDHAYSSLIE %
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MEIRERIEME S

BTVRBAXIXHEPFAREENESER, BEFUT XM / SiikL:

* NetApp StorageGRID: SEC 17a-4 (f). FIRA 4511 (c)fICFTC 1.31 (c)-(d)& M HiT(H
https://www.netapp.com/media/9041-ar-cohasset-netapp-storagegrid-sec-assessment.pdf

* NetApp StorageGRID NIST FIPS 140-3 RAZANEIAIE https://csre.nist.gov/projects/cryptographic-module-

validation-program/certificate/5097

* NetApp StorageGRID NIST SP 800-90B /&IAIE https://csre.nist.gov/projects/cryptographic-module-
validation-program/entropy-validations/certificate/223

* NetApp StorageGRIDINEAMLE L2 0B A ENIAIE https://www.commoncriteriaportal.org/nfs/ccpfiles/

files/epfiles/565-LSS%20CT%20v1.0.pdf

* StorageGRIDX 1% Dl Ehttps://docs.netapp.com/us-en/storagegrid/[]

* NetAppr=maX i https://www.netapp.com/support-and-training/documentation/
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MAREHEMER
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* NetApp StorageGRIDX 4 C https://docs.netapp.com/us-en/storagegrid/[]
* NetApp StorageGRID3z#5 https://docs.netapp.com/us-en/storagegrid-enable/
* NetApp= X https://www.netapp.com/support-and-training/documentation/

ERAMNRIUEHITE R

T f#i#StorageGRIDAF A R P E SN HWORMIREL KB LEERMIBREN B &, AT ANfEl#
BIEMEK,

WNERBMERM TWORMIEERL, AIFLLEMIPRHEEIN R, StorageGRIDSEMM KRUE AV INZE =" BEIFRE
EMER. XFHFEERE. SMEANNREERERTNURIINDRIRE RIS, EA57E S 2 R AR A1
WREPEANKRBME. WREVFERERMUE. WRAKEXIRAID. WEREBRREENRIZATMRZAS Lo 1R
AIRAECE T RE. FEZEHBIFR. BUHBERNR. WSCIZ—NHhd. HPESREFRC. BN RN
EITRRIF N ST, BERRRAFRENIFLRIRE. MTFHARENNARERF. EMAILUERXMRBIE U

REEDIBR ENBANRERE, EXEER. IMREFSNBNEFEIRNSMINKRNANREE. RERNA
BFEENERENEIEZATHFRBESHR. HRIERER.

A ERE Ul PEIEEMERN, SUERAMKMEHEERARBEANRERR, KER, XRKFHRRE
EZEERNE T NRIRER/ N\ NRMRE,

S3 Object Lock

Allows you to specify retention and legal hold settings for the objects ingested into a bucket. If you want to use 53 Object
Lock, you must enable this setting when you create the bucket. You cannot add or disable 53 Object Lock after a bucket is
created,

If S3 Object Lock is enabled, object versioning is enabled for the bucket automatically and cannot be suspended.

Enable S3 Object Lock

Default retention

Disable

o New objects added to the bucket will not be protected from being deleted or overwritten. Does not apply to objects already in the bucket
ar to objects that have their own retain-until-dates,

Enable

@ New objects added to the bucket will be protected from being deleted or overwritten based on the default retention mode and period
you specify below, Does not apply to objects already in the bucket or to objects that have their own retain-until-dates.

Default retention mode

Governance

Users with special permissions can change an object’s retention settings or they can override these settings to delete the object.

@ Compliance
Mo users can overwrite or delete protected object versions during the retention pericd.

Default retention period @

g0 Days v

Maximum retention period on this tenant: 100 years
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TR EANRUEAPIRI LN RHA):

RT.I-%%DLII:E (=] /iT% %F.‘Zﬁﬁ ?Rﬁ%m|a$ﬁ/%4j{lu\o

aws s3api put-object-legal-hold --bucket mybucket --key myfile.txt --legal
-hold Status=ON --endpoint-url https://s3.company.com

REGZRBIRESHEAZREEME. EibrT O8I GETHRE#HTTIVIE,

aws s3api get-object-legal-hold --bucket mybucket --key myfile.txt
-—endpoint-url https://s3.company.com
{
"LegalHold": {
"Status": "ON"

g;&[ﬂ /£{% EH ﬁfﬁﬁ%’élﬂ*ﬂ(uo

aws s3apl put-object-legal-hold --bucket mybucket --key myfile.txt --legal
-hold Status=0FF --endpoint-url https://s3.company.com
aws s3api get-object-legal-hold --bucket mybucket --key myfile.txt
-—-endpoint-url https://s3.company.com
{
"LegalHold": {
"Status": "OFE"

RENRRBN., SERRBIIER.

aws s3apl put-object-retention --bucket mybucket --key myfile.txt
--retention '{"Mode":"COMPLIANCE", "RetainUntilDate": "2022-06-
10T16:00:00"}"' --endpoint-url https://s3.company.com

B, pRDIBBRREMERE. FLbER LUEE GETIE AR R BIRES,
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aws s3api get-object-retention --bucket mybucket --key

-—endpoint-url https://s3.company.com
{

myfile.txt

"Retention": {
"Mode": "COMPLIANCE",
"RetalinUntilDate": "2022-06-10T16:00:004+00:00"

NERATHNRUENFED RISERIARBHRE . REBHAFRUARINE N BE(L,

aws s3api put-object-lock-configuration --bucket mybucket --object-lock
-configuration '{ "ObjectLockEnabled": "Enabled",

"Rule": {
"DefaultRetention": { "Mode":

"COMPLIANCE", "Days": 1 }}}'
https://s3.company.com

SRZHIRE—E. RMEAREEMAMmY. Eib. FTUHRITGETUIIEEE,

aws s3api get-object-lock-configuration --bucket mybucket --endpoint-url
https://s3.company.com

{
"ObjectLockConfiguration”: ({

"ObjectLockEnabled": "Enabled",
"Rule": {

"DefaultRetention": {

"Mode": "COMPLIANCE",
"Days": 1

ETR. EUENAFRBEENER TN RBRNFED BF.
aws s3 cp myfile.txt s3://mybucket --endpoint-url https://s3.company.com
Puti S =R [ElMENY,

upload: ./myfile.txt to s3://mybucket/myfile.txt

EREWR L. LHIFADBRIKENREFENENFERIRAN R _ ERIREREEL.

—--endpoint-url



aws s3api get-object-retention --bucket mybucket --key myfile.txt
-—endpoint-url https://s3.company.com
{

"Retention": {
"Mode": "COMPLIANCE",
"RetainUntilDate": "2022-03-02T15:22:47.202000+00:00"

FERABREIEHINE HITZE D ERHITE RGP
T fRSN{A{E B StorageGRID CloudMirrori& 3 & 8 #ll 2 — Rk iz6E 50 o

FHIEFFENARRFN TEAEMESHRUMERS. F—MHAER. BHREHIEIRE—MEPH ZHKIFMHE D EX(
TR ZRMARBE,). 5EEAStorageGRIDF & ARSE CloudMirrorBI{E R E thS3imk =,

StorageGRID CloudMirrorigStorageGRIDIY—MAH. B IABLE NTER E N FE 2 BRI RIS NIRETFE 7D BREY
BEHEFZENXWBIR. MAEHIMER. BT CloudMirror@StorageGRIDEI—NER AL, EILFREEXA
B REERETS3 APINKE g ErIUEBRARAEGINER FTEEELET 2. EXMERLT. &
RENERINEEDENIERAHIT L ReEZFNEMEE, Alt. ErJLUERStorageGRID ILMZERES]
2, SN, RIBFESFINEEENRBE. F58K. BRURAIKEHMKEFRE,

G EN— M REE. EBIREFHEDBRNTEE N EIRUR S MhRAEIN R—ERE EIREEE S

fifo IESN BAMERIBIFED BRPFoIBFREFED ERPRHERRINR. @z INEEEMERIESD.

4lNetApp CloudSync. FILUAEMBIARR S E=EGIMIFR. —REFMEDRER T RAERIMAREBNRUMERNS
—PMRAZ. FETFSENKF . XEKPAIRSSER_RUERT. HNBET. ENRERRREEF 7
DEBIME—IRP . MXFMRE FTRE R EEN EME LBIKFBIIAR. RZTF A

BIEED R BRSO BH N ERECERAITHE. SR LRI TAAREEMERES:

I
1. EfZE CloudMirror. EFHSIEIRBIE— M EESRSE IS,
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Create endpoint

: - Select : 1tication type
o Enter details : (E) elect authentication type
Optional

Enter endpoint details

Enter the endpoint's display name, URI, and URN.
Display name @

MyGrid

URI ©

https://s3.company.com

URN @

arn:aws:s3:::mybucket

2. mREFHESR L. EESH UERAEERNRR.

<ReplicationConfiguration>
<Role></Role>
<Rule>
<Status>Enabled</Status>
<Prefix></Prefix>
<Destination>
<Bucket>arn:aws:s3:::mybucket</Bucket>
<StorageClass>STANDARD</StorageClass>
</Destination>
</Rule>
</ReplicationConfiguration>

3. BIZILMAN A EBEFEMEMRAFEFTEMNEEE, FinRflh. BETEFENNRVIERITRZ.



Create |ILM Ru lE Step 1 of 3;: Define Basics

Wame | WyTenani - versicen retention

Description | retain non-current versions for 3 days

rrytwraal [(ME2ELA R0 BN 15047 ])
Tenart Accourty [aptional] @

Bucket Bame comMaing meytiucked

Create |LM Rule step 2 of 3: Define Placements

Configure placemant instructions to specify how you want objects matchad by this rule to be stored

MyTanant - verslon retention
LT -Gt PR it fof B9t

A& rube that uses Noncurrest Time orly applies to noncurent versions of 53 clyjects.
You cannot use this rule as the default rule in an ILM policy because [t does nat apply to current object versions.

Reference Time Moncurrent Time
Placements @ 11 Serm by start day
Framday @ stare  for - L days H
Type | replicated = Location || sitel Copies 2§ Temporary location | - Dptional - - + |
Retention Diagram @ L metresh
Trigmes
oy — |
e
s by

IR AR, RE30KR, LI EEA] LURSETEILMALN R A AN EB BN 25 B (a] sk S RihR 4
X RECEMN. ULERFED BREFMERSETE, A AN RRSHNEEREHITEEES,

B RRAIE SR (RIF M IAM SR BE 3 1T BN ZRER (BT

7 FEN{ANiEd 7 Storage GRID X 1211 73 2 5 FR R ANl H 3 AR P R 2 4H SKIEIAM SR BE R
RIPERERTE,

AERERAMNRYPENEF BB FMRIFEIEN—MTER. AFEIREBRARESIES. HERART2H K
FEIAMERES. LISRHIA P EENRIREREED. EAERGN. AR CIBHNEIRBIERAFAZRIRE. M
RMEVIFRITR AR L 2B IR MR, NIRGHIE RN IR M BRI P AU PR AR 75 VB LA TR 2R
M HEEFIRIERIERIARAE, 5 E—fIERE—. ILMAN AR ERZ ALY BN B IR E R FThR A AR
B, RRE. MARREREIH N EEREEWLIVSIIKS . EXBUNPTE N RIERF IR 1K A A P ECE PR
BRMIIR. RENMEARBLIFRATFERERAF N ARFESRITHEMEE. HABRRELERRERF
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R AR BEISITRVETIRIE. NetAppBINAFEFERBAFallow. FENERATGESSINMNVIRE. BHEER
FIR AR RIEL ZIRIE, WFURRF R, ELT|RNMEIEDeleteObjectVersion. PutBucketPolicy

. DeleteBucketPolicy. PutLifecycleConfigurationFlPutketVersioning. LARA LA Ei4RiEECX S BRI R kiR Zs
HRRASIEHIRCE

7EStorageGRIDH, S3 AR B RNMHEF EELRILERSREFTEME 7. THFFEIZBAARN
, EERANIRE, AIUABERIXAEESRER,

Create group

i T i 8 -
() Choose agroup type () Manage permissions o Set 53 group policy
LI L =

Set S3 group policy @

An 53 group palicy controls user acceds permissions to specilic specific 53 resources, including buckets. Mon-root users have no access
bry default.

No 53 Access

Read Only Access "Staternont”; [

[
Full Access PERect™: "Allow",
“Action™ |
@ Ransomware Mitigation @ "s%CreateBuciet”,
31 DeleteBurcke!”,
Custom *si:DelatefteplicationConfiguration”,
Murid be a valld JSON karmatted string ) “sd:DeleteBucketMetadataMotification”,

"51-Get Buckethc]™,
“sd:GetBucketCompliance”,

nrﬂu;.’:.l I

TEHRAXRBIAR. HREEEXATHIASHA BIREULFIENRIMELE,

"Statement": [
{
"Effect": "Allow",
"Action": [
"s3:CreateBucket",
"s3:DeleteBucket",
"s3:DeleteReplicationConfiguration",
"s3:DeleteBucketMetadataNotification",
"s3:GetBucketAcl",
"s3:GetBucketCompliance",
"s3:GetBucketConsistency",
"s3:GetBucketLastAccessTime",
"s3:GetBucketLocation",
"s3:GetBucketNotification"
"s3:GetBucketObjectLockConfiguration",
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"s3:
"s3:
"s3:
"s3:
"s3:
"s3:

"S3

GetBucketPolicy",
GetBucketMetadataNotification",
GetReplicationConfiguration",
GetBucketCORS",
GetBucketVersioning",
GetBucketTagging",

:GetEncryptionConfiguration",
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:

GetLifecycleConfiguration",
ListBucket",
ListBucketVersions",
ListAllMyBuckets",
ListBucketMultipartUploads",
PutBucketConsistency",
PutBucketLastAccessTime",
PutBucketNotification",

"s3:PutBucketObjectLockConfiguration",

"s3:
"s3:
"s3:
"s3:
"s3:

"S3

"S3

"S3

"S3
"S3

1,

PutReplicationConfiguration",
PutBucketCORS",
PutBucketMetadataNotification",
PutBucketTagging",
PutEncryptionConfiguration",

:AbortMultipartUpload",
"s3:
"s3:

DeleteObject",
DeleteObjectTagging",

:DeleteObjectVersionTagging",
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
:ListMultipartUploadParts",
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:

GetObject",
GetObjectAcl",
GetObjectLegalHold",
GetObjectRetention",
GetObjectTagging",
GetObjectVersion",
GetObjectVersionAcl",
GetObjectVersionTagging",

PutObject",
PutObjectAcl",
PutObjectLegalHold",
PutObjectRetention",
PutObjectTagging",
PutObjectVersionTagging",

:RestoreObject",

:ValidateObject",
"s3:
"s3:

PutBucketCompliance",
PutObjectVersionAcl"

"Resource": "arn:aws:s3:::*"
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"Effect": "Deny",

"Action": [
"s3:DeleteObjectVersion",
"s3:DeleteBucketPolicy",
"s3:PutBucketPolicy",
"s3:PutlLifecycleConfiguration",
"s3:PutBucketVersioning"

1,

"Resource": "arn:aws:s3:::*"
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T RRANfAIE A StorageGRIDIE A BEA £ SR (F M R IAEMME E 7 E 1R,
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XEWEMREFERE T HRRGRE, SAUNR—MYERIIRS IR, HRaaERs2is
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TURERHEN—H7. EERILUERDZFER, TRAEREHNENERT/FIIDREE P iRiRF.
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n StorageGRID Tenant Manager

CASHBZMRIY
Buckets » bass-bucket
STOIAGE (811 "
. base-bucket

i Regecn: us-east-1 Space uzed: 0 bytes

ACCRSS = &

AR AGERE T Dale creatsd 2025-06-25 MOTAT 5T Capacity |imit —
Obaject cownt; g Oipect count limit: =
[habete chijerss in duriet et s

53 Console Ducket optiars Buckei access

Branch buckeis for base-bucket

A branch bucket provides access to objects in s buckel as they sxsted ot o certain teme, A& branch bucket provisdes access 1o protected data. but doesn'tserve a5 4 backup, To continue 1o
arotect dats sk thege {egbres on base buckote 53 Object Lock, cross-grid repicatian for base buckets, or bucket palicies for versioned budoots to clean up old object versons

m &
a

lranch tnscieet name 3 Branch bucket ype (71 2 Before time (31 2 Dwiw orested . 3

brandh backet- 1 Rend-write 2005-06-25 1deD52 IST I05-06-25 140607 IST

* BRSO EERREE, BITA—EEED, ERARS T 5ESFAERRERI KIATIFS.
* EREZARM D X EFERBN, FHERELEND FERMEE,

58



Create branch bucket of base-bucket

Manage settings
o Enter details 9 9
Optional

Enter branch bucket details

Branch bucket name ()

Required

Region @)

Before time (3)

6/25/2025 = 03 :| o4 PM | IST

Branch bucket type
@ Read-write

In the branch bucket, you can add or delete objects or object versions,

O Read-only

in the branch bucket, you can't modify objects. In the user interface, bucket settings related to the modification of objects
will be disabled.

Cancel

TR-4765. (5¥=StorageGRID)

StorageGRID 431Z 87T
T RN E R S ER S FBRR R (71 90Splunk) 4537 Storage GRID & 47

BE B UEITNetApp StorageGRIDEF M RIFME. BIER R LUREMN E20. HERINZRERLER
BRSO TIE H, ARERMET B XN MSiE X BRI ANER BIMNE ST N AR —RRMIES. XY
EENFTI AN ST EHRR 5.

NetApp StorageGRIDZEBEEHZ MESMNE N T RAMN. XEESMT AT ARG ENREER
%, 7EStorageGRIDEFESHNHMEMALD. HIMBIRBERARESH. MMBNERIET. (FAEER. £\
IREPkER R T RRTEIRSE (0T =k 7)) B I inl B A N 37 B AR R BV E(E. IR 2IFBIEE, @d 5
MrStorageGRIDIRHAVEIRE. BRI T fi2E S TIER EHHMHBAEINRE. FIiNARIIEZE R,

StorageGRIDIRE T RNRITIRIZFEFAHH B, SIRERIZEHEStorageGRID. HFAEBRIREXEMNX
B, HINFEEXLEER. MESRASISEMPF MY, StorageGRIDM™ faX 44 L PDFIE T TE L& {H
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IS EEXN T A #HTANTE. FHITIe A fER SN N BIZR (F1NSplunk) 5 Storage GRID R 4o

BIRR
EREINEIENetApp StorageGRID. 1HE WA T i MRS EER X StorageGRID A Fia TR AR ERV ENIR,

* *Web UIFIE B 1Ro *StorageGRIDHﬂ%’éﬁ%ﬁ?ﬂﬁT PRERE. IR REERAEZEETXETERE
BHER. FAEERA. BRALURNT BIRSEANER. UEHITHRIEHFRMWERS.

* *BEtZHEE, *StorageGRIDZFREARNE. RIMMFFFEAIRIENBAFZAS. ERATLIRENRM
SR EIEANNBIINARIN RV E s AR,

. *Metrlcs AP|.*StorageGRID GMIBEKEEFMINAPI. EAUIRAPIIREIH, @it XFEE. SR LUERIN
RUS3EFN 347 T ELREVEE

MAREHIENMER
BTHREXEAXHEPREENESER, BEEFU T / 2M4:

* NetApp StorageGRIDXA4H(y https://docs.netapp.com/us-en/storagegrid-118/

* NetApp StorageGRID3z#5 https://docs.netapp.com/us-en/storagegrid-enable/

* NetAppr=maX 4 https://www.netapp.com/support-and-training/documentation/

* &EH FSplunkBINetApp StorageGRIDR FBFERF https:/splunkbase.splunk.com/app/3898/#/details

EAGMIE EiR 5T StorageGRID

StorageGRIDME IR A E(GMI)E EMRIZHt T StorageGRIDERZRMIAVEHE. AITBTF
AWM TR HENESE,

EAGMIE BRI EMRHE ML OA N
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© Alerts if usage exceeded subscription ‘ ‘ Upgrade, expand, decommission,
licensed CEPGC”V recover nodes from Ul and APIs
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Metrics

Access charts and metrics to help troubleshoot issues.

@ The toals available on this page are intended for use by technical support. Some features and menu items within these tools are intentionally non-functional

Prometheus

Prometheus is an open-source toolkit for collecting metrics. The Prometheus interface allows you to query the current values of metrics and to view charts of the values aver time
Access the Premetheus Ul using the link below. You must be signed in to the Grid Manager

» hitps/lwebscalegmi netapp.com/metrics/graph

Grafana

Grafana is open-source software for matrics visualization. The Grafana interface provides pre-constructed dashboards that contain graphs of important metric values over time

Access the Grafana dashboards using the links below. You must be signed in to the Grid Manager.

ADE Grid Replicated Read Path Overview
Account Service Overview LM S3 - Node

Alertmanager Identity Service Overview 53 Overview

Audit Overview Ingests Site

Cassandra Cluster Overview Node Streaming EC - ADE
Cassandra Network Overvisw Node (Internal Use) Streaming EC - Chunk Service
Cassandra Node Overview Platform Services Commits Support

Cloud Storage Pool Overview Platform Services Overview Traces

EC Read (11.3) - Node Platform Services Processing Traffic Classification Policy

EC Read (11.3) - Overview Renamed Metrics Virtual Memory (vmstat)

BE. BRI UEESMENIZHERE,

Prometheus -

.

B MME. &R LUAEIPrometheus R, &R LIMIEA SRR BiElR. EERUSIRAEIS,
Ei#{TPrometheus URLZEIA). 1BIRBLIT T BIR(E:
+
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1. EEWNAERFIEEN. BN BYIHIETR. MFHENMS. KRB L StorageGRIDFINodeFF SkHI3ERR
FTREE,

2. BEEESIMTEANHTTPSIES, BB storagegrid http, RRIERF
storagegrid http sessions incoming currently establisheds B FExecute. FHLUBER T

%IJ A*ﬁ_tJJLT'fI:I IGO0

@ S UHURLAEZNE AN ERASHARE. EXEWNEAEETRLARR, NetAppZiE
ﬁﬁﬁltl:ﬂl%l%iﬂ""_]ﬁ%?aﬁo

BN EEZERZEPrometheusSifil. RAXFEITAHME O, BINEAREHGEEIAPI
IlalfET.

©

BT APIZ HIEIR

1818 7] LS Storage GRID B X2 AP Rl B B9 £k
EBIAPISHIENR. BRITUTEE:

1. MGMIFR, 38 FEBIAPIXXAY]
2. AT A EIMetrics. FAFIEFEGET /grid / metric-query-o
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metrics Operations on metrics

7_ /grid/metric-labels/{label}/values Lists the values for a metric label

/grid/metric-names Lists all available mefric names

/grid/metric-query Performs an instant mefric query at a single point in time

The format of metric queries is controlied by Prometheus. See https//prometheus io/docs/querying/basics

Parameters
Name Description
query = =i
string Prometheus query string
(query)

storagegrid_http_sessions_incoming_current
time .
string($date- query start, default current time (date-time)
time)
imn time - query start, default current time (date-t/
timeout :
string timeout (duration)
(query)

120s

%WFEETLLMmmmwSw&ﬁﬁﬁﬂmﬁﬂhuoujuﬁﬂﬁgémrﬁ¢ﬁ%ﬁth4
BIHTTPSIEMEE, R R LA T EJISONMEI AR LA, TEIE R T PrometheusZE iGNNI,

contamwpe[ pplication/json

Responses

Curl

curl -X GET "https://10.193.92.230/api/v3/grid/metric-query2query=storagegrid_http_sessions_incoming currently_established&timeout=120s" -H "accept: application/json™ -H "X-Csrf-Token:

0b94910621b19c120b4488d2e537e374"

Request URL
rrently_established&timeourt=12

Server response

Code Details.

200 Response body

T21:26:36.0082",

apiVersion®: *3.27,
data!

resu]tType "vector®,
"result®: [

toragegrid http sessions_incoming currently_established”,
s-storage-17,

"storagegri

"aScchZG b52a-4d78-95ec-0f21e76c61bd",

"1dr",
fc56d838-cd56-423b-af@7 -edeBala2885d" ,
"us-east-fuse”

FERAPIMMBET. ERTMURITEE FHRIENES




{£StorageGRIDH £ CURL 5 iRIFEHR

T BB IN{EE A CURLIBE 85 1T REiA e tTo
ERITURME, BRMFIREURNCHE, EIERTHE. BRITUTHE:
TE

1. MGMIFR, R EBIAPIXHE],
2. M TRDESHIIEUBHIRNUEF. UTRESBEETTPOSTAHENSH,

a uth Operations on authorization R

m fauthorize Get authorization token i

Hame Description

body *
object
(bady)

Example Value  Model

{
“uitername”: “MyUserName™,
“password”: "MyPassword”;

Farameter content type

[ application/json w

Responses Response content type application/jsen w

3. BER A EATHGMIE S S MEREEEY.,
4. BEBIT
5. BHITEBHMEBATIRHNEHEGS. FEEMIEIAREOTR, KaSWTHR:

curl -X POST "https:// <Primary Admin IP>/api/v3/authorize" -H "accept:
application/json" -H "Content-Type: application/json" -H "X-Csrf-Token:

dc30b080elca%9c05ddb81104381d8c8"™ -d "{ \"username\": \"MyUsername\",
\"password\": \"MyPassword\", \"cookie\": true, \"csrfToken\": false}"
-k

() mREmCMEBaSHHTR. WoGERESHER. 5, R ER

6. BT ERURLSB LG, W AERE— MRS, IMTEIFR:
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{"responseTime" :"2020-06-
03T00:12:17.0312z","status":"success", "apiVersion":"3.2","data":"8ale528d
-18a7-4283-9%9a5e-b2e6d731e0b2"}

M7E. SR LUERRNSEF R RBIE CURLIGIRIER. ThREEEIMNEESET NS EEM
"StorageGRIDFHER T, BR. HFERBR. HRINERT —PRA. EREER"EHIFiERE
T GET /grid /metric-labels/ {label"} /values,
7. flEd. LUFHA LIRS R URLE £ 1§ 7E Storage GRIDH 5 H ik /2 & #Fo
curl -X GET "https://10.193.92.230/api/v3/grid/metric-

labels/site name/values" -H "accept: application/json" -H
"Authorization: Bearer 8aleb528d-18a7-4283-9ab5e-b2e6d731lel0b2"

Curlsr R ER LA T it -

{"responseTime":"2020-06-
03T00:17:00.844z","status":"success", "apiVersion":"3.2","data": ["us-

east-fuse","us-west-fuse"]}

£ StorageGRIDAFfYGrafanafs EIREE &R
T fE AN al{sE A Grafana SR E AT {1 A 5 = Storage GRID K 1.

Grafana@—# BT EEr TR, RINBERT. HNMNFEWETEEMR. AlietE XxStorageGRID%
SV AE AMmEAE .

HEFRNE SR N BT EE. BRI AT REH TRERR. BEHEASIFER. . BEEEF
fET REYEIR. IFRITU TSR,

pZ
1. TEGMIFR, 3E: Support[Metrics Jo
2. 7£Grafana#f3 T, #EENodels BiRo
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Grafana

Grafana is open-source software for metrics visualization. The Grafana interface provides pre-constructed dashboards that centain graphs of important metric values over time.

Access the Grafana dashboards using the links below. You must be signed in to the Grid Manager.

ADE Grid Replicated Read Path Overview
Account Service Overview ILM 53 - Node

Alertmanager Identity Service Qverview $3 Overview

Audit Ov Ingests site

Cassandra Cluster Ovel Node Streaming EC - ADE
Cassandra Network Ovi Node (Internal Use) Streaming EC - Chunk Service

Cassandra Node Ov
Cloud Storage Paol Overview

Platform Services Commits

Support
Traffic Classification Palicy

Renamed Metrics

EC Read - Overview

3. &EGrafana®. FENGBENBEEEBEBHNEAT R, EXMERT. FEFE—EETS. RENEEL
L/(-FFI%@.FF[/—J_E’JL::%\gﬁo

88 Node -

Memory Usage

1558

Load Average (1m) and ¥ of CPUs

7£StorageGRIDAH{FE M2 77 AR K
TRRINENEENRERE LK. LUEENMMALStorageGRIDFHIMLE R E,

MEDRRIRMET —MIRIBRIER,. 2. IPFRRAHTESR GRS/ RERENS E. MEEE
FH 52 StorageGRIDAYF I E BB EFE1T.

BEEREDLRE. BHRITUTIE:

g

1. ZGMI L. SMEIFE: EERFLE>RBEDEL
2. BEHBIE

3. I NERBE R FRFN PR,

4. BIEEITEARNI,
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5.

6.

68

Create Matching Rule
Matching Rules
Type @ Tenant

Tenant  Jonathan\Wong (22497137670163214190)

Inverse Match @ [

Change Account

(oo | o

R EPRH(RTIE)o

Create Limit

Limits (Optional)

Type @ — Choose One —
— Choose One —
Value @ | Aogregate Bandvidth In

Aggregate Bandwidth Out
Concurrent Read Requests
Concurrent Write Requests
Per-Request Bandwidth In
Per-Request Bandwidth Out
Read Request Rate

Write Reguest Rate

RIFERBE

oo [l




Create Traffic Classification Policy
Policy
Mame Match a Temant
Description {optional)
Matching Rules

Traffic that matches any rule is included in the policy.

4 Create || # Edit || % Remove

Type Inverse Match Match Value
® Tenant Jonathan.Wong (22497137670163214190)

Displaying 1 matching rule.
Limits (Optional)

=+ Create

Type Value Units

fm Jimmibe Emps
No limits found.

= |

BEESERRED KREEXEXAVIEIR. BERERVRES. ARBEEN. EHEEMGrafanal 81k, H
B R T ESRIEREN FERSRNEFER.

B8 Traffic cation Policy -

Load Balancsr #equast Complation Rate

Write Request Rate by Dbject Size
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SplunkZ@— NEFEE. BTFSNTENEIEHAEREHIZRS]. LURHEARIIERMOINEE. NetApp
StorageGRIDN I 2 @& A FSplunk B9k i0ER4. BT SN FEE MStorageGRIDF! Y EIE,

BXAIRE. ALRMACESStorageGRIDINETRYIRH. 1ES M https://splunkbase.splunk.com/app/3895/#/
details

TR-4882: Z3tStorageGRIDEH M

StorageGRIDZ &1
T RRUNEITE RN EN L =& StorageGRID,

TR-48821R T —4ASC M iR, AT ERFIEE TEAINetApp StorageGRIDR %, WREFILEER
M. WALIZEEIETTRed Hat Enterprise Linux (RHEL)BEIAN(VM) Lo ZF5ER. E=8YIE(SEM )T
BN E LRI BN F AR E N IT/3 1 StorageGRIDASFUARS " HAE M "RE, —LRFP AIRERIRIIRERA
RARSHNRFIEEERS ZIEREBEIE.
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install-upgrade/index.html F= XIS R, ARFE4FEFStorageGRID Jo

EFIEEFE 280, iLFAN1E T B— T NetApp StorageGRIDINEFHIITE. 7ZEFMMKRIEEZEER, StorageGRID
7£PodmangkDockerF{E N B 2R WARSSETT,. TEUIREIAR, RLEERZIEFVUIRIERA(FEEDockerBis
17StorageGRIDIHRVRIERST). RLERFESBEN LT N EVHIEITHDockera e, FEULEER. AT &
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70


https://docs.netapp.com/us-en/storagegrid-118/audit/audit-messages-main.html
https://docs.netapp.com/us-en/storagegrid-118/audit/audit-messages-main.html
https://docs.netapp.com/us-en/storagegrid-118/audit/audit-messages-main.html
https://docs.netapp.com/us-en/storagegrid-118/audit/audit-messages-main.html
https://docs.netapp.com/us-en/storagegrid-118/audit/audit-messages-main.html
https://docs.netapp.com/us-en/storagegrid-118/audit/audit-messages-main.html
https://docs.netapp.com/us-en/storagegrid-118/audit/audit-messages-main.html
https://docs.netapp.com/us-en/storagegrid-118/audit/audit-messages-main.html
https://docs.netapp.com/us-en/storagegrid-118/audit/audit-messages-main.html
https://splunkbase.splunk.com/app/3895/#/details
https://splunkbase.splunk.com/app/3895/#/details
https://docs.netapp.com/us-en/storagegrid-118/landing-install-upgrade/index.html
https://docs.netapp.com/us-en/storagegrid-118/landing-install-upgrade/index.html
https://docs.netapp.com/zh-cn/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html
https://docs.netapp.com/zh-cn/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html
https://docs.netapp.com/zh-cn/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html
https://docs.netapp.com/zh-cn/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html
https://docs.netapp.com/zh-cn/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html
https://docs.netapp.com/zh-cn/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html
https://docs.netapp.com/zh-cn/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html
https://docs.netapp.com/zh-cn/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html
https://docs.netapp.com/zh-cn/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html
https://docs.netapp.com/zh-cn/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html
https://docs.netapp.com/zh-cn/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html
https://docs.netapp.com/zh-cn/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html
https://docs.netapp.com/zh-cn/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html
https://docs.netapp.com/zh-cn/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html
https://docs.netapp.com/zh-cn/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html

* NetApp StorageGRIDX R0y hitps://docs.netapp.com/us-en/storagegrid-118/
* NetApp StorageGRID3z#5 https://docs.netapp.com/us-en/storagegrid-enable/
* NetApp= X https://www.netapp.com/support-and-training/documentation/
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TRRR CPUZI RAM
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REHE SRR EAMIRS . NHIT LT
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of
el
¥
fr

FETR

LUN A&

WNREFMEORIZE)
/var/local/rang
edb0 (ItbARISSDIE
BEHR)
/var/local/rang
edbl
/var/local/rang
edb?2

LUN #=

LUNBYER/NK
N

ZifefiEdes  4000GB

AN

BEFNL

0=
=

BT RECERE

BLOCK_DEVICE_RA
NGEDB_000 =
/dev/mapper/SN-
Db00
BLOCK_DEVICE_RA
NGEDB 001 =
/dev/mapper/SN-
Db01

BLOCK DEVICE RA
NGEDB 002 =
/dev/mapper/SN-
Db02

LRI, SMHARRLBBFTE TRPETHEEXR ). SMEIHNERGEREEEFHITNE "
YEENAF/MERK",

B ALREEBE R

BIEARE

Name
DockerfZfi%
ADM-0OS
ADM-Audit
ADM-MySQL

e

Name
Dockerfzfi#
SN-OS
Rangedb-0
Rangedb-1
Rangedb-2

REF

Name

Dockerfzfi&

/var/local

X/ (GiB)
100 (B "828)
90

200

200

K/ (GiB)
100 (B1"828)
20

4096

4096

4096

K/ (GiB)
100 (B A2R)
90
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YR ENABMER

BER ERFIRAITENRNEERBE S, BRI URGIRERFN—AESEN. HPaE= 1R EEMN)
ARs528. 161%. 64 GB RAMAIMMNMEEL, MNMRFEESNEULE. FILEMBEE A IR L9 ER 1L
EEEO. AETREEXHPERAFTVLANIRZEEO. #l80bond0.520, MIREFLEITEAHERE. KA
M BRREEZRAEFIET

WTERR. XERSIIGIEE /N "Dockerdzs. ENEVFET. RAMBITE G EZZ. AE I Besiet24
GB. AENURERFA A FIRH16 GB,

Host 1 Host 2 Host 3

Admin Node Gateway 1 Gateway 2
- - -

Storage Node 1 Storage Node 2 Storage Node 3

SMIEEN(HVM)FRFERIERAMA24 x 2 + 16 = 64 GB, FRIIE T EHN1. 2M3PAFRIHEETFE,

FHA1 X/ (GiB)
Docker?zfi& /var/lib/docker (XEE%)
200 (100 x 2) EIEAR
BLOCK DEVICE VAR LOCAL 90
BLOCK_DEVICE AUDIT LOGS 200
BLOCK_DEVICE TABLES 200
EA SN-OS
/var/local (I&&)
90 Rangedb-0(1&%)
4096 Rangedb-1 (1)

4096 Rangedb-2 (1)
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FA 2
Dockerfzfi&

200 (100 x 2)

GW-0S */var/local
FiER2s

100
4096
4096

FAH3
Docker?zfi&

200 (100 x 2)

*/var/local

e

100
4096
4096

X/ (GiB)

/var/lib/docker (HEE)

XA 28

100

*/var/local

Rangedb-0
Rangedb-1
Rangedb-2

X/ (GiB)

/var/lib/docker (HEE)

MK AR

100

*/var/local

Rangedb-0
Rangedb-1
Rangedb-2

DockerfZfiEHNItE A2 B Mvar/local (1A 28) 721100 GB xf & 28= 200 GB,

HEETR

E}yStorageGRIDAYAT]

BIMY(NTP). DNSFIEH R

HUER. BHRLERHEL 9.2hRHBASSH, RIBRIESERISEMAEREO. MKRE
BEEMBRRE LEVEA—IREEOD. METFENE ELELERS—1

MO, NREFEAMNZHVLIANARZEED. FRBUTRA#ITEE, BN, RFEEREARENSZORE

=3 I

NREFEEMEMEZO LEAVLANARIS. NERNEENAS U TR

/etc/sysconfig/network-scripts/ .

75



# cat /etc/sysconfig/network-scripts/ifcfg-enp67s0

# This is the parent physical device

TYPE=Ethernet

BOOTPROTO=none

DEVICE=enp67s0

ONBOOT=yes

# cat /etc/sysconfig/network-scripts/ifcfg-enp67s0.520
# The actual device that will be used by the storage node file
DEVICE=enp67s0.520

BOOTPROTO=none

NAME=enp67s0.520

IPADDR=10.10.200.31

PREFIX=24

VLAN=yes

ONBOOT=yes

HETR BRI A& LR RO BRI 48 12 & J9enp67s0, EWRAILIZHERISE. B0, HE0, TILEEMHEIRZE
FOEMSIEO. WRMEEHREHFRIAVLANSEAIAVLANK SRS KB, WARTET RECE XA EA
HVLANFRICHYZ Mo StorageGRIDA A S AZBUHFRICLAKMM. F AR E IR IFR G IR,

{EFHiISCSH& & Al iETFiE

NRAEFAISCSIFEE. M IifatRhost1. host2Flhost3 B & B ARIIRIGE. LIREHEK, HXhost1
. host2fhost3MTFMEER. BB N " AELENBERN .

BEAISCSHKEFE. BTAUTIE:
p
1. ANRFEFAIMERISCSITFAE, WINetApp ERTIZENetApp ONTAPOEIE BRI, BLEUTRGE:

sudo yum install iscsi-initiator-utils
sudo yum install device-mapper-multipath

2. ERE NN LHEEHIERFID,

# cat /etc/iscsi/initiatorname.iscsi
InitiatorName=ign.2006-04.com.example.nodel

3. ERAFE2HMBEIEFBIR. BEFEMEIZE LALUN (BIRPPIREEEM A/ MG IS MFAE FiEER

REf=1

4. FRAUHERIFEIZEALUN iscsiadmo
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# iscsiadm
# iscsiadm
Logging in

portal: 10.

-m discovery -t st -p target-ip-address

-m node -T igqn.2006-04.com.example:3260 -1

to [iface: default, target: ign.2006-04.com.example:3260,
64.24.179,3260] (multiple)

Login to [iface: default, target: ign.2006-04.com.example:3260, portal:
10.64.24.179,3260] successful.

()  sBxamEe. BB0 EERISCSISHIES" Red HatE 1A L,

S BREREZRFZIGEREXEXALUN WWID. BEEiTUTaS:

# multipath -11

NREFAH ZRRZILEERISCSI. IFEAM—REZIMETIKEZHA] . ZRVRREIREERFHLUSE

WA REFBR.

/dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:1:0

WRTEEMFRSAMES. REFH /dev/sdx IEEEMATRESSHAT, +NREASK
RiG%E. BIRWMTAREER Jetc/multipath.conf SXEFLUERRIRZ, +

() sepesTseaTREsaL. CTETEFETRETALE. BEIATHR.
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multipaths {
multipath {
wwid 36d039ea00005f06a000003c45fa8f3dc
alias Docker-Store
}
multipath {
wwid 36d039ea00006891b000004025fa8£597
alias Adm-Audit
}
multipath {
wwid 36d039ea00005f06a000003c65fa8£f3£f0
alias Adm-MySQL
}
multipath {
wwid 36d039ea00006891b000004015fa8f58¢c
alias Adm-0S
}
multipath {
wwid 36d039ea00005f06a000003c55fa8f3e4
alias SN-0S
}
multipath {
wwid 36d039ea00006891b000004035fa8f5a2
alias SN-Db0O
}
multipath {
wwid 36d039ea00005£06a000003c75fa8f3fc
alias SN-Db01
}
multipath {
wwid 36d039ea00006891b000004045fa8fbaf
alias SN-Db02
}
multipath {
wwid 36d039ea00005f06a000003c85fa8f40a
alias GW-0S
}
}

TEENURIER LR DockerZ i, BRI HIEFLUNS R &S /var/1ib/docker, HMLUNTETI RAD
EXHHHITENX. FHEZEHStorageGRIDAZEEMA, BMEN. ENFZETRETVRERFFR. MEERE
AREFH. XEXHRFRTERFDE,

INRIGEEARRISCSIZFFHILUN, 5TEfstabXX R BERMFUTITHRS. MNaiFmAR. EMLUNAEEER
FENRIERZR. BLMER NI ARIZE,.
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/dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:1:0 /var/lib/docker ext4
defaults 0 O

HERZEDocker
EHEHFDocker®E., BEMUTTE:

p
1. 7EFTE = & ENMIDockerfZiEE L BIB XM R

# sudo mkfs.ext4 /dev/sd?

MRFEANERE ZHKEMISCSILE, 1BEFH /dev/mapper/Docker-Storeo

2. BlEDockerfFfEBiEE S

# sudo mkdir -p /var/lib/docker

3. ¥DockerfF B EZHIZMIMFZBRINE] /etc/fstabo

/dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:1:0 /var/lib/docker extd
defaults 0 O

QBEFEAISCSIgEN. BINERUT netdev i, MREAFAFBEASMIRIGE. NENERIIZE

_netdev defaultso

/dev/mapper/Docker-Store /var/lib/docker ext4 netdev 0 0

4 HYMXGRAHERWEERBR,

# sudo mount /var/lib/docker
[root@hostl]# df -h | grep docker
/dev/sdb 200G 33M 200G 1% /var/lib/docker

o HFMEEREA. EXAHEMAIR,

$ sudo swapoff --all

6. BREXLIGE. iEMletc/istabPMIBRFIE 3L E. fFlan:
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/dev/mapper/rhel-swap swap defaults 0 O

() mmkmezmcs, NarBRIETEE,
7. M SRTMAEREED. LBIR /var/1ib/docker BHATFE AFFERAISEIEE.

Z3tE T StorageGRIDAYDocker
T RN % %E5E A T StorageGRIDAYDocker,
ER#Docker. BETERUTTE:

3
1. JaDockerfid Eyum repo.

sudo yum install -y yum-utils
sudo yum-config-manager --add-repo \
https://download.docker.com/linux/rhel/docker-ce.repo

2. RERFIRINRHE,

sudo yum install docker-ce docker-ce-cli containerd.io

3. BnfiDockers

sudo systemctl start docker
4. ixDocker.

sudo docker run hello-world

. ffafRDockerfE R4 B ahBTIET T,

sudo systemctl enable docker

JIStorageGRIDE&E T R ECE X4
T FRUN{E 79 StorageGRIDE S T5 m BC B A5
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BAEME. TREEIEEEUTIE:

il
1. EFRE XM LBIE /etc/storagegrid/nodes BRo

sudo [root@hostl ~]# mkdir -p /etc/storagegrid/nodes

2. A MR NEIRFIRHX M. URERE/ M REEAR, TP, BINESSIN LS MEE

MBI T o

@ XHEBRATFEXEFNEETREM, B0, dcl-adml.conf FMARAMITR del-

admlo

-FEH:
dcl-adml.conf
dcl-snl.conf

-EM2:
dcl-gwl.conf
dcl-sn2.conf

-EM3:
dcl-gw2.conf
dcl-sn3.conf

EEESETREEXM

MUTRBIER /dev/disk/by-path 1&Re ERILUEITA T o< RIGIEREREIE:
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[root@hostl ~]# 1lsblk

NAME MAJ:MIN RM SIZE RO TYPE MOUNTPOINT
sda 8:0 0 90G 0 disk

F—sdal 8:1 0 1G 0 part /boot

L—sda2 8:2 0 89G 0 part

—rhel-root 253:0 0 50G 0 lvm /
F—rhel—swap 253:1 0 9G 0 lvm
lL—rhel-home 253:2 0 30G 0 lvm /home

sdb 8:16 0 200G 0 disk /var/lib/docker
sdc 8:32 0 90G 0 disk
sdd 8:48 0 200G 0 disk
sde 8:64 0 200G 0 disk
sdf 8:80 0 4T 0 disk
sdg 8:96 0 4T 0 disk
sdh 8:112 0 4T 0 disk
sdi 8:128 0 90G 0 disk
sr0 11:0 1 1024M 0 rom
RLATReE<:
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[root@hostl ~]# 1ls -1 /dev/disk/by-path/

total O

lrwxrwxrwx 1 root

../ ../sxr0

lrwxrwxrwx 1 root

../../sda

lrwxrwxrwx 1 root

->

../../sdal

lrwxrwxrwx 1 root

->

../../sda2

lrwxrwxrwx 1 root

../../sdb
1lrwxrwxrwx
../../sdc
lrwxrwxrwx
../../sdd
lrwxXrwxrwx
../../sde
1lrwXrwxrwx
../../sdf
lrwxrwxrwx
../../sdg
lrwxXrwxrwx
../../sdh
lrwxrwxrwx
../ ../sdi

FEETRRA

AN g =N

root

root

root

root

root

root

root

root 9 Dec 21 16:42 pci-0000:02:01.0-ata-1.0 ->

root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:0:0 ->

root

root

root

root

root

root

root

root

root

root

10 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:0:0-partl

10 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:0:0-part?2

9 Dec 21 16:

9 Dec

9 Dec

9 Dec

9 Dec

9 Dec

9 Dec

9 Dec

21

21

21

21

21

21

21

16:

16:

16:

16:

16:

16:

16:

42

42

42

42

42

42

42

42

/etc/storagegrid/nodes/dcl-adml.conf

TSRS

®

pci-0000:

pci-0000:

pci-0000:

pci-0000:

pci-0000:

pci-0000:

pci-0000:

pci-0000:

03:

03:

03:

03:

03:

03:

03:

03:

00

00.

00

00.

00.

00.

00.

00.

.0-scsi-0:

O-scsi-0:

.0-scsi-0:

O-scsi-0:

O-scsi-0:

O-scsi-0:

O-scsi-0:

O-scsi-0:

0:1:0 ->
0:2:0 ->
0:3:0 ->
0:4:0 ->
0:5:0 ->
0:6:0 ->
0:8:0 ->
0:9:0 ->

R REALUERE LT RAIZER /dev/mapper/alias IR irR. B/ERARIZFRFR(EN)
/dev/sdb « RAENAIRESEEMSHINER. FHIMIEEM™ERIT,
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NODE_TYPE = VM Admin Node

ADMIN ROLE = Primary

MAXIMUM RAM = 24g

BLOCK_DEVICE VAR LOCAL = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:2:0
BLOCK DEVICE AUDIT LOGS = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:3:0
BLOCK DEVICE TABLES = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:4:0
GRID NETWORK TARGET = ensl92

CLIENT NETWORK TARGET = ens224

GRID NETWORK IP = 10.193.204.43

GRID NETWORK MASK = 255.255.255.0

GRID NETWORK GATEWAY = 10.193.204.1

CLIENT NETWORK CONFIG = STATIC

CLIENT NETWORK IP = 10.193.205.43

CLIENT NETWORK MASK = 255.255.255.0

CLIENT NETWORK GATEWAY = 10.193.205.1

FHET R

NG =

/etc/storagegrid/nodes/dcl-snl.conf

OISR

NODE TYPE = VM Storage Node

MAXIMUM RAM = 24g

ADMIN IP = 10.193.174.43

BLOCK_DEVICE VAR LOCAL = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:9:0
BLOCK DEVICE RANGEDB 00 /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:5:
BLOCK DEVICE RANGEDB 01 /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:6:
BLOCK DEVICE RANGEDB 02 /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:8:
GRID NETWORK TARGET = ensl92

CLIENT NETWORK TARGET = ens224

GRID NETWORK IP = 10.193.204.44

GRID NETWORK MASK = 255.255.255.0

GRID NETWORK GATEWAY = 10.193.204.1

o O O

BESEREN(

NI g =N

/etc/storagegrid/nodes/dcl-gwl.conf
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NODE TYPE = VM API Gateway

MAXIMUM RAM = 24g

ADMIN IP = 10.193.204.43
BLOCK_DEVICE VAR LOCAL = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:1:0
GRID NETWORK TARGET = ensl92

CLIENT NETWORK TARGET = ens224

GRID NETWORK IP = 10.193.204.47

GRID NETWORK MASK = 255.255.255.0
GRID NETWORK GATEWAY = 10.193.204.1
CLIENT NETWORK IP = 10.193.205.47
CLIENT NETWORK MASK = 255.255.255.0
CLIENT NETWORK GATEWAY = 10.193.205.1

% % StorageGRID &K #i X RN &
7 fRUN{AI R4 Storage GRID A ik R AN R4 €L,

ELREStorageGRIDIKHI R RN B, HEITU TGS

[root@hostl rpms]# yum install -y python-netaddr
[root@hostl rpms]# rpm -ivh StorageGRID-Webscale-Images-*.rpm
[root@hostl rpms]# rpm -ivh StorageGRID-Webscale-Service-*.rpm

I5iFStorageGRIDEZ & X 14
T fRA{A 343 StorageGRIDMER B X F N B
EHAEStorageGRIDT R QIR E XA G /etc/storagegrid/nodes « WAMIEX L HINS,

EMIFREXHNAS, FESTENLEBITUTHS:
sudo storagegrid node validate all

MRXEXHERTIR. WaHEERS M EXHYERET:



Checking
Checking
Checking
Checking
Checking
Checking
Checking

-

for misnamed node configuration files.. PRASSED
configuration file for node dcl-adml..
configuration file for node dcl-gwl..
configuration file for node dcl-snl..
configuration file for node dcl-sn2..
configuration file for node dcl-sn3i.
for duplication of unigue wvaluss between nodes.. PA

NREEXHAER. REEERANESMER. MREKMEMEERIR, WHASEEXLEER, AGBHE

[}

At
o

IR
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Checking

Checking
ERROR :

ERRCR :
ERROR :

Checking
ERRCE :

ERRCR :
Checking

Checking

Checking
FOD

o

EEROR:

ERRCR:

for misnamed node configuration files..
ignoring /etc/storagegrid/nodes/dcl-adml
ignoring /etc/storagegrid/nodes/dcl-sn2.conf.keep
ignoring /etc/storagegrid/nodes/my-file.txt
configuration file for node dcl-adml..
NODE TYPE = VM Foo Node
VM Foo Node is not a valid node type. See *.conf.sample
ADMTN ROLE = Foo
Foo is not a valid admin role. See *.conf.sample
BLOCK DEVICE VAR LOCAL = /dev/mapper/sgws-gwl-var—-local

Xdevfmapper/;gws—gwl—var—local iz not a valid block device

configuration file for node dcl-gwl..

GEID NETWOER TARGET = bond0.1001

bond0.1001 is not a valid interface. See “ip link show’
GRID NETWORK IP = ERudag

10.1.3 i=s not a valid IPv4 address

GRID NETWORK MASK = 255.248.255.0

255.248.255.0 is not a wvalid IPv4 subnet mask
configuration file for node dcl-snil..

GRID NETWORK GARTEWAY = G [} § 0 8 N

10.2.0.1 is not on the local subnet

BDMIN NETWORK ESL = 192.168.100.0/21,172.16.0foo

Could not parse subnet list
configuration file for node dcl-sni..
configuration file for node decl-zn3.. PRSS
for duplication of unique values between nodes..

GRID NETWORK IP = 10.1.0.4

dcl-sn2 and dcl-sn3 have the same GRID NETWCRK IP

BLOCK DEVICE VAR LOCAL = /dev/mapper/sgws-sn2-var-local
dcl-snZ and dcl-sn3 have the same BLOCK DEVICE VAR LOCAL
BLOCK DEVICE RANGEDB 00 = /dev/mapper/sgws-snZ-rangedb-0
dcl-snZ and dcl-sn3 have the same BLOCE DEVICE RANGEDB 00




[ETh StorageGRID EH1ARSE
T fRAN{AI B 5hStorageGRID AR SS -

B Rn)StorageGRIDT R HWRENEENENHBEEENBED. BUHBAH BERNStorageGRIDEMNBRSS

EZnpStorageGRIDENARS . IBRHRUTETE,

p
1. EENENLEBITUTHS:

sudo systemctl enable storagegrid
sudo systemctl start storagegrid

() e, EHERAEEE—EE,

2. ITITU T an < AR E ETT#HIT:
sudo storagegrid node status node-name

3. MFEMIREIFIRZSHITI 5 Not-Running Stopped, EBEITU TS
sudo storagegrid node start node-name

g0, RIELUTREIE. BNER) dcl-adml TR:

[user@hostl]# sudo storagegrid node status
Name Config-State Run-State

dcl-adml Configured Not-Running

dcl-snl Configured Running

4. NIREZ A ERAH BEhStorageGRIDENARSS (HE AT ZIRS EEERAHBEN). BEIEBITU TS

~ .

sudo systemctl reload-or-restart storagegrid

7£StorageGRIDHEZE MK EIE2S
TR E BB 5 _EMYStorageGRIDHER B AR SR8,

BT EEET R LM EERSEAF R EACEStorageGRIDAG KT L .
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"} StorageGRID #FAIEEE"
"k s A0 StorageGRID"
"}E T A& L8 F 0"
"HEOETFE RIS T R
"FEENTPARS 2REE"
"TEEHERARSRER"
"} StorageGRID RZZHHT"
"BEELHNREHTARE"

—_

© © N o o &> w Db

SN EIEER
EAMKREIEETE XA E StorageGRIDRAZFTENFIEE R,
FHAZ AT HFGCHMETEET SHERBBET,
BEANREEREXER. BERUTIE,

p
1. @ AT b Rl AR B IR RS

https://primary admin node grid ip

HE. eI LUBEI%EO844314(R1Grid Managero

https://primary admin node ip:8443

2. BEHRHEStorageGRIDR S, BT R B/~ AT AL E Storage GRIDMEHITIE
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Install
o 2 3 4 5] 6 7 g
License Sites Grid Metwork Grid Modes MTP DMNS Fasswords Summary
License

Enter a grid name and upload the license file provided by Metipp for your StorageGRID system.

Grid Mame

License File Browse
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T fR 0] _E £ StorageGRIDIFRIIES 4
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NetApp® StorageGRID® Help ~

Install

I_ic%nse Sites Grid Network Grid Nodes NTP DMNS Passwords

Summary

Sites
In a single-site deployment, infrastructure and operations are centralized in one site.

In a multi-site deployment, infrastructure can be distributed asymmetrically across sites, and propertional to the needs of each site.
Typically, sites are located in geographically different locations. Having multiple sites also allows the use of distributed replication and
erasure coding for increased availability and resiliency.

Site Name 1 MNew York +

B - |-

3. %EE-F_ﬂ;_o

¥k s StorageGRID
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BEAMILR. BTRAUTIR:

p
1. 7ESitesTUE L. HINIEZETF,

2. FRMEMER, BRERE—NERFESUNMS. ARERERBEMXABERHNIZET. RIEFE
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Install

Lic(énse Sites Grid Network Grid Nodes NTP DMNS Passwords

Summary

Sites
In a single-site deployment, infrastructure and operations are centralized in one site.

In a multi-site deployment, infrastructure can be distributed asymmetrically across sites, and propertional to the needs of each site.
Typically, sites are located in geographically different locations. Having multiple sites also allows the use of distributed replication and
erasure coding for increased availability and resiliency.

Site Name 1 MNew York +

B - |-
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Summary
Grd Network

fou mist specity tha subnets that are used on the Grid Metwand. These enimes fypicaly include the subnets for the Grd MNebwon: for
each 5% N your SloragedRID system. Select Discovar Sdd Networks fo aulomalicaly add subnets Lased on the nebwork.
configuration of all registered nodes,

Hole: You must manualy add any subneds Sor NTP, DNS. LDAP. or glher extornal sarvers accessed through the Gnd Network gatesay,

Subnat 1 10,193,204 G024 ®
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S
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Install
O 0 0 0 - ; 7
Llcensa Sites Grid Network Grid Nodes NTP DNS Passwords
Summary
Grid Nodes
Approve and configure grid nodes, so that they are added correctly to your StorageGRID systemn.
Pending Nodes
Grid nodes are listed as pending until they are assigned to a site, configured, and approved.
| e Appm| | ® Remove Search Q
Grid Network MAC Address Il Name Il Type I Platform 11 Grid Network IPv4 Address ~
© f6:8a36:44:c4:80 det-admi  Admin Node CentOS Container 10.193.204.43/24
46:5a:b6:7a:6d:97 dc1-sn1 Storage Node CentOS Container | 10.193.204.44/24
ba:e5:f7:6e:ec:0b dct-snd  Storage Node CentOS Container  10.193.204.46/24
c6:89:e5:bf:Ba:47 del-gwi APl Gateway Node CentOS Container  10.193.204.47/24
fe:91:ad:e1:46:c0 dcl-gw2 APl Gateway Node CentOS Container  10.193.204.98/24
1 L4

3. BT,
4. EEMREDR. RIEFEECHAUTEENRE.
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Admin Node Configuration
General Settings

Site MNew York ;]
Name dci-adm1

NTPRole | Automatic -

Grid Network
Configuration STATIC
IPv4 Address (CIDR) 10.193.204 .43/24
Gateway 10.193.204.1
Admin Network

Configuration  DISABLED

This network interface is not present. Add the network interface before configuring network settings.

IPv4 Address (CIDR)
Gateway

Subnets (CIDR)

Client Network

Configuration STATIC
IPv4 Address (CIDR) 10.193.205.43/24

Gateway 10.193.205.1

--Site: tbMIA& T RAVIE S R AR .

-Name: ENERLETRNENR, URBENREERPETRHNEM. WEFBIANEET <EEHEE
EHBIR. BERILRIEFEE UL R,

~NTPAE:METRINTPAR, EHEE" B "' MN"EFE" . EEEMENSREEABN A ER
TR, BEEEEITHIZRADC)IRSHEFMHET R, MXT R URABIFFSIPHAHERMNET R, AR
T RISDEE R inA .

BRSNS AT AR RIS E DI NTP e MR — kS ERA— R
(D FILUKIE NTP B, MBS AXAB AR EHATaE, 1o, HEE MERR T AIERE
B NTP AT HRTE I 5 I ELR 043 IR BT OB ) AT 1%,

—-ADCHRSS ((NFRTFAE T =) &R B I RAEMET R @B T EADCHRSS. It ADA ARSS FIERERMIME AR S5 AL



BMATAR. SMhR EBAEDE=NFET RE8ADCHRS. EHBLTRE, &8I ADC ik
SAINENZT =,

. 7EGrid Network™d, RIBFERAUTEMINIZE:
—-IPv4ithiit (CIDR): WM& MLE1E O (A28 BYeth0)RICIDRMLEMINE, a0, 192.168.1.234/240

—-*Gateway: MIIERILEMRX, FI80, 192.168.0.1,

() wREs RRTR. NREM,

@ INRE AR MBECEEE TOHCP. HER T ILRIE. N EREENT = LRSI
b HAERAE BBYIPHILEREDHCPHIsE AR,

- BAMET RECEEENS. BREFEEEENKI D PRNHEMRE.
EFM(CIDR)XAER NI E A ZIMIBBRN BT FM, IREFESITEEFN. WEEEAEEMX.

@ NRENEENWKECEESE TOHCP. HER T ILARIE. NFHERET R LEEE NS
Uk, HEREE BBYIPHILEARIEDHCPHIE AR,

&#&: 3 FStorageGRIDIEE, WIREVIAREHAEFRFEAStorageGRIDIGEREZFELEEIEMLE, ML
AL EERNEEPREBIEMNS, ML TRITUTSE:

a. BWRINEE: MIEREEFD. EEXE: SRENE]. EMENUTEEE/ L9 HHETIEL,
R EMKEHERE]H B RHENAINLE,

WEEX R REMSKPEEEIHEEEEBRANME,

REIEDITIE. AEREFHRERE.

e. EMIREERET: NREBAETRRPIIETZTR. BFEEZT S

f. M Pending Nodes R IB&LE TS 5=,

g FEFTHREHEIE "Pending Nodes" FIIFRH,

h. #INERIUECEE B HME, ENNEEZEE IP BENE LIEENER, WTFEMEE , BEERE
BT ERIg SR SHREMAER TR,

- MRBAMBT REEEZF RN, BREFEEE P NSRRI ERMRE. NREETEF mMN
£, WHRBERAMNX, RERE, EREATREIRINMNX,

o

a o

%% ¥ FStorageGRIDi&HE, INREVIIALEEHA BRI StorageGRIDIGE L EEZFILER P imMLg, N
TAE LM B NEERRER P iHME, MEXAMITUTSE:

a. BWRINLE: MREREEFD. EEXE: SRENE]. EMBENTEEE/LDHHETIEL,

b. EiERE: ELEME[FHZEEH B AEMNAINE,

C. ERFE: FRENSKIPERE|HEE BB BN,

d. REIFIE. AFREHFARTE,

e. EMIEEERET: NREBAETRRPIIETZTR. BFEEZT .
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f. M Pending Nodes R IBRILL T =0
9. FEEFTHREMHIE "Pending Nodes" FlIF&RH,

h. EﬁlAu_ILXEEELéE’Jlﬂ*%O ENNEERER P EENE LRHENER. WTFEMNER , HERE
TR &R EM 4R,

8. B RTF. METRKZEIEEE "Approved Nodes" 13,

NetApp® StorageGRID® Help ~
Install
OO0 00 5 6 7
Llcense Sites Grid Network Grid Nodes NTP DNS Passwords
Summary
Grid Nodes

Approve and configure grid nodes, so that they are added correctly to your StorageGRID system.

Pending Nodes

Grid nodes are listed as pending until they are assigned to a site, configured, and approved.

[ Approve ] | X Remove | Searon Q

Grid Network MAC Address !l MName Il Type 11 Platform 11 Grid Network IPv4 Address v
D f6:8a:36:44:c4:80 dcl-adm1  Admin Node CentOS Caontainer 10.193.204.43/24
46:5a:b6:7a:6d:97 dcl1-sn Storage Node CentOS Container | 10.193.204.44/24
ba:e5:f7:6e:ec:0b dc1-sn3 Storage Node CentOS Container | 10.193.204.46/24
c6:89:e5:bf:8a:47 dcl-gw1 AP| Gateway Node  CentOS Container  10.193.204.47/24

fe:91:ad:e1:46:c0

dcl-gw2

API Gateway Node

CentOS Container

10.193.204.98/24

O. WEHENSMIENB T REEDSE1-8,

BT EMRRFRNFAE T R, BR. EUERE RE TE LI "RX"ZakERE 2t Tm. &
EAEHUENMET RNEE. FREERREH. AREEHRE.

10. fLESMEHSE. BET—%,
FEEStorageGRIDFINTPHR S 281X 41 B

T #EAEI I StorageGRIDARIEENTPELEE E. UWEBEEAEIRS 28 _ EHITRVIRER LUR
FREY,

AT BALEHINBYELRS R, RS Stratum 3 ESRARNTE M IMEINTPARS 25 E,
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TEREF4 StorageGRID ZZI5E SN NTP JREY, i5777E Windows Server 2016 Z EiRY
(D) Windows ks A Windows Bl (W32Time ) BEZS. SEBRRAHIWindows. ERYBSiIERSS T
5. Microsoft RSz 3F7E B R BT ZIAIIF 15 (80StorageGRID)FEA AR SS

SMEBNTPRRSS 22BN EC T EENTPA BT R ER.

@ FRIHEMZRTERELIZRREBA. TEBANTPRRSSENE—IR, BERELD A LUEIMNEKN
B EEWEIFE—INTPARSS 28,

FIEENTPIRSZ 22, BT E:

FTIE
1. EIRSZ 231 EIRSZ 284X AHER. IBEEE /DI PNTPARSZ 2589IPHEAE,
2. NAEKE., BRTFRE—IFBEEZLNMS LUANEZRS#EE,

NetApp® StorageGRID® Help ~

Install

@' @ @ o 6 7 8

License Sites Grid Network Grid Nodes NTP DNS Passwords Summary

Network Time Protocol
Enter the |P addresses for at least four Network Time Protocol (NTP) servers, so that operations performed on separate servers are kept in

syne.

Server 1 10.193.204.1
Server 2 10.193.204.1
Server 3 10.193.174.249
Server 4 10.193.174.250 o
oo [ EZIEE
3. %EE-F_ﬁo

5 € StorageGRIDAIDNS AR S 22 1F (= B
T fRYNMA ;9 StorageGRIDAZ B DNSARSS 280
&I StorageGRIDAFIEEDNSE 2. LUERT LU AN MARIPHINE AR SMEBARSS 28-

e

BT EEDNSARS 2REE, ErI LT B FHBE @ AN FINetApp AutoSupport®;H SR ER T RE % (FFQDN)
FHR, MAZIPHILL, NetAppBiNE/MEE RN DNSARSS 25
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(D 1oz DNS IS8, WEIEMAMEE S M EREA LITEA XRS5 3.

BIEEDNSHRSBESE. IBTRAU TSR

pg
1. 7EARS2B1CAME. FEEDNSARSS 83A9IPHELE,
2. MARE. BRERE—IFEZINMS UIRNE SRS,

NetApp® StorageGRID® Help ~
Install
00 0 0 0 0 - ;
License Sites Grid Network Grid Nodes NTP DNS Passwords Summary

Domain Name Service

Enter the IP address for at least one Domain Name System (DNS) server, so that server hostnames can be used instead of IP addresses.
Specifying at least two DNS servers is recommended. Configuring DNS enables server connectivity, email notifications, and NetApp

AutoSupport.
Server 1 10.193.204.101 »®
Server 2 10.193.204.102 & X
(e IE
3. BET—%,

5 E StorageGRIDRI R S5 HS
T RRONMAEIT I B A B D AR A AR B IEroot FH P 23 R 4R 1 StorageGRID & 4%,
Eig N TRIFStorageGRIDAFZNERT. 1BIRBLUUTH BigfE:

p

1. EEBEZTEIEEFR. WAEXStorageGRIDAZNMIEHINIRHNEEZIBAEE, TR HERIERERE
I E,

2. EWINECERIEIZED. EfANEETERE,
3. EMIEEIEroot AP BRI, BN LlrootF P S 1415 R Wi B 12 P A2,
4. 7THfiAroot IR ZIE . EMEANEEIEREE,
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NetApp® StorageGRID”

Install
O © © 0 © o :
License Sites Grid Metwork Grid Modes NTP Passwords Summary
Passwords

Enter secure passwords that meet your organization’s security policies. A text file containing the command line passwords must be downloaded
during the final installation step.

Provisioning ssssEEen
Passphrase

Confirm (ITTITT Y]
Provisioning

Passphrase

Grid Management sssseEEE
Root User
Password

Confirm Root User ssssseee
Passwaord

W Create random command ling passwords.

O MNREEREME LUHITIIRIIETCET. BEUHEZE S RN s S1TEEED,

MNFEFEE, HTFR2RE, MEAERBIIERE, NREEERRIAREE I rootaadmintk~ Mas<
TR T R BEUHIER{OER T ERMEN IR <1 TEIED,

BFREETIH ENRED, RABRTETEMERGFEXY (sgws-recovery-

packageid-revision.zip)o BT FHEUXHA GETR TS, BT IHRRFNEBEE
EMERGFEXHPHXHH Passwords . txt o

6. BET—%,
MELREH e StorageGRID &4
T RIS IE AR AL B 15 E H 5T StorageGRID R 211 12,

BWRZERIITN. BFAEECRANREERES. BRRBUTIERE:

p
1. EEWEHE,
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NetApp® StorageGRID® Help ~

Install

o—0 0 0 0

License

Summary

0—O0

Sites Grid Network Grid Nodes NTP DS Passwords Summary

Verify that all of the grid configuration information is correct, and then click Install. You can view the status of each grid node as it installs. Click the
Modify links to go back and change the associated information.

General Settings

This is an unsupported license and does not provide any support entittement for this product.

Grid Name

Passwords
Networking

NTP

DNS

Grid Network

Topology

Topology

Morth America Modify License
StorageGRID demo grid passwords. Modify Passwords
10.193.204.101 10.193.204.102 10.193.174.249 10.54.17.30 Modify NTP
10.193.204.101 10.193.204.102 Modify DNS
10.193.204 .0/24 Modify Grid Network
MNew York Modify Sites Modify Grid Nodes

dcl-adm1  dcl-gwi1 dctgw2 dcil-sm1  dci-sn2  dci-sn3

o I

2. WIFFrEMRECEE SRS IER. ERBERR LMESEHEREHBIEEMER,

3. BERRE,

MRGEABARBNEREL S, NLEREREN, %1 RNBARLE MR
()  susszFEmE. NREEET. BREREEI TN FRFNTEENR. 5%
HES, BEE NEREARE",

4. B #HDownload Recovery Package.

ARFEIRER, MERNBIRIEEN, RERRTETRHIMERGTEXN (. zip(FHBINERILURRIE 4
AR, B FHMERGEX . UEE— TSR TI R A ERIER R E StorageGRIDR S,

HRINERTLRBX AR . zip « AERRBEFREER LS. JRIUMUE,

@ MEBXHLTZERF, RAEBEERATM StorageGRID RFTIREVEIERI NN Z TR Z

N

5. 3%#%1 have successfully downloaded and Verified the Recovery Package File (3X B RIH T i I8IE MR E X
HEXMH)ED. AEEEHNext (F—F)o
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Download Recovery Package

Before proceeding, you must download the Recovery Package file. This file is necessary to recover the StorageGRID system if a failure
OCOUrS.

When the download completes, open the zip file and confirm it includes g "gpt-backup” directory and a second zip file. Then, extract
this inner zip file and confirm you can open the passwords.td file,

After you have verified the contents, copy the Recovery Package file to two safe, secure, and separate locations. The Recovery Package

file must be secured because it contains encryption keys and passwords that can be used to obtain data from the StorageGRID
system.

€ The Recavery Package is required for recovery procedures and must be stared in a secure location.

Bownload Recovery Package

[T | have successfully downloaded and verified the Recovery Package file.

IIRREMEHITH. NWSITARERSHE, LIEETESTMNET REREHRE.,

Instataton Status

Wieceasary, you may & Dovnload Fie Recomry Package fie again
Q
Haime I Site i1 Grid Hatwork [Pvd Addimss ¥  Progiss It Stage ]
deraomt sua 7254 2152 D 5oty sorces
serat Siet 172 1642181 I
detat Site 172164 21T ™M Waiting for Dynastic 1P Sérvice pears
o ding hothr -
oetald Sited 172 16.4 21821 | Dlownloading hotfx fram primary Admren if
noedad
s i T 5 Downloading hotfx bam peimary Admn il

naagded

AT MRS T R ERARISTR T R AT, T AN SRR E RTUHE,
6. rootFl P SHEREERERIEEENTEE RIIMEEIEES,

7£StorageGRIDHFHLKEN T3 =
7 f#StorageGRIDH R T VALK 120

BT RARIIEZSIREH VMware TT RBIARESIERE. ERITRINT RARZAL. BB HRRIEEN
EBIRPMX . ARBEIGUIETTHER.

[root@hostl rpms]# rpm -Uvh StorageGRID-Webscale-Images-*.rpm
[root@hostl rpms]# rpm -Uvh StorageGRID-Webscale-Service-*.rpm

MTE. ERILUET GUISKEHT TR R0

TR-4904:. {{EHVeritas Enterprise Vaultfii & StorageGRID)
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Nk R PR AL & StorageGRID & 7Y
T fi#Veritas Enterprise Vaulti{a{# fH Storage GRID{EA Kk MR S B9 £ BE1Z1% B 1T

RELEIER T4 T ENetApp®StorageGRID®EZ & /3 Veritas Enterprise Vault =72 BATAL B, Lthib. ENAE
T 9NMaITE R VRE (DR)ERZ T B & StorageGRID LA IR 4 R B fE %12,

StorageGRID /3 Veritas Enterprise Vaultigft 7 — PN 5S3%BNAE=FH Eir. TEIRESR T Veritas Enterprise
VaultF1StorageGRIDZE#4),

II‘['" HLE BERVERS ==

Windeows Slumgehnur

n
e Mew )

rl/-" EMAILIMEFSADING

b

sl Exchange

o

HCL Doming
\_' hed

T |: StorageGRID" '

Veritas Enterprise Vault™ 53 Primary Storage

B+ COHTENT _\_\I
SOQURCES
oGO

"_-.Gﬂ?
o9 = - O
I\-ﬂ@iﬁv"".

A

MEIRERIEMESR
BTHEXEXHEPRREENESER, BEFUT M / 5Mh:

* NetApp StorageGRIDX () https://docs.netapp.com/us-en/storagegrid-118/
* NetApp StorageGRID3z#5 https://docs.netapp.com/us-en/storagegrid-enable/
* NetAppr=mmX 4 https://www.netapp.com/support-and-training/documentation/

fid & StorageGRID#1Veritas Enterprise Vault

T FRUNMAISCfEStorageGRID 11.58 B mhi A< LA Kz Veritas Enterprise Vault 14.134 & S hkds
HNERAE,

A E ISR E T StorageGRID 11.58Enterprise Vault 14.1, 3 F—XE N, FEHSIWRPIE. StorageGRID
11.5F1Enterprise Vault 14.2.23#17 2 REEN(WORMME X ZfiE, BRXXLENNEZIFMERE. SN
"StorageGRID 14" TIE 3 Hx & StorageGRIDE %,
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https://docs.netapp.com/us-en/storagegrid-118/
https://docs.netapp.com/us-en/storagegrid-enable/
https://www.netapp.com/support-and-training/documentation/
https://docs.netapp.com/us-en/storagegrid-118/
https://docs.netapp.com/us-en/storagegrid-118/
https://docs.netapp.com/us-en/storagegrid-118/
https://docs.netapp.com/us-en/storagegrid-118/
https://docs.netapp.com/us-en/storagegrid-118/

fic & StorageGRIDFVeritas Enterprise Vaultfaiig &4

* T£{E 8 Veritas Enterprise Vaultfit & StorageGRIDZ 8. BIIEL FHITR SR 4!
(D) HMFWORMEEIRHE). BEFEFIStorageGRID 1. 55 BEHRA
* B&L % Veritas Enterprise Vault 14. 1508 S k4o
(D HFWORMEHAIRME). BEEnterprise Vault 14.2. 25 BEARA

* BRRFEMEANFEEE. BXIFHAEE.
* BliEStorageGRIDFAF. HNETA. VEZEBMEEDER.

* BelIEStorageGRID 7 # F#igsin m(HTTPEXHTTPS),
s NRFEABEZILP. 1555 StorageGRIDEE ZCAIEBRMEI 7RSS 28, BXIFAEE, BE2Lt

"Veritas®lIREXE",

* EMFHN ARG FAEECE X 4 UERRFREHER AT 2.

=8, FEENI "VeritasFINESE",

{3 Veritas Enterprise Vaultfid & StorageGRID

E{§ Veritas Enterprise Vaultit & StorageGRID. E5ERA T HE:

P$IE
1. BTpEnterprise Vault BIBiEHI &

& tepne vaur
i s Aton  View Feesde Tood  Windew el
s aE 0 BaE Em a>mpam
| 3 Cormuie oo F—
iEl Frtorgrne I} Dirncneny o SCEVSES

-

&2 (Veritas Enterprise VaultEI2$55) o

¥ Entermies v

fFla0NetApp StorageGRID, B *i¥4f
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https://www.veritas.com/support/en_US/article.100049744
https://www.veritas.com/support/en_US/article.100049744
https://www.veritas.com/support/en_US/article.100049744
https://www.veritas.com/support/en_US/article.100049744
https://www.veritas.com/support/en_US/article.100049744
https://www.veritas.com/support/en_US/article.100049744
https://www.veritas.com/support/en_US/article.100049744
https://www.veritas.com/support/en_US/article.100049744
https://www.veritas.com/support/en_US/article.100049744
https://www.veritas.com/support/en_US/article.100049744
https://www.veritas.com/support/en_US/article.100049744
https://www.veritas.com/content/support/en_US/article.100039174
https://www.veritas.com/content/support/en_US/article.100039174
https://www.veritas.com/content/support/en_US/article.100039174
https://www.veritas.com/content/support/en_US/article.100039174
https://www.veritas.com/content/support/en_US/article.100039174
https://www.veritas.com/content/support/en_US/article.100039174
https://www.veritas.com/content/support/en_US/article.100039174
https://www.veritas.com/content/support/en_US/article.100039174
https://www.veritas.com/content/support/en_US/article.100039174
https://www.veritas.com/content/support/en_US/article.100039174
https://www.veritas.com/content/support/en_US/article.100039174

2. FEENEFEHETBFNEMESIX. BAEFMEANGFR. AREFENNERE. AREESXHEERE
;. EiEE[Partition (5 X)]o

B treprse b - o »
@ Fis dion View Feede Tooh  Windes  Hels
e s OUXEes Bm AGB& =g aO®
f.i-':.”“'ﬂ'i'm'. I Hame Descngten
b '“ Enlmcius Yol [ Paemdiom Standard Yaul Stove paminoeg
- ua"’m""“;ﬁﬂr [ St Fatitmms Semat Fartitscers stusrm sy thor demrrs that mats® the tazp s b e
v G SO
@ Tegets
LR Cliert Aziimi
1 P
B Lnierpse wus Seveee
B Arcrives
-.-:E\-‘-.-H"Sdnlliml.p
w g FRMISGT
B rues
B Fuiod
~ K FerRe
T E - e - .
T T
" jecring
Wi Herm
B§ Persora Soo i L

i Inenmons Aufreah
D Ertmpne Uit Cimdi

L1 ¥

3. IREBHEDXONERSHITIRE. MEMEETHREH, %EFENetApp StorageGRID (S3), B F—%,

MNew Partition x

mﬁwﬁ;meﬂutmwwwm#
Storage bype:

e S iiD. 6ol >
Storage descripbon:
'ﬁwm:mhqﬁéﬁmﬁﬁd

VERITAS
For essential information regarding the support of these devices, see
the Enterprse Vault Compatibility Charts,

4. {R#5%F"Store Data in WORM Mode Using S3 Object Lock"(fFAS331 & B FEWORMIE R F12E 1R )i%
Iﬁo %EE-F_ﬂ%o
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Mew Partition

How do you want Enterprse Vault to store data in the Netipp
StorageGRID (53) budker?

[Cistare data in {ORM made using 53 Obgect Lodd
Cick Help for more information

ot [ ] [ on | | e |

- EEERETE L. REUTESR:

° J5IR)Z A 1D
° WEZILIE)ER

° REFNATR: HHREIETEStorageGRIDHEZE AV T1 2 F 28 = (LBE)iw O (l90\https . //Data

<hostname>: <LBE_port>)

o TFEDERBIR: FLRIENBIRFEMED IR TR, Veritas Enterprise Vault R 2 82 1FE5 ERo

° FEDEXIE: us-east-1 ARRIAE.

MNew Partition

NetApp StorageGRID (53) connection settings
Setting i Value .
) Access key ID SKAZXHHIS08932...
Y Bucket access type Path
3 Bucket narme object-lock-exam...
£ Bucket region us-east-1
&5 Log level Mo logging
£ Read chunk size (MB) 5 -

[ R | [ e Modfy
Descripbion

VERITAS Enter the gesgrashical regan where the budket s ceated,
= G | [
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6. EIHF5StorageGRIDTEET ERAVIEIE. BREMH, WIDEENIXI2EMIN. BE"OK(HE). REE
TH"Next"(F—%).

MetApp StorageGRID {53} connecton setiings
| Setting Value A |
| &% Access key (D SKAIHHIS0BS3Z...

Enterprise Vault b4

o Metdpp StorageGRID (53) connection test succesded.

7. StorageGRIDAZ1FS3EHIBE. N TRIPWR. StorageGRIDFER S EEMEHEE(ILM)MNIEEEE
RIPAE-Z MBI R, 3%EFEWhen Archived Files Existing on the Storage (1% L7773 R4S 4 EY)
EI. SR EENext (F—F),

MNew Partition x

Enterprse Vault seores the archived iems n the 53-compliant
storage at the configurad stan intenval.

(C) When ardhived files are replicsied on the storage

(8 When archived fles sxst on the storage

Confiqure parttion scan nierva o 60 = minutes

VERITNS

= e

8. WiHHENE EMER. AEREHETM.
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New Partition x

You have now entered al the information required to create the new
Vault Store Partition:

Vault Store Partrbon A

Mame: storagegrid

Description: Partibon of Vault Store FEAVSPer{

Storage: Metdpp SterageGRID (53)

Service host name: hitps: [fegsltl-gd 1.spdemo.neta

Bucket name: abpectdock e xample

Bucket regon: et

Bucket access type! Path

Storage clase: 53 Standard W

VERITAS . :

Click Finsh to oreate the new Partition.

T o

9. RRINBIEMINEEDXG. &R LATEL StorageGRIDIEAEFMEMI UL FIEPEFS. EREMIEFRHIE.

Mew Partition X

The new Vault Store Partition has been successfully oeated and s
ready for use.

VERITAS

ek men | [T

FWORM7Zi#AC & StorageGRID S3% R il E
T FRA{A{E R S &R B IWORMIZ(EAD & StorageGRID,
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FIWORM7EfAEC & StorageGRIDAYHIIR &4

FFFWORMIESE. StorageGRIDEHSIIHRBERFENRLUF R SRR, XEE[FEFStorageGRID 11.5
HESARA. HARSINTSIMRBIERRIADERREINGE, Enterprise VaultiRFEE14.2 25 E S,

fid & StorageGRID S3X & 5iE EIA D ER R EE
EfigE StorageGRID S3XRBERIANDERRE. BERUAT T E:

p
1. 7£StorageGRIDIF EIE2EH. BIRTFMIR. AEBEHS:

Create bu

o Enter details

Enter bucket details

Enter the bucket's name and select the bucket s region

Bucket mame ﬁ

ul:lm*:l-lal:l-.—:-ampll:'{

Reglon B

Lis-aa%t-1

2. ¥EFEnable S3 Object LockiEI. FAfGE8 TiCreate Bucket.
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= o -
t’__J Ente tetails o Manage object settings
M 1

Manage object settings

Ohject versioning

Enable object wersioning If you want to Store every Yersion of each object in This bcket. You can then retnese previous versons of an

object as nesdad,

n Oibgect versloning has been enabled automatically because this bucket haz 53 Object Lock enabled

53 Object Lock

53 Object Lock allows you to specify rétention and legal hold settings for the objects ingestéd into a bucket, if you want to use 53 Object

Laeh, Yol must enable this setting when yau creats the bucket. Yau cannat add or disable 53 Object Lock after & buckst ks cieated

1T 53 Object Lock Is enabled, object versioning it enabled for the bucket automatically and cannot be suspended.

Enable 3 Object Lock

S m

3. pIREFMENRE. MEREEFESBRUBEFMESRIAT. EFF"S3 Object Lock"(S3ITRUTE) FHLED,
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K abfeci-loch-snample
Regiom us-east-l
S¥ ivhject Lath Enabies
Dale cressert 2073 -06-34 14A4:54 PET
Yy Buchet costerss 1 Dvprrmenial 55 Comcie E
Budeet options Bucket access Platfonm services
Canskstency level P alferriesis-wr i | de L] (¥
Last aLoess time updates it L
Dbject vervioning Enatriest v
53 Object Lock Enaisedc b

53 Digect Losth slbawes yiris B s iy remsemsdion oriel iegled B ki sediie g for the ofSbects mpesied avima bucket. i viu mantiooes 53 0bpect Lad b, vhm mrst enpbis {1y seming whes, yoiosamie the bscke. Yoo Gennol malie s
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