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# Recommended Cassandra setting: CASSANDRA-3563, CASSANDRA-13008, DataStax

documentation

vm.max map count = 1048575

# core file customization

# Note: for cores generated by binaries running inside containers, this
# path is interpreted relative to the container filesystem namespace.

# External cores will go nowhere, unless /var/local/core also exists on
# the host.

kernel.core pattern = /var/local/core/%e.core.%p

# Set the kernel minimum free memory to the greater of the current value
or

# 512MiB if the host has 48GiB or less of RAM or 1.83GiB if the host has
more than 48GiB of RTAM

vm.min free kbytes = 524288

# Enforce current default swappiness value to ensure the VM system has
some

# flexibility to garbage collect behind anonymous mappings. Bump
watermark scale factor

# to help avoid OOM conditions in the kernel during memory allocation
bursts. Bump

# dirty ratio to 90 because we explicitly fsync data that needs to be
persistent, and

# so do not require the dirty ratio safety net. A low dirty ratio combined
with a large

# working set (nr active pages) can cause us to enter synchronous I/O mode
unnecessarily,

# with deleterious effects on performance.

vm.swappiness = 60

vm.watermark scale factor = 200

vm.dirty ratio = 90


https://imt.netapp.com/matrix/#welcome
https://imt.netapp.com/matrix/#welcome
https://imt.netapp.com/matrix/#welcome
https://imt.netapp.com/matrix/#welcome
https://imt.netapp.com/matrix/#welcome
https://imt.netapp.com/matrix/#welcome
https://imt.netapp.com/matrix/#welcome
https://imt.netapp.com/matrix/#welcome
https://imt.netapp.com/matrix/#welcome
https://imt.netapp.com/matrix/#welcome
https://imt.netapp.com/matrix/#welcome
https://imt.netapp.com/matrix/#welcome
https://imt.netapp.com/matrix/#welcome
https://imt.netapp.com/matrix/#welcome
https://imt.netapp.com/matrix/#welcome
https://imt.netapp.com/matrix/#welcome
https://imt.netapp.com/matrix/#welcome
https://imt.netapp.com/matrix/#welcome
https://imt.netapp.com/matrix/#welcome

# Turn off slow start after idle
net.ipv4d.tcp slow start after idle = 0

# Tune TCP window settings to improve throughput
8388608

8388608

4096 524288 8388608

4096 262144 8388608
net.core.netdev _max backlog = 2500

net.core.rmem max

net.core.wmem max

net.ipvé.tcp rmem

net.ipvé4.tcp wmem

# Turn on MTU probing
net.ipvé4.tcp mtu probing = 1

# Be more liberal with firewall connection tracking
net.ipvé4.netfilter.ip conntrack tcp be liberal =1

# Reduce TCP keepalive time to reasonable levels to terminate dead
connections

net.ipvé4.tcp keepalive time = 270

net.ipvé4.tcp keepalive probes = 3

net.ipvé4.tcp keepalive intvl = 30

# Increase the ARP cache size to tolerate being in a /16 subnet
net.ipvé4.neigh.default.gc threshl 8192
net.ipvé4.neigh.default.gc_thresh2 = 32768
net.ipvé4.neigh.default.gc thresh3 = 65536
net.ipvé6.neigh.default.gc threshl = 8192
net.ipv6.neigh.default.gc _thresh2 = 32768
net.ipvé6.neigh.default.gc thresh3 = 65536

# Disable IP forwarding, we are not a router
net.ipvé4.ip forward = 0

# Follow security best practices for ignoring broadcast ping requests
net.ipvé4.icmp echo ignore broadcasts =1

# Increase the pending connection and accept backlog to handle larger
connection bursts.
net.core.somaxconn=4096

net.ipvé4.tcp max syn backlog=4096
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RHEL

RHEL hixZs RIRAZhRES RAZER P ELR AR

8.8 (BEFHA) 4.18.0-477.10.1.e18_8.x86_64 kernel-4.18.0-477.10.1.el18_8.x86_64
8.10 4.18.0-553.e18_10.x86_64 kernel-4.18.0-553.e18_10.x86_64
9.0 (BEFA) 5.14.0-70.22.1.el9_0.x86_64 kernel-5.14.0-70.22.1.el9_0.x86_64
9.2 (EFH) 5.14.0-284.11.1.el9_2.x86_64 kernel-5.14.0-284.11.1.el9_2.x86_64
9.4 5.14.0-427.18.1.el9_4.x86_64 kernel-5.14.0-427.18.1.el9_4.x86_64
9.6 5.14.0-570.18.1.el9_6.x86_64 N1Z-5.14.0-570.18.1.el9_6.x86_64
Ubuntu

“EE: *WUbuntuhkZ<18.04F120.04M921H B F . BERFRRZSFMIBR,

Ubuntuhis  &IRAZMRZ RIZER LB TR

22.04 1 5.15.0-47-3&F linux-image-5.15.0-47-generic/jammy-updates
« jammy-security. now 5.15.0-47.51

24.04 6.8.0-31-generic linux-image-6.8.0-31-generic/Noble. Il{£/96.8.0-
31.31

Debian

7. DebianfRAENMBIXIFHEFA, KERKREFHIER.

Debianhiz s RIERIZhRZA WIZR BB R
1 (BEFR) 5.10.0-18-amd64 linux-image-5.10.0-18-amd64/stable. I}

7£795.10.150-1

12 6.1.0-9-amd64 linux-image-6.1.0-9-amd64/stable. IL1E
596.1.27-1
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sudo 1n -s /etc/apparmor.d/<profile.name> /etc/apparmor.d/disable/
sudo apparmor parser -R /etc/apparmor.d/<profile.name>

* il *

sudo 1n -s /etc/apparmor.d/bin.ping /etc/apparmor.d/disable/
sudo apparmor parser -R /etc/apparmor.d/bin.ping
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* "RHEL #9115 /etc/sysconfig/network-scripts"
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1ls -1

$ 1s -1 /dev/disk/by-path/

total O

lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:00:07.1-ata-2 -> ../../sr0
lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:0:0 ->
../../sda

lrwxrwxrwx 1 root root 10 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:0:0-partl
-> ../../sdal

lrwxrwxrwx 1 root root 10 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:0:0-part?2
-> ../../sda2

lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:1:0 ->

../../sdb
lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:2:0 ->
../../sdc
lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:3:0 ->
../../sdd

BT RENERZIBFIARE

NEMREBREDIRGTFATR, LUEHHE StorageGRID ZEFARFLIFTIZ, WMRERISEMEIZRZHREF
RopiEF iR HZEEES. WA LERXHEF alias FE /etc/multipath.confo

a0
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multipaths {

multipath {
wwid 3600a09800059d6df00005df2573¢c2c30
alias docker-storage-volume-hostA

}

multipath {
wwid 3600a09800059d6df00005d£3573c2c30
alias sgws-adml-var-local

}

multipath {
wwid 3600a09800059d6df00005d£f4573c2c30
alias sgws—adml-audit-logs

}

multipath {
wwid 3600a09800059d6df00005d£5573c2c30
alias sgws—-adml-tables

}

multipath {
wwid 3600a09800059d6df00005d£6573c2c30
alias sgws-gwl-var-local

}

multipath {
wwid 3600a09800059d6df00005df7573c2c30
alias sgws-snl-var-local

}

multipath {
wwid 3600a09800059d6df00005df7573c2c30
alias sgws-snl-rangedb-0

A EAR B FEREEBEEN LB RPERNRIZE /dev/mapper. X#F. SHEEHAEIFIRE
FRIEEREFHEEN. ERMAILEE —MET RGBS FIEIERIRA R,

NRBIGEHZF L5 StorageGRIDT Rt B HERIREMEIIZEF ZE8E. WAILIERE N LEIEHRE
RFo letc/multipath.conf S/FHREES DN LERAENS R 5| ZEFMEENT, ERIBHRERENZE
BESTERSIEFME LUN B3IRHR, XEFETIEE, BN

O  PsDocker BRI BIIE SIS, ERRITAR, Dockerl§S— 1 BH5IEH
EES

L ERERRI RS

TR B

* T RASIBEX"
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LB R 25| EEZMESE (Linux)

f£% % Docker 8 Podman &255|E 221, ERAIEFERIINUEFEEHIEHT,

@ Eﬁi‘iﬁﬁDockerﬁ%1’F%$’R1¢§B§E’\J?§%§§Igo TEAREhRASH. DockerF# 53— 1A 2851 FEH

@ “Linux"#§892 RHEL. Ubuntu 3¢ Debian Z0E. BXZZIFhRAEBFIR, 155iH "NetApp Big(E
MRIE (IMT) "

KXTFULES
NREHLIRIRER T Docker 8 Podman #i#%, HEFHNIX EBEBHNAIRATE, WP U TSR

* Podman:. /var/lib/containers

* Docker: /var/lib/docker

p
1. ERRIINEEFEE LSBRXHRS:

RHEL

sudo mkfs.ext4 container-engine-storage-volume-device

Ubuntu g} Debian

sudo mkfs.ext4 docker-storage-volume-device

2. EHRRSEEMHES:

12
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RHEL
° ¥¢F Docker :

sudo mkdir -p /var/lib/docker
sudo mount container-storage-volume-device /var/lib/docker

° 3tF Podman :

sudo mkdir -p /var/lib/containers
sudo mount container-storage-volume-device /var/lib/containers

Ubuntu g Debian

sudo mkdir -p /var/lib/docker
sudo mount docker-storage-volume-device /var/lib/docker

° 33 Podman :

sudo mkdir -p /var/lib/podman
sudo mount container-storage-volume-device /var/lib/podman

3. BARFHEEIREIEZBIFRME /etc/fstab,
° RHEL: BasFiEE18%

° Ubuntu 3§ Debian: docker-storage-volume-device

S B HRFEE R AN ERBEE B MENEH.

Z 34 Docker
StorageGRIDA LBl LUIERNB 2K STE Linux £iE1T.
* 7£79 Ubuntu 2% Debian &#StorageGRIDZ 81, &A% % Dockers

* WNRITIEIFEA Docker B2551E, BIRBLUTTBELRE Docker, M, %% Podman o

@ ;’EES'Z?%JI%DockerﬁﬂT’Eémi’XTfF*E‘B%E’\J@%%%I¥o TERKhr A, Dockerit A — 1228512

PIE
1. RBBERTEM Linux MRZASA9IHBEZR 3 Docker o



@ WNRIZH Linux D EIRAEE Docker , f&BILIM Docker Mg FEE

2. BTN 62, WIREBAFBEN Docker :

sudo systemctl enable docker

sudo systemctl start docker

3. WAL T SHIAEEREFNHARZASAY Docker :

sudo docker version

& P i BRSS SR hR AN 5109 1.11.0S E S hinso

23 Podman

StorageGRIDZSHEANBBETIETIT. MREEZFFER Podman B2851%, FIREBUTHERE Podman,

N, %% Docker o

S
1. RRIER FEB Linux kkZAsB9i# BBZ 2 Podman #1 Podman-Docker o

@ T2 Podman BY, EIRATEE Podman-Docker 2048,

2. MANLUT®E, WINEEZEFRER Podman #1 Podman-Docker s :

sudo docker version

@ 813 Podman-Docker 3048, &R LUERR Docker 85,

& P IR ARSS 2RhR A 451 93.2. 3T B AR 2o

Version: 3.2.3

API Version: 3.2.3

Go Version: gol.15.7

Built: Tue Jul 27 03:29:39 2021
0S/Arch: linux/amdoc4

BXES
"ECE EAFE"
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Z 4 StorageGRID EH1ARSS (Linux)

1R
JAN

B LUERE S EIRIER LB AStorageGRID B K L4 Storage GRID EHARSS -

@ “Linux"#5H#9:2 RHEL. Ubuntu 8¢ Debian 8f&. BXZFRERTIER, B "NetApp BIE(F
HRITHR (IMT) "
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RHEL
&R LAER StorageGRID RPM {4+ B &% StorageGRID EH1ARSS.

KXFULES

TR BN M RPM BB REENARS . BE. EHrIUERREIE e S BIDNFF(ERE
TTHIRITIZ R ERPMEL, S IIEMAT Linux BIERSHY DNF FAEEZENER.

p
1. ¥ StorageGRID RPM BB EHZIS N EN, HEEEHZ=FME LA,

g, BEMEZERT /tnp. UEE F—FHREATOGS,
2. LA root BASEA AR sudo NRAMKFAZEREIENEN, ARKEEIMFZITUTHS:

sudo dnf --nogpgcheck localinstall /tmp/StorageGRID-Webscale-Images-
version-SHA.rpm

sudo dnf --nogpgcheck localinstall /tmp/StorageGRID-Webscale-
Service-version-SHA. rpm

(D  cuRrzzmgnte, AEBRERSRE,
(D) NRERREEREEMSMIBRED /p, HERHLURREERNERZ,
Ubuntu 5{ Debian

&) LU#ERStorageGRID DEB 29 Ubuntu 8§ Debian &% StorageGRIDEHARSS

KTUAES

AR REBANT BN M Deb MR REENARSS. HE, EHERIUERAREIFEESH APT FiEEZETTH
EZIE%R % Deb MR, BEIERT Linux B21ERSH APT ZAEEREA.

p
1. & StorageGRID Deb R4 BEFIZIG NN, HEHEHZ=FME LR,

g, BEREZEERT /tnp. UEE F—FHEATOSGS,

2. LA root HAHEAERE sudo WRMIKFEREIBDEN, ABRBITUTH L,
TWRNEREREE. AT service BRE ~images WHFE, MIREFREEHRETUIMNER
B /tmp, BB URREERNRER,

sudo dpkg --install /tmp/storagegrid-webscale-images-version-SHA.deb



sudo dpkg --install /tmp/storagegrid-webscale-service-version-
SHA.deb

E% % StorageGRIDB Z A, #7i5%EE Python 3, X “sudo dpkg --install
@ /tmp/storagegrid-webscale-images-version-SHA.deb' B 2|{& e iR /S, <A
K

(e}

A
=
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