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{E A Astra Trident

HEETFTR

KubernetesSeB¥ RRVFRE TIET &R IIRENSHEE NPodECEN S, EEFTFTR. &
AURIE AN F R ENFSEISCSIT A,

ERRIENTER
MRBASFERARDIEF. NNZENFSHISCSIT A,

NFSTH

NREFERANEU TR, BEENFSTEA: ontap-nas, ontap-nas-—economy, ontap-nas-
flexgroup, azure-netapp-files, gcp-cvs

iSCSITA
NREBEANEUTH S, BLXEISCSITA: ontap-san, ontap-san-economy, solidfire-san

() BABRT. BkEAIIRedHat CoreOSREENFSFISCSI,
T RRS A
Astra Trident= = B & NIT REE A LUE1TISCSIZINFSARSS .

@ TRRSZIAIRFNEA MRS . BLERIERSEERIE. k. NREERIAIIRS.
M ERIES R KMo

BEEMH
Astra Trident2 AT REVEZHLIRRRMBIRSS. BEEEXLESM. BE1T:

kubectl get event -A --field-selector involvedObject.name=<Kubernetes node

name>

BEEXIAIRS
Astra TridenttRiR A TridentTs RCR EREB I T RBARRS. BEEEAIBIARSS. 51E1T!

tridentctl get node -o wide -n <Trident namespace>

NFS volumes

FERERATEMNRERANGSLENFSTE, HRNFSIRSBERBhIREIEEN.



RHEL 8+

sudo yum install -y nfs-utils

Ubuntu

sudo apt-get install -y nfs-common

(D RENFSTAREMEHTABA. MR EEEHESNEAN,

iSCSI &

Astra Tridente] LABoh2ILiISCSIEiE. FHELUN. M ZREFKE. WEHATERAUHIEEEHEIPod,

iSCSIB R EEIhEE
FFTFONTAP Z4:. Astra TridentB R HIE1T—/XISCSIBFKEBE. LUE:

1. *HaRE PR R RYISCSIZIE RS HATRIISCSIZIER T,

2. BARERES S HRTRSHITIR. UHMEFRFRIBE. Astra Tridentr] HEBE M UARIRAIIE S RIBY
8o

3. FEERITEE A HEIE HRIISCSISIEREME NFAEMISCSISIEIRE

@ BHEEFENHEM TP trident-main fHNHDemonset Pod_ LA 2. EEEFHE. #I91E
%8 debug TEAstra TridentZZEHBI& & A "true"s

Astra Trident iSCSIB &S ThaEB BN T A LE:

* EMZEZREER 2 ERIRER ERMRIATHIZITTAREEMISCSIRIE, MRKIFEIT. NAstra Trident=
Z&Eo%. AEEITHEUEHREILISIIPIEE,

Bt UIEAETRREIREISR F IR T CHAPEISE. TOMIANTIT T i, MIIAM(stal) CHAPEH
©) VRIS, EESIRERIORRILA. S A 208 TR EHHCHAPES
3.

* FR/DiISCSI&iE
s TR/DLUN
ZiiSCSITA
FERERTERIERZ S REISCSITE,

FaaZ Al
* Kubernetes £8¥ ST KL EEE—RY ION . * XRXEMFHRRM * o



* NRFEHARHCOS 4. 5 EEiAHEMSRHELFRABILinUXD ZhR. 1554 SR solidfire-san IR5f
2 #Element OS 12: 58 ERMRAS. BHRTHNCHAPE S IRIEE EIZEE AMD5
/etc/iscsi/iscsid.conf. Element 12.71{H T R EFIPSHEZECHAPREASHAT. SHA-256F1SHA3-
256,

sudo sed -i 's/”\(node.session.auth.chap algs\).*/\1 = MD5/'
/etc/iscsi/iscsid.conf

* {EAIEITRHEL/RedHat CoreOSH1iSCSI PV T{ETI saBY. 153ERE discard StorageClassH
HImountOption. FAAFHITEEI=EEIUR, EEN "RedHat BISTHE",
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RHEL 8+
1. RELTRGRAGE:

sudo yum install -y lsscsi iscsi-initiator-utils sg3 utils device-
mapper-multipath

2. 197 iscsi-initiator-utils iRA<E /9 6.2.0.877-2.el7 HE Shits:
rpm —-gq iscsi-initiator-utils
3. BB RFon:

sudo sed -i 's/"\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

4. BRZEE:
sudo mpathconf --enable --with multipathd y --find multipaths n
@ R etc/multipath.conf B8 find multipaths no P defaultse

S. 15MIR iscsid Ml multipathd IETEIGTT:

sudo systemctl enable --now iscsid multipathd

6. EAHEL) iscsi:

sudo systemctl enable --now iscsi

Ubuntu
1. RENTRERGE:

sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools
scsitools

2. ¥97 open-iscsi lRASEE N 2.0.877-5ubuntu2.10 XEShRAS (WFFNFHRL) 5( 2.0.877-
7.1ubuntu6.1 XESEhRZAS (XFF Focal ) :



dpkg -1 open-iscsi

3. BRI ENF:

sudo sed -i 's/"\ (node.session.scan\).*/\1 = manual/'

/etc/iscsi/iscsid.conf
4. BHEZRKE:

sudo tee /etc/multipath.conf <<-'EOF
defaults {

user friendly names yes

find multipaths no

}

EQF

sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

(D R etc/multipath.conf B8 find multipaths no T defaultso

5. 15HA1R open-iscsi M multipath-tools BEAAEIEFIEIT:

sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service
sudo systemctl status open-iscsi

(D FFUbuntu 18.04. BAGERAMBRHO iscsiadm BENE] open-iscsi LUG
fiSCSISFIFHTE, B aI LB iscsi BERTIAIARS iscsid Bl

(D =sSCOITAREMBHTSA. MUHIHESEEEHIEBHEY,

=N

BIRENX T Astra Trident 5FEERFKEZIEINXR. ©51F Astra Trident I 51Z7FE RS
HITIEE, LUK Astra Trident S0A MiZ1ZE R AL E L,
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* "EEBIEATF Google =F &R Cloud Volumes Service f5im"

* "B2E NetApp HCI 5 SolidFire [5i#"

* "{§F3 ONTAP g} Cloud Volumes ONTAP NAS IRchiZFAC & G iR"

* "{&F ONTAP g Cloud Volumes ONTAP SAN IXzhi2FAc & fgifn"

* "¥& Astra Trident 53&FF NetApp ONTAP BJ Amazon FSX & 1E A"

Azure NetApp Files

B2 & Azure NetApp Files [5if
AT LG Azure NetApp Files (ANF)ERE HAstra TridentBd/S i, Ea] LUERANFISHIEENFSHISMBE:

° ||>&%u

* "BCEETAR A"

EEEM

* Azure NetApp Files RS F 215/ VF100 GBEYE., SARIFRIIBER/, N Astra Trident = EzpEIE 100 GB
%

* Astra Tridentf¥ 2 #3515 SMB&EEE FIWindows T3 51 _EIiEiTRIPod,
* Astra Tridentf~3z#FWindows ARM ZE#4,

HEREIEAzure NetApp Files f5if

B2 E Azure NetApp Files [FiRZHi. BEEMRFHEUTER,

@ RSB ERERAzure NetApp Files SRTEFTUEFEA. NFEEHIT—LEYIRELEFIREAZzUre
NetApp Files HBIZENFS#E, HEM "Azure: & EAzure NetApp Files HEIENFSE",

NFSHISMB&HIRTIR 514
BOBFEA "Azure NetApp Files" fgi, BEEFHEUTEK:

s —/NBEM, 5B "Microsoft: J}IAzure NetApp Files BIER =",
* &Ikt Azure NetApp Files BIFM, 5B I "Microsoft: FFMZE] kA Azure NetApp Files"s
* subscriptionID MBA T Azure NetApp Files BIAzureiT o

* tenantID, clientID, M clientSecret M "NATEFEEM" 7 Azure Active Directory R, BB EERY
Azure NetApp Files BRS51R. N RTZRF MR fE R LT E—T:

° FRFEETIIE BT "HAzZureFIE X",

c B'EENGEHEAE" ITIH%T (assignableScopes). FEBLUTIRE. XLLEMNFRIXEFAstra
TridentFr BRI R, CIEBEXABRE. "FHAzure] JF DECAE"

"id": "/subscriptions/<subscription-
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id>/providers/Microsoft.Authorization/roleDefinitions/<role-

definition-

id>",

"properties": {

"roleName": "custom-role-with-limited-perms",

"description": "custom role providing limited permissions",

"assignableScopes": [

1,

"/subscriptions/<subscription-id>"

"permissions": [

"Microsoft.

"Microsoft.

"Microsoft.

"Microsoft.

"Microsoft.

"Microsoft.

"
’

"Microsoft.

e"’

"Microsoft.
te" ,

"Microsoft.
d"’

"Microsoft.
te" ,

"Microsoft.
ete",

"Microsoft.

{

"actions": |

NetApp/netAppAccounts/capacityPools/read",

NetApp/netAppAccounts/capacityPools/write",

NetApp/netAppAccounts/capacityPools/volumes/read",

NetApp/netAppAccounts/capacityPools/volumes/write",

NetApp/netAppAccounts/capacityPools/volumes/delete",

NetApp/netAppAccounts/capacityPools/volumes/snapshots/read

NetApp/netAppAccounts/capacityPools/volumes/snapshots/writ

NetApp/netAppAccounts/capacityPools/volumes/snapshots/dele

NetApp/netAppAccounts/capacityPools/volumes/subvolumes/rea

NetApp/netAppAccounts/capacityPools/volumes/subvolumes/wri

NetApp/netAppAccounts/capacityPools/volumes/subvolumes/del

NetApp/netAppAccounts/capacityPools/volumes/subvolumes/Get

Metadata/action",

"Microsoft.
ead",

NetApp/netAppAccounts/capacityPools/volumes/MountTargets/r

"Microsoft.Network/virtualNetworks/read",



"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrations
/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrations
/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrations
/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"

1,

"notActions": [],
"dataActions": [],

"notDataActions": []

* Azure location Z/DEE—N "ETIkFM"s BTrident 22.01BHE location BN EEHWECEXEGTNER
WIRFE, TEREIATE EE’JT_LETE’H?BZU%O

SMBHERIHENK
EeIESMBE. BUTAE:

* BAc&Active DirectoryHiZE1&ZIAzure NetApp Files, 12N "Microsoft: BIEFIEEAzure NetApp Files
#YActive DirectoryiE#z",

* — /P Kubernetes&E¥. ,J:F'@%\—/\Linux?"‘"%ﬂéﬁ*ﬁ,mLX&E"‘— MZE{TWindows Server 201989Windows T
ET &=, Astra Trident{¥ & #iESMB&EIEH BIWindows T & _EIiE1THIPod,

. E/I\—/\@gActwe Directory/E#ERJAstra TridentZ 0. LAfEAzure NetApp Files AJLAEActive Directoryif
TEMEIIE. MEMEA smbereds:

kubectl create secret generic smbcreds --from-literal username=user

-—-from-literal password='password'
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* EEEAWindowsfREZMICSILIE, B2E csi-proxy. BN "GitHub: CSIYIE" & "GitHub: &M
FWindowsHICSIHEIE" & B F1EWindows_LiE{THIKubernetes T &,

Azure NetApp Files [FIREC & EIAIRHG]

T EEANFBINFSHISMB/EIRECE X, HEBEET,

Astra Trident=EA/EIRECE (FM. EMME. IRSEFIMMUE)EIFROUERENETEN LEIRANFE. H
5iEKBIBRSS A F WA,

@ Astra Trident 7Z#FF5) QoS B=ith,

[EUREC B TN

ANFaimiRft 7 X LR BRI,

B Description Default
version 9887 1
storageDriverName FEIRTHFE R HY 2 FR "Azure-netapp-files"
backendName BE X R IRFEEIR IRGHIZERERFE + " " + FENFERF
subscriptionID Azure TTIEIHHEIITIR ID
tenantID N FRtER AR AREYFES 1D
clientID N FtERF A ARRE Fis ID
clientSecret N AR EMPNE P imEA
serviceLevel HAp—4 standard, Premium™ "™ (F&E#)

8 ‘Ultra
location BOIEFER Azure (BB TR
resourceGroups RFmEERMBRNBFEATIR )" (Timixss)
netappAccounts BFiHEE XM AR NetApp 1k "[" (Fi#Hi%kas)

LIES
capacityPools BFmEERIEZFENAREMIIER "[" (Tinks, Kl
virtualNetwork BEZEIRTF W R 2R
subnet FIRLARIF MBI R R

Microsoft.Netapp/volumes

networkFeatures — NEN—LHVNetThEERT RER
Basic B Standard. MI4EINEE
FEMBEMXERIA. FERERE
ITAHEH. B8
networkFeatures IIRFKFBALL
IheE. N=SHERLEXK,


https://github.com/kubernetes-csi/csi-proxy
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o Description Default

nfsMountOptions FE4RIEH NFS %D, SMBEE "nfsvers=3"
B, EfFFNFS 4.13FEHE. B5E
}E nfsvers=4 TEIES IRIVES
I RAIEIENFS va.1, 7B
EXHIgENEHIEN =B &5
FCE 1% B R HHETL,

limitVolumeSize MRIBROERNEIUE, WE ™ GUAER FRREISERE)
BRK
debugTraceFlags WEEHPRN B ERNERHITS. =™~ =T

Bl \{"api": false,
"method": true,
"discovery": truel}. FRIEMIE
ERHITHEHRRHEEIFANEE
AE, [NIE/MERLEINEE.

nasType ACENFSESMBEEIE, EMEIE nfs
nfs, smb HAT. FIANER T
BgBENTERNFSEHEIRENT.

()  BxmavsssmEs. B8N TEAzure NetApp Files BHIRLEEE',

PREBARAZIR

NRTECIRPVCEIRE" RN BB EM IR, MERIN AIERFEM I 88 A XEXRIFR B RA ZIR(FM. EEHIAR
&, BEM), MRBATHEAIR. MAstra TridentiiiZR IR EIRIT A IMAIAzUre RiF, WIERE IEEEREIEM
At

A& resourceGroups, netappAccounts, capacityPools, virtualNetwork, # subnet BJLAfE
RREEMHATLRERITRIEE. EAZHERLT. BNEARESRERI. BRNEZIRAIUS SN ERZIRLT
fic,

o resourceGroups, netappAccounts, #l capacityPools {Eeiglhites. A TFREAM—ARERES
AtEEEIHETANZR. HETUUERAEGHRIEE. T2REIAMREAUTER:

Type M=o

Resource group < RIFAH >

NetApp ik < &iR4H >/< NetApp M >

rEM < R4 >/< NetApp 1K >/< BEM >
REHARILE < HIRA >/< EINWLE >

Subnet < KIFA >/< BINE >/< FK >
EicE

TR LUBS TEEC B XA RV HRER 0 RHEE LU FIRTRIZHIB A G E. 120 [ROIECE] THIFARESE.
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https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
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o Description Default

exportRule ENSHFN, "0.0.0.0/0
exportRule HIUELACIDRFRNE
FABMERIPvARIALE IPv4F 2R
BHIES HIREYIR. SMBEER

o

snapshotDir =%l .snapshot B R897] 4 false

size HEREINK N "100 52 "

unixPermissions MEBUNIXBPR4D/ EFIEE) "™ (FusIheE, FEEITEPTIN
- SMB&EEZE, HEZH8)

THIRE

1 REECE

XBEWNNRIEGIHREE. FRALEE, Astra Trident RAMEBEEUEZRIRE ANF BIFRE NetApp 1K
F, BEMMFN, HBVERERETEF— MM FN L, BN nasType BB nts BIABERTE
. BRI ANFSEEE,

HENIFIEMER ANF AZIRMITIEXIRIER, HECEREBRIERE, EXFL, BEENEENSRM
BZEERE.

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de91le5713aa
clientSecret: SECRET

location: eastus

11



Tl 2 . ERRENHERISERSRIIEE

eI ER B EMEEAzure eastus filE Ultra BEM, Astra Trident R BaIAIIZ I BEERIKA
ANF BUFREFM, HEEHNEEF—FHLERE— S,

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus

servicelLevel: Ultra

capacityPools:

- application-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2

12



3 BRECE

EREEH# - BERETESE N N—NFN, FERTRESEENIAE,

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:
- application-group-1/account-1/ultra-1
- application—-group-1/account-1/ultra-2
virtualNetwork: my-virtual-network
subnet: my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
snapshotDir: 'true'
size: 200Gi

unixPermissions: '0777"'
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e EPGHECE

HEIHRECERITE— T XEREX S EFE, NREES T REWSIFAENRS R, HEEHEE

Kubernetes el R TXEARSZRANNTFMESL, MWILIHEEIFEER. EINITERTRIEX Dt

performanceo

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- ultra-1
- ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelevel: Premium
capacityPools:
- premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- standard-1
- standard-2

T E X

MU TFASA StorageClass EXEIE ERTFEM,

14



ERNRHIENX parameter.selector FE&

fEF parameter.selector EAILLAETMERE StorageClass BFREENENT, HSEEIEEMPRENX
EN A,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=gold"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=silver"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=bronze"
allowVolumeExpansion: true

SMBERIRFITE X

1R

f£F nasType, node-stage-secret-name, #l node-stage-secret-namespace. &EAILIIEESMBE
FHRFRERActive Directory £z,
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M RS R=E ENEREE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

Tf2: BhaR=EREIERATRNESH

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

T3 BMEERRENER

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

16



@ nasType:  smb ZFFSMBERMAYFILES. nasType: 'nfs B nasType: ‘null NFSHIEY
[idvit N

ek =gy

PIREIREREXHE, BITUTHS:

tridentctl create backend -f <backend-file>

NREHEIBRY, NEkicE LM, EaLUsTU TR KREEATUMELERR:

tridentctl logs

MEHEEREXHHREGE, EeJLIB/RIBIT create 85 <,

71Google Cloud/5ixAE Cloud Volumes Service

T BRAN{A(E IR R R HIEC B 5 &R T Google CloudfINetApp Cloud Volumes Service B
B N Astra TridentL &M G,

T #ZEHFGoogle CloudfJCloud Volumes Service fJAstra Tridentz

Astra TridentB] LITER P& H 82 Cloud Volumes Service 2z — "IR55 25"

* CVS-Performance:. ZEXiABYAstra TridentlRSZHEE, XFHMEMUHRSEEZESEM EEMNE = TN
#H,, CVS-PerformancefREZIEEIE—MEEHIZETL. ZIFHEXNELDLN100 GiB, EAILLEFE— "= 1R
LRl

° standard
° premium
° extreme

* *CVS*: CVSIRZRBRMISKIIAIAM. 1HaeksIREINTEF. CVSIRSERER—MRMIETL. FIfER7F
@M NE1 GBRIE, FEERZAIES50TE. HFMESHAZHNETEMMEE, EaILUEE—"
MRS RA"

° standardsw

° zoneredundantstandardsw

TEENAS
ECEFER "EH T Google Cloud B9 Cloud Volumes Service" [al, BEEHEUTEX:

* BZE T NetApp Cloud Volumes Service FYGoogle Cloudi
* Google Cloud P B 4=

* Google CloudfRE M netappcloudvolumes.admin role
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https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-types
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-types
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-types
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-types
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-types
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-types
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-types
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-types
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-types
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https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
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https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
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* Cloud Volumes Service i FIAPIZZEA {4

[EimEC BT

B RIRERZTE— Google Cloud XIFFELES, BEHMKIEEIES, EaUEXEMGIH,

version
storageDriverName

backendName

storageClass

storagePools

projectNumber

hostProjectNumber

apiRegion

apiKey

proxyURL

nfsMountOptions
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Description

TFEIREAE P YR TR
BE X B F it a i

BATFIEECVSIRSFAEMTIES
., 1EH ... software FEECVSHR
£ZFEA, BN, Astra Tridenti$x
FACVS-PerformancefR 2 E!

(hardware) o

XPRCVSARS KA, BTFiEERT
IR ENFEMAIENESE,

Google Cloud tKFINBE %S, Lh{E
B]7E£Google Cloud| JFP T L3k

£z

NBFEAHRZVPCHLL. MANE
I, TELEIESR.
projectNumber EARZIMHE.

hostProjectNumber &F AN
Ho

Astra Trident€ll#£Cloud Volumes
Service £MGoogle=X1F, BIEE
XigKubernetes& ¥y, TEHEIE
M% apiRegion AJAFES
MGoogle Cloudit XA = _Eit%
NIEAH, BXIERESEE

S ND%i

Google CloudBRS51tk F RIAPIZ £A
netappcloudvolumes.admin i<
B, E8HE Google Cloud fRS K
LT RAZEANMHY JSON AHAS
(EFEFREHEEXH) -

RIS R FEEZEICVSIK,BY
BIARIEURL, RIEARSS2EFILAR
HTTP {2, WEILIE HTTPS 1€
B, XF HTTPS R, RELIIES
oI, LARTFERIERSSSFPER
BERIER. FAXFHEATEMHE
IERARIEARSS 280

FELRITH NFS LI,

Default
BN 1
"GCP-CVS"

XEhiZF 2R + " + API ZEAR—

B

"nfsvers=3"



2

=

limitVolumeSize

servicelLevel

network

debugTraceFlags

allowedTopologies

HECE I

Description Default

MRBFBRPERNEILE, WEE " EOAER TREESLHE)
BRI

¥r&ERICVS-PerformanceZ{CVSAR  CVS-Performance2XIAE
455, CVS-PerformancefBf A"standard"s CVSEXIAE
standard, premium’ 3§ J9"standardsw",
‘extreme, CVSEN

standardsw I

zoneredundantstandardswo

HFCloud Volumes Service & default
#IGoogle =ML,

WEEHERN Z2ERNIARNS. & =
fBl. \{"api":false,
"method":true}o, BRIFEIETERH
THPEHRH R R R AR B S8

, BNEMERLEThEE,

ERRABXIEIAN. EE

X StorageClass
allowedTopologies'\ﬂﬁﬁﬁﬁﬁﬁ
BHX, Fiu0:

- key:
topology.kubernetes.io/reg
ion

values:

- us-eastl

- europe-westl

SR ITERITHIBRIAEECE defaults 9,

W

54

exportRule

snapshotDir
snapshotReserve

size

CVS-PerformancefR 3 28R

Description Default

MENSHAN, K2 CIDR  "0.0.0.0/0
RTVERTHES IPv4 Hitksf IPv4
FMEGHNE S DRI

i5iA) . snapshot BR false

NIREMENER DL " (3% CVS BRiAMERNO)
HENAN, CVSHRER/IMEN100 CVS-PerformancefRZEEEIA
GiB, CVS&//MEN1 GiBo 79"100GiB", CVSERSZEAEIKIGE

AINME. BELDFE1GiBo

T RFIRE T CVS-Performance RSB FE A IR BIERE
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XZ2ERZRIACVS-Performance RE X B U R EIN A" RS KN R/ NG IHAL B,

version: 1

storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2

apiKey:

type: service account

project id: my-gcp-project
private key id: "<id value>"

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y%m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-

project.iam.gserviceaccount.com
client id: '123456789012345678901"
auth uri: https://accounts.google.com/o/oauth2/auth



token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—-admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
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version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project

private key id: "<id value>"

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y%m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth



token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—-admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
proxyURL: http://proxy-server-hostname/
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 10Ti
servicelevel: premium
defaults:

snapshotDir: 'true'

snapshotReserve: '5'

exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

size: 5Ti
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T3 EPCHECE

W RBIER storage BLEEIMMH StorageClasses XEEEN . BB [FEEE N UEBRFHESE
BIE X o

I AIG B RIFRE RIS E TR EBIFRIAE snapshotReserve 5%# exportRule F]0.0.0.0/0, FEM
HMIEFHITEN storage B ENEIMMEEN T HOHEMAM servicelevel. HFERLEMNESES
INME, BIHIrEAFIRIEX 9 performance # protections

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"

apiRegion: us-west2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
XsYgogyxy4zg701lwWgLwGa==
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client email: cloudvolumes-admin-sa@my-gcp-
project.iam.gserviceaccount.com
client id: '123456789012345678901"
auth uri: https://accounts.google.com/o/ocauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
nfsMountOptions: vers=3,proto=tcp,timeo=600
defaults:
snapshotReserve: '5'
exportRule: 0.0.0.0/0
labels:
cloud: gcp
region: us-west2
storage:
- labels:
performance: extreme
protection: extra
servicelevel: extreme
defaults:
snapshotDir: 'true'
snapshotReserve: '10'
exportRule: 10.0.0.0/24
- labels:
performance: extreme
protection: standard
servicelevel: extreme
- labels:
performance: premium
protection: extra
servicelevel: premium
defaults:
snapshotDir: 'true'
snapshotReserve: '10'
- labels:
performance: premium
protection: standard
servicelevel: premium
- labels:
performance: standard
servicelevel: standard



FHEREX

LU R StorageClassE XiE AT EINHEIE R, #MH parameters.selector. EAILIAE{ StorageClasstg
EHATFESHEN,. ERERTEMPEXENHH,.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-extra-protection
provisioner: netapp.io/trident
parameters:
selector: "performance=extreme; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-standard-protection
provisioner: netapp.io/trident
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium-extra-protection
provisioner: netapp.io/trident
parameters:
selector: "performance=premium; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium
provisioner: netapp.io/trident
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-standard
provisioner: netapp.io/trident
parameters:

selector: "performance=standard"
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allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass

metadata:
name: cvs-extra-protection

provisioner: netapp.io/trident

parameters:
selector: "protection=extra"

allowVolumeExpansion: true

* 85— StorageClass (cvs-extreme-extra-protection)ME B —NEIM, XEM——RIRHK

=1MaER Snapshot T 10% BYHE,
* Rfe—" StorageClass (cvs-extra-protection)fEiRMH10%RBINZEHEMITZE M, Astra TridentR

EEZRM A EI. HERBEERBINEER,

CVSHRS5 KRB R

T REIRM T CVSIRS XA RAIRE.,
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XEERNRIEEIRICE storageClass FEECVSIRESEERFERIAE standardsw IREEKF

version: 1

storageDriverName: gcp-cvs
projectNumber: '012345678901"
storageClass: software

apiRegion: us-eastd

apiKey:

type: service account

project id: my-gcp-project
private key id: "<id value>"
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gp8BR4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sa@my-gcp-

project.iam.gserviceaccount.com
client id: '123456789012345678901"
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auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://ocauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
servicelevel: standardsw



Tfl2: fFiEhECE

W RFIEHREICEF A storagePools BLEFEM,

version: 1
storageDriverName: gcp-cvs
backendName: gcp-std-so-with-pool
projectNumber: '531265380079"
apiRegion: europe-westl
apiKey:
type: service account
project id: cloud-native-data
private key id: "<id value>"
private key: |-

MIIEvVAIBADANBgkghkiGI9wOBAQEFAASCBKYwggSiAgEAAOIBAQDaT+0ul 9FBAwW1 9
L1AGEkrYUS5xd9K5N105JMkIEFNDSWCD+Nv+jdlGvt FRLaLKSRVXyFS5wzvztmODNS+
qtScpQ+5cFpQkuGtvIUI+N6qtuVYYO3b504Kp5CtqVPICgMJakK2j8pZTIgUiMum/
5/Y90TbZrjAHSMgIm2nHzFg2X0rqgVMaHghI 6ATm4 DOuWx8XGWKTGIP1cO0gPqJlgsS
LLaWOH4VIZQZCAYyW5IUp9CAMWgHgdGOUhFNfCgMmED6PBUVVLsLvcg86X+QSWRIk
ETQElj/sGCenPF7tilDhGBFafd9hPnxg9PZY29ArEZwWY 9G/Zj ZQXTWPgs0VvxiNR
DxZRC3GXAgMBAAECggEACN5¢c590G/gqnVEVI1ICWMAa1M5M2z09JFh1L11JKwntNP]j
Vilw2eTW2+UE7HbJru/S7TKQgASDnn9kvCraEahPRuddUMrDOvG4kT1/IODV6uFuk
Y0sZfbgd4iMUQ21smvGsgFzwloYWS5qzO1W83ivXH/HW/1igkmY2eW+EPRS/hwSSu
SscR+SojI7PBOBWSJh1V4ygqYf3veD/D95e12CVHERCkL85DKuUmeZ+yHENpiXGZAE
£8xSs4a500Pm6NHhevCw2a/UQ95/foXNUR450HtbjieJo50+FF6EYZQGEU2ZHZ08
37FBKuaJdkdGW5xgaI9TL7agkGkFMF4F2gv0OZM+vy8QKBgQD40oVuOkJD1hkTHP8 6W
esFlwlkpWyJRI9ZATLIOG/rVpslnX+XdDgOWQf4umdLNauShYEHOLU6ZSGs1Xk3/B
NHwR60XFugEKNi1iu83d0zS1HhTy7PZp0Zzdj5a/vVvQfPDMz70vsqLRdA7YCAbdzuQO0
+Ahg0ZtwvgOHQ64hdWO0ukpYRRWKBgQDgyHj 98ogswoYula+pPlySOpPwlmjwKyNm
/HayzCp+Qjiyy7Tzg8AUqlH10u83XbV428)jvg7kDhO7PCCKFg+mMmfgHmTpbOMag
KpKnZg4ipsgPlyHNNEoRmcailXbwIhCLewMgMrggUiLOmCw4PscL5nK+4GKu2XEL
JLqjWAZFMOKBgFHkKQIXXRAJ1kR3XpGHOGN890pZ0kCVSrgjubalef /5KY1FCt8ew
F/+alxM2iQSvmWQYOvVCnhuY/F2GFaQ7d0om3decuwI0CX/xy7PJHMkLXa2uazs4
WR17sLduj62RgGXRLX0c0QkwBiNFyHbRcpdkZJQuibYMhBa+757SxT4BtAOGAWMWT
UucocRXZm/pdvz9wteNH3YDWnJILMxm1KCO6gMXbBoYrliY4sm3ywJWMC+1Cd/HBA
Gecxd/xVuSmA2L2N3KMgl8Zhz8Th0G5DwKyDRJIgOQ0Q4 6 yuNXOoYE]jlo4Wjyk8Me
+t108iK98EO0UMZnhTgfSpSNE1bz2AqnzQ3MNOUECgYAqdvdVPnKGEfvdtZ2DjyMod
E89UIC41W])jIGmHsd8W65+3X0RWMzKMT 6aZc5tK9J5dHVMWIETnbM+1TImdBBEFga
NWOC6£f3r2xbGXHhaWSl+nobpTuvlo56ZRJIJVvVk71FMsiddzMuHH8pxfgNJemwA4P
ThDHCejv035NNV6oKyoO0tA==

client email: cloudvolumes-admin-sa@cloud-native-
data.iam.gserviceaccount.com
client id: '107071413297115343396"'



auth uri: https://accounts.google.com/o/ocauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40cloud-native-data.iam.gserviceaccount.com
storageClass: software
zone: europe-westl-b
network: default
storagePools:
- 1bc7£380-3314-6005-45e9-c7dc8c2d7509
servicelevel: Standardsw

T R4
REHREXHE, ETUTHS:

tridentctl create backend -f <backend-file>

NREHEIBRW, NEkicE LM, ErLUsTUTHn<SKREEATUMEAERR:

tridentctl logs

MEHEERREXHHIRHG, EeJLIB/RIBTT create 85,

A& NetApp HCI & SolidFire f5if%
T #RUNMEITE Astra Trident & EIEFIER Element [Sifo

BEENHNE
* J&1T Element N ZIFEER S
* NetApp HCl/SolidFire (£ BRI AP NERE, TATEES.
* BB Kubernetes TYET REIN RIS ZHM iSCSI TH, HEN "TIETRESER"

BREETHNER

o solidfire-san FERMIEFZFRHEIREIL: XHMR, » Filesystem volumemode. Astra Trident
SEIBREHCENH RS, XHFRESKEH StorageClass 5.

IXohizF i SR ZHRVIRIRIETC SHRNXH RS
solidfire-san iSCSI I rwo , rox, rwx X RG, [RIRIR
"o

32



Kzhizkr

solidfire-san

solidfire-san

solidfire-san

X
iSCSI

iSCSI

iSCSI

EIR T HEIFRIEL
R rWo , rox, Fwx
XH RS T&, ROX

X RS T&, ROX

X RS
EXHRG. RIgR
8%

xfs, ext3, exti4

xfs, ext3, ext4

Astra Trident 7ZEFA {F1E522Y CSI ELEZFEIEA CHAP , MIREFERRIZE CHAP (XZ CSIH

®

CHAP, BN, FEI "Itbak",

O

NEHEEARE AccessGroups 5 UseCHAP IREfG. BMAUTHMNZz—:

* SNRAEIME trident HMEARIA. ERAEIRIZEH,

* WNRFRIMENIFRILE, HE Kubernetes hrd<A 1.7 SiEShads, M=fEA CHAP,

[5imEC B 1T

BXEREEER, BFSITF&!

28

version

storageDriverName

backendName

Endpoint

SVIP

labels

TenantName

InitiatorIFace
UseCHAP
AccessGroups
Types

limitVolumeSize

Description

TFEIREE P YR AR
BE X &M iEEin

fEAAFEHEN SolidFire 8589
MVIP

=fi# (iSCSI) IP #skFNi%O

ENATFEN—HAER JSON R
BURRE

EEANEARM (GIRRKE,
neIE)

¥ iSCSI REMRFIARE EHIEO
M CHAP 3t iSCSI #17 B3 103E
EEARYIEIRA ID 51K

QoS #5E

RBRPERNESILE, WE
BRI

Default

REH 1

true

default

RINRE) , WERHITE-DES, BINENIRE UsecHAP AJIEEXIECSI Trident{E

QFIEAT Astra Trident B9E43E CSI B2 A FEHIRIAE, WNRECENTE CSI EX TiETT,
M Astra Trident 35/ CHAP .

AR A "solidfire-san”

SolidFire + 72fi (iSCSI) |IP bt

EIEZ 7 "trident " BYIARIZERY ID

(BOIAB R TSR HISL )
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o Description Default

debugTraceFlags HIEHRN EFERNIAR NS, = T
5l {"api": false, "method" :
true }

(D MR aebugTracerlags BAHEEEHTHEH RN A SR,

51 NERECE solidfire-san BB =MEXNIREIER

WREIERT —NEEXYE, ZXEER CHAP BHIIEHERYEE QoS RIEx =& ITEE, ARG,
SRR FAEXFHEEREREFIE—F 10Ps storage classS#K,

version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: "<svip>:3260"
TenantName: "<tenant>"
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

52 MEmMTEMEEEE solidfire-san EBEPHNIREIIERF
R BR T R IR B BV SR E X S LA 5 | FiX LE Y StorageClasses,

EECERY. Astra Trident= 7 & ERVIRE EHIZIFIREFMELUN. AT HERN. FREERALURITENE
MEPBINEEE XITE
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£ TEFIRERAIERE XX AH. NFEFELRE TRENRIAME. XEFEBIRET type TESilver. &
BOBERHITEX storage B850, FEUILRAIFR, REEMEDIKE T BCRRE, MELMKES ERRIAE,

version: 1

storageDriverName:
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0

SVIP: "<svip>:3260"
TenantName: "<tenant>"

UseCHAP: true

Types:

- Type: Bronze
Qos:

minIOPS: 1000
maxIOPS: 2000

burstIOPS: 4000

- Type: Silver
Qos:

minIOPS: 4000
maxIOPS: 6000

burstIOPS: 8000

- Type: Gold

Qos:

minIOPS: 6000
maxIOPS: 8000

burstIOPS: 10000

type: Silver
labels:

store: solidfire

k8scluster: dev-1l-cluster

region: us-east-1

storage:

- labels:
performance:
cost: '4'

gold

zone: us-east-1la

type: Gold
- labels:
performance:

cost: '3'

silver

zone: us-east-1b

type: Silver

- labels:
performance:
cost: '2'

bronze

zone: us-east-1c

solidfire-san

35



type: Bronze
- labels:
performance: silver
cost: '1'
zone: us-east-1d

LU FStorageClassE X5 |AT LiRE# M, A parameters.selector FE&H. S StorageClassE &
AATFRESNEINL, EREEEEMERENX SN HH,.

55— StorageClass (solidfire-gold-four)RREEIE—TEM, XEME——"rLETRHTHEERER

M vVolume Type Qos Eh#. ExfG— StorageClass (solidfire-silver)FRiRHIRhEREMEAIEE
Mo Astra Tridenti§ ) REEZFM N EIM. FHAFRBEFEEK.
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apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-gold-four

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=gold; cost=4"

fsType: "ext4d"

apiVersion:

storage.k8s.io/vl1

kind: StorageClass

metadata:

name: solidfire-silver-three

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=silver; cost=3"

fsType: "ext4d"

apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-bronze-two

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=bronze; cost=2"

fsType: "ext4d"

apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-silver-one

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=silver; cost=1"

fsType: "extd"

apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-silver

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=silver"

fsType: "ext4d"
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TRES(EE
L B

f£F3 ONTAP SAN IR hiEF B & f5 i
T ERYN{EEEA ONTAP # Cloud Volumes ONTAP SAN IRGHIZFERE ONTAP i,

e
 EERRO
Astra ControlF 9 EFEQIEEAV B RIT LRI, RAERERSIHIE(TEKubemetes Bt [T 7)%)

ontap-nas, ontap-nas-flexgroup, #l ontap-san JRehiEF. 1BES N "Astra ControlE %l
AR THIFAER,

s BWIER ontap-nas EATEEHURFRIF. KMMEMBMENEFTERE,
@ * £ ... ontap-san-economy TN EFERENITIZES TONTAP ZHFNBE,

* {8/ ... ontap-nas-economy X HFHANEFAENITE TONTAP ZIFHNRERT. UK
ontap-san-economy Jo:AERIREIIZR,

* {/01ER ontap-nas-economy TUNEIRMRIF. RAEMEHBEHMENITR.

PR

Astra TridentiZ LAONTAP S SVMEER 1517 BREH adnin £BAF I vsadmin SVMAFR XA EHEE
AEMNEMZFRAR, T ERAFNetApp ONTAP BYAmazon FSXERE. Astra TridentiZ{&E AR LLONTAP
S SVMEIE R BIE1T fsxadmin AP vsadmin SVMAFSHEGHEEAENEMZFTIE . o
fsxadmin AP EEHEEBERAFPNERERXERF,

NREFH 1imitAggregateUsage B8 FEEHEIERNIR, T ERFNetApp ONTAP
@ HYAmazon FSx5Astra TridentE & A, 2R limitAggregateUsage SHAERT
vsadmin # £sxadmin AAFPIKF, MNRIEELSE, EEEIREREKK,

RIATTLITE ONTAP F 8l Trident IXEHFZF 0] LAERBIRFI TR AE, BRNAENXEM. KZEHFHIR
2B Trident A THAZEEEEMNEM AP, MMEALRTERBESZHE,

HEZFFHONTAP SANREHIZFBER B Gl

T HRUN{AERER ONTAP SAN IRGHTEFECE ONTAP [Gif. XFFiE ONTAP j5i%, Astra Trident EEZE/D
5 SVM Sl — 1B A,

BicE, BRAIUETTESNRMER, HelZIEREPR—PMIREFIFEMEZSE, Fla. EIUEEE san-dev &
FBBYZE ontap-san RENIEFFIA san-default EARIZE ontap-san-economy —%

FiEKubernetes T{F T mEBA ML EE HMISCSITHE, FEM "I BXFMESR:

SIS
Astra Trident 128 7 Ff3t ONTAP FifiH#1T 9 1IFIER,
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* Credential Based : EBFIEINIRA ONTAP BRI ZMERL, BINERTMEXNEZLEFRAE. Hi0
admin B¢ vsadmin LAFAIFSONTAP FRZASHI SR AFER 1,

* BEFEPH: Astra Trident B r] UMERARIHRRENIERS ONTAP £E2H#1TEE. L, BHREXMNEEER
PERIES, Z$AMEI{S CA PR Base64 fRiZE (WNRERA) &Y -

TR UEFRRA RR. WEEETERENSZNETIEBNGEZEBE. B2, —RIHF—MHIMILIES
Ho BYIMEIEMB MG A SN EHRECEFRIFRIRE 7575

@ NREZ AR R TIREIER . WERIERAK. HET—FER. BHEEXFPREM
T SMHBHEIETS o

BRETRENSHIE

Astra Trident BE SVM SEE / £ESECEMNEERMEIEAEES ONTAP Bim#TiES. BV ERTRENTIEX
. 5130 admin 5 vsadmine XHERILURSEKFKA ONTAP RASEFIFEDS, XLERRASATRESFEINEE API
NFHHEARFRE Astra Trident hrd<EH, AIUAIEBEN ZEERABHIEHEAT Astra Trident , {BREINE
=<8

[EimRE X0 TR

YAML

hi7s: 1 backendName: ExampleBackend storageDriverName: ONTAP SANEIELIF: 10.0.0.1 SVM
: SVM_NFSHF®: vsadminZ3: password

JSON

{
"version": 1,
"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",
"username": "vsadmin",

"password": "password"

IR, BREXEEREUAXAENFHENE—E, QIEERE, AP R / B10EFEH Base6d H1T4RIEH
7%/ Kubernetes 231, QI EM IR —FETHRERNTE, Fit, XE—IXHEESHITHVIEE
, H Kubernetes S {ZE EIE 1T

BRETIERNS K IIE
HMMENFEHA LUERIERHS ONTAP EiR#{TEE. BHEXFTE=1"5%,

* clientCertificate : & imIEHHY Base64 4ri3{E,
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* clientPrivateKey : XEXFAHRY Base64 ZRiE{E.

* trustedCACertifate : Z{S1E CA iEHHY Base64 fwiB{E, WMRFEHATE CA, NATIREILLSE, WNRFFE
FBE{E CA, MATLZEIIZE,

HANTEREEUTIE,

p
1. EREFHIEPNER, £ME, B2 EE (CommonName , CN) REBABEANSMHIIER ONTAP
R

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"

2. FEl{E CAIEFAINE ONTAP &£8%, ItinArseERFHEEERAIE, WRKEHREE CA, WA,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. 7Z ONTAP S8 L REXFIRIEBMNER (MTE 1 F18) -

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver—-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. #INONTAP R2BERMABHF cert SHNIWIET .

security login create -user-or-group-name admin -application ontapi
—authentication-method cert
security login create -user-or-group-name admin -application http

—authentication-method cert
S. FEAEMAER M FHDIIE, ¥ <SVM B LIF> #1 <SVM Z#F > B ANEIE LIF IP 1 ONTAP &#F,

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>'
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6. {5/ Base64 XEPH, ZFAFMAE CA IEHHITH,

base64 -w 0 k8senv.pem >> cert basebt4
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca baset4

7. ERAMN E—TRENVELIREIR.

cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...OVaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

fems=mmmmm== fememmemeso====== fes========scscsessssossssssss==ss=sa=s
Fommcomo= oo +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

e Fom e o
e frememem==s I

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 0 |

R et fremsmeeseso====== fessmssee s se s o s s s e e
f======= fememe===s 4

ET S IIE TS A SRR

eI LIEFIE Rin AR EMS AR IIE S AN RIREERE, XRMANEESH: FRARS I BENEHKATEL
EHAERIES; ERIEPNEHAIUERAETAFS / BENEH. Alt. EOHTMERIE FHRIER EH
TN EMRIESE. RE. FHREEHENbackend.jsonX . ZXHEESERITHFAESH tridentctl
backend updateo
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

RIRTIE, FAEBERMIMIE ONTAP EEMAFRNENE, AEH#HITEHER. BHRIEH
, AIAAPARMZMNMER. 25, BREERUERFIESR, ARSI ONTAP SEF kR
IRIEH,

EERASTHNERIRERENIANR, UASFNEZREINEEE, RNNEIHEMKRAE, Astra Trident
AILLS ONTAP Gl TIBE H A IERKHEIZRE,

87 igroup

Astra Trident f£/8 igroup SITHINEEEMNE (LUN) BRI, EAEWHIETE igroup BY, BIERHRHMERE

* Astra Trident AJLABEh AT N EIRLIZEFMEIR igroup o & igroupName FAESEF/IHENX H. Astra
Trident& 82— 1R AMigroup trident-<backend-UUID> £ SVM Lk, XEHEENRIHEE—1TH
B9 igroup , FAME Kubernetes 552 IQN BB THARIN / MIBR.

* HE, WAUTEGSIRENX PIRETICIZER igroup o ATLUERSEMIEIEIE igroupName configB#i, Astra
Trident £3% Kubernetes 752 IQN 740 / MIERZEIE BB igroup H,

BFEENRIR igroupName EXH. igroupName AJLUEFMIER tridentctl backend update {#
FHAstra TridentEEbLiﬁEigroupo XEFEARRPT EERE TERENENIAR. RRIERZFEREIEN
igroup Astra Trident #1720 E,
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79 Astra Trident B9GP HE—SEFIFEE— igroup @— PMERIEEE, X Kubernetes B2 RFTE(E
EERAREH, CSI Trident AJETNFA igroup FAMAIMIBREEET = IQN , MMtkAME LT H
B2, 7 Kubernetes If18 (LUK Astra Trident Z23%) SP{ERERR SVM BY, ERERAM

@ igroup AIEFRXS— Kubernetes SEB¥PIHHVE XA =FMMS5 5 —1 Kubernetes SE8FXEXHY
igroup o Itb9h, AR Kubernetes £ E M T REPRBMH—/Y IQN . #0_EFTR,
Astra Trident = B0 E IQN BYRIIAMIER. EZ N EVZEEEFER IQN JeESHHIEN
MEEIRFESIGR LUN WAEZEEIME .

YR I Astra Trident LB AR Y CSI ECEZF, N Kubernetes T 52 IQN 2B 5hANNE! igroup LM igroup
FfiER. BT R IIEIKubernetesfEBE/5. trident-csi DemonSetZPZEPOD (trident-csi-xxxxx
7£23.0154 Z HifYARZE A trident-node<operating system>-xxxx 1£23.01 R EEIRZASH)EFTRIMNAYT =
AR EERIINFT R, Ta IQN BERMEIERE igroup . EXNT RHTRE, BTSHM
Kubernetes HRIFREY, BTLARAIT—HIEMARYS B RMIBR IQN -

WNR Astra Trident R{EJ CSI BeEREFIETT, WAFEhEH igroup , LB E Kubernetes E8fHE M LTIET
=AY ISCSIIQN . FEEREMAN Kubernetes EEEEHITI =AY IQN FHFN0Z! igroup #. EIHE, BATIM igroup HRIBR M
Kubernetes S£E¥HRIBRAYTI RAY IQN o

fEFXE CHAP X EEHIT R I0IE

Astra Trident®] LUE XN EICHAPISCSIRE#H1TE A IOIE ontap-san M ontap-san-economy IXEHFER,
XEEZF useCHAP %W, IEEB MY true. Astra Trident2SVMBEIABTIIEF R 2 4ECE I ECHAP,
FMEHEXHFIKERFBMZEE, NetApp ZiXERANE CHAP M iEEZH#HITEHIWIE, BERIUTEERSG:

version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svm: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password

igroupName: trident
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

@ o useCHAP B¥E—NRRIEI. FHEEiE—NR, RINBERT, BEHEE N false , BHIEE
Rtrue a7, TEBEIGEN false o

lt9h usecHAP=true, chapInitiatorSecret, chapTargetInitiatorSecret,
chapTargetUsername, # chapUsername FIREXHPNNEBEFR, EEIREIKE. AILUSITREHXL
B tridentctl updateo
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T{EREE
BTG E useCHAP Atrue. FHEBEIERIETAstra TridentE R EFiHAECBECHAP, HAE1E:

* £ SVM Lig&E CHAP :

° NRSVMH LA B oIiZEF LT 2R E AInone (BUAMKE ) " EHEE EFERILUN, NAstra Trident=4F
RN 2HENGE N cuar AEHAEECECHAPRIIEF UM BIrA P 2 %6,

° #N8R SVM &2 LUN , M Astra Trident RE7E SVM LB H CHAP , XA LIFEN SVM FBEESN
LUN B9i7RI A2 PRl

* icE CHAP Boiier UK BB BNER,; SAEEHEEPIEEXLEET (WLEFAR)
s BIERAMNNBoIIEFIRIE igroupName TEfGimiett. RKIBE. MBAIAA tridento

RIEFIFS. Astra TridentiS eI t ridentbackend CRDHIECHAPZEZAFIF R & 7768 Kubernetes®
£A. Itb/5imHER Astra Trident 8 ZBIFFE PV #0i§@1E CHAP H1TIEHMER,

RIEIEA B e

A LB BRI CHAPESHER EFHCHAPELE backend. json XX EEFTHCHAPZR S HER
tridentctl update Ap< ARBIXLEEL,

@ EHEIRAICHAPEREE, MHfEMA tridentctl BfEH. EZ70@d CLI/ONTAP Ul EHifFfE
B LRVEHE, E Astra Trident 0 £ 1EBUX L E L,
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cat backend-san.json

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",
"svm" :
"useCHAP": true,

"username": "vsadmin",

"ontap iscsi svm",

"password": "password",

"igroupName": "trident",

"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

- o +

| NAME | STORAGE DRIVER | UulbD

STATE | VOLUMES |

e —— e — e
f——— R +

| ontap san chap | ontap-san | aad458f3b-ad2d-4378-8a33-1a472ffbeb5c |
online | T

e e e
- e it +

MBEZBAZEm; WREIEE SYM £ Astra Trident B#1, NXEEEFRERTENRS. IEREE
REHRENERE, NEERBERAREENRT. WAHEMERAN PV RSEENEREMENEE.

ONTAP SANEZ & iEIAN R

T HRANEITE IR Astra Trident 23R8I ONTAP SAN IREHTEF. A TiRM T EELE RFILURE X0
a5 /5imRET 2] StorageClasses BIFAHE B

[ imEC & I

BXEIHECEED, FSI TR

B Description Default
version 988N 1
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storageDriverName

backendName

managementLIF

datalLlIF

useCHAP

chapInitiatorSecret

labels

chapTargetInitiatorSecret

chapUsername

chapTargetUsername

clientCertificate

clientPrivateKey

trustedCACertificate

username
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Description

FEIREDAE P B R AR

BE X &Mt Ein

ERFHSVMEBIELIFRYIPHINEEHTT
TcéEMetroCluster i, WS
ESVMELIF, rILUIEETERE
15,% (FQDN), WRFHLLE T Astra
Trident. BT LUEIRE AERIPV6
ik - —use-1ipv6 tRi&o. IPveiiiE
WIAFESENX. Fli0: [28e8

. d9fb: a825: b7bf: 69a8: d02f
. 9e7b: 3555],

X LIF BY IP i3k, 15779iSCSI
$ETE, Astra TridentfE/ "ONTAP
VEREMELUNBREY" RIET ZIRIZS
JEFTEMISCI LIF, NRHM. ME
ERESL datalTrF EBEHBE N,

{EACHAPTiISCSIFJONTAP SAN
IXEHiEF H 1T B P IIE[fR/RE]. &
BN true itAstra TridentHfGiHL4
EBISVMEZE FHERNECHAPE
RNENB DI, BB HEEE
FEONTAP SANIRGHIEFEL & fois"
TRFAER.

CHAP Bz ZEiH. tERHA. N
FAEIN useCHAP=true

BWAFEN—HEE JSON B
BIPREE

CHAP BirE@ohiZF%5H. MR
H. MANE useCHAP=true

NP, WRA. WABER

useCHAP=true

BifrAP &, WRA. WHBED

useCHAP=true

Z P iRIEBH Base64 4RiL{E, FI
FEFEBNEHRIIIE

EPFinE A% HA Base64 Jwi3
B, BTETFIEPNEHRIEIE

R{Z1E CA IEFHY Baseb4 4w 1E,
ik, ATFETIERRIS (ML,

5O0NTAP &8 BEFTENAFR &,
BTFETFERNE DRI,

Default

"ontap-nas" , "ontap-nas-
economy-" , "ontap-nas-
flexgroup" , "ontap-san",

"ontap-san-economy-"

IXGHFZF R FR + "_" + dataLIF

"10.0.0.1", "2001: 1234 :
abcd . . 1 fefe]™”
HSVMIRE

false
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o Description Default

=

password 5ONTAP £8HBEFrENER. A "
FETEIENSH I,
svm E{FEMAM Storage Virtual Machine  #IERZESVM. MRE
managementLIF B8
igroupName EFHANSANBRIigroupdIZ R, 1E "trident — < [Fi% UUID >"
S0 BXFAGEE ...
storagePrefix £ SVM B & ERAmINaEIEE, Trident

TEHEEN. BEREH. &
FECE—ITRIER.

limitAggregateUsage MRFEREBIEDLL, WERE " BUAER T REESEH)
KM, WMREFEREATNetApp
ONTAP [5ixAJAmazon FSX. &7
}ERE limitAggregateUsageo &
B fsxadmin M vsadmin 57
BENERRSERBRAARNN
gﬁ%\ FEMAstra TridentX E#1TR

limitVolumeSize MRBFRPERNEIIE. WEE " BOAER T RRESLHE)
BRM. I EEFREIEAgtree
MLUNEERIERIRAK ]

lunsPerFlexvol &1 FlexVol B9 A LUN %%, #71 100
f£50 , 200 SEEA
debugTraceFlags WA EERNERINS. Bl =

. BRIEEEIEFITHEHBRHE
EPFMNBEEEE. TN {"api"

. false. "method": true} EfE
o

USeREST FAF&EF ONTAP REST API B9#5/R false
S8, * AR
useREST {EA— M RARFN K AREE
. BIVBEFILFIE. MARE
FIL{ERE, 18BN true
. Astra Tridenti&{EFHONTAP
REST API5 Rim#{Ti8(S. LILINEE
FEFAONTAP 9. 1.1 & EEHR
7S, ItkSh. FERBIONTAP ERAE
WAERGAIR] ontap MAER. X
— R B FIE N K#HE vsadmin
M cluster-admin B,
useREST MetroCluster A4,

HAHEE igroupName

igroupName AJLUSE NBETEONTAP &8 E 632 Migroup, MNIRKISE. NlAstra Tridenta BEhRIER N
Aigroup trident-<backend-UUID>o

MRBEMIREZEHZSVM. NIINRBRHEFNE X MigroupName. BN AEMKubernetesSEEEERA—1



igroup. 1XXJFAstra TridentE h4EIFIQNZINFIRIBR 24 FH Yo

* igroupName BJLAEHTNIEMTEAstra TridentZ JMISVM L B2 EIEAIHTigroups
* igroupName AJLI&BE, TEXMIE R T, Astra TridentiE8IZHEIER HBVigroup trident-<backend-

UUID> Bl

EXRMERT, HEGEERt. KRNEMHGERERNGER igroup o EEHAZHETEHREIIM.

BTEEENEIRECE XN

TR AR R EA XL ETUERIRIARE defaults BEEED. BXTH, BEERUTRETRG,

S8
spaceAllocation

spaceReserve

snapshotPolicy

gosPolicy

adaptiveQosPolicy

snapshotReserve

splitOnClone

encryption

luksEncryption

securityStyle

tieringPolicy
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Description
LUN By==8] 53 Ed

TEMERN; "X (FsfE) 3"
" (B)

E{FEFAAY Snapshot K&

EREIENE DL QoS HEEH,
ERENEEM / RIRAY gosPolicy
8} adaptiveQosPolicy z—, 7
Astra Trident F{EF QoS HEELAE
E ONTAP 9.8 S EEhRA, HINfE
FEHEZ QoSS HFAFRKEE
BRAINATFE RS, H=E
QoS ZREELAEITFRE TIERHNR
EH =05 R,

Default

true

7z

p

ENEIENEDERIBIEN QoS &,

B&LH, EFENEEM / FiRY
qosPolicy 3 adaptiveQosPolicy Z

FREBIREREB D LEH "0

BIZTER, MERRIFDETE

1T¥% _E B FNetAppEIIZ(NVE)
5 BRIAA falseo. E(ERILLIEDR,
AT S EE 3RS NVE BOIFRIHE
F NVE ., tNR7EEIHBATNAE.
MI7EAstra TridentR g & FU{E RIS ER
BEBHENAE, BEXIFHAEFEE. 7S
I: "Astra TridentflfAI 5NVE
FINAEER&ER"S

%14 snapshotPolicy A"E". &

muyglm
false

false

BRLUKSINZE, E&0 FHLInux ™

SR—EIILE(LUKS)"
MENZERI
£ " & " WD ERE

unix

IEFF ONTAP 9.5 SVM-DR Z &l
BOERY " (XIRER "
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HECE T
TEREX T ERINMERRG:

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: trident svm
username: admin
password: password
labels:
k8scluster: dev?2
backend: dev2-sanbackend
storagePrefix: alternate-trident
igroupName: custom
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
qosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default
snapshotReserve: '10'

BT ERCIENFIES ontap-san EENFEF. Astra Trident=EFlexVol EIMNRIN10%MN B E.
@ UAMLUNTTEE. LUN BERAFTE PVC HiEREVHRIA/HITECE, Astra Trident 3

FlexVol &1 10% (£ ONTAP RERAATAA/N) « ARIERRSMEKRNTHERE, ILE

BOARIBALE LUN BRARRE, BRIEEZ2F AT EBETE. XAERTF ontap-san-economy.

BTFEXMEIHE snapshotReserve. Astra TridentE#ZUN FRARITEE A/

Total volume size = [(PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

1.1 2 Astra Trident [ FlexVol Zi5MNARAN 10% LB LUN 7T#dE, iEATF snapshotReserve = 5%. PVCIE
K= 5GiB. HLEANF5.79GiB. AIBEANAS5.5GB, o volume show BTN BRS U TREIZEMBILER:
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Volume Aggregate State i Available Used%

_pvc_89f1cl56_3801_4ded_979d_034d54c39514
online RW 18GB 5.08GB
_pvc_ed2ec6fe_3baa_4af6_996d_134adbbbBetd
online RW 5.79GB 5.50GB
_pvc_eB372153_9ad9_474a_951la_@Bael5elc@ba
online RW 1GB 511.8MB
3 entries were displayed.

Ba1, AR NENNEESERMITENE—T%,

RIRECE R
UTRBETRTRAZSHSHRRBNMAENESELE, XBEXEHNRERTE.

@ MR IETEIE NetApp ONTAP LAY Amazon FSx 5 Astra Trident Z5& 1M, EiVH LIF #8E
DNS &7%F, MAZE IP ik,

ontap-san EEETFIEBNSHEIENIRIERF

X— 1M REEHEERAl, clientCertificate, clientPrivateKey, # trustedCACertificate
(WNRFEAASCA. MAIE)FIET backend. json MDFEXAEFIFIER. THEEHAMAISCAIEHNbase64
‘miB{E.

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

igroupName: trident

clientCertificate: ZXROZXJIJwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz

ontap-san EBWFACHAPHIRGIZF
XE— T REEHIEERG, EKREEIECIE ontap-san JGUf useCHAP IRB N trueo
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version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm iscsi
labels:

k8scluster: test-cluster-1

backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkeslIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
igroupName: trident
username: vsadmin

password: password

ontap-san-economy JREHIEF

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
igroupName: trident

username: vsadmin

password: password

RE A S i~ {51

ZETEPATHRFIEREXXHHR. SNFREFEMSERENRIAME. 5190 spacerReserve Tn
spaceAllocation Mfalse. #l encryption Hfalse, EINHMEFMEELD PHITE N

Astra Trident27E"Comments"FEEFIS B EIRS . 7FF1EFlexVol EIRE, 7EECERY. Astra Trident=E EH
M ERNFREREEREIEES, N7 HERL. FREEATMUERIIS AN EMBMASEE XITE,

ELRfh, BEEFENSIGE B SHFEMED spaceReserve, spaceAllocation, | encryption fE.
MELMSBE ERISERRIAE,
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version: 1

storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkeslIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
igroupName: trident

username: vsadmin

password: password

defaults:
spaceAllocation: 'false'
encryption: 'false'

qgosPolicy: standard
labels:
store: san_store
kubernetes-cluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '40000'
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
adaptiveQosPolicy: adaptive-extreme
- labels:
protection: silver
creditpoints: '20000"
zone: us_east 1b

defaults:
spaceAllocation: 'false'
encryption: 'true'

gosPolicy: premium
- labels:

protection: bronze

creditpoints: '5000'

zone: us_east lc

defaults:
spaceAllocation: 'true'
encryption: 'false'
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T 2MiSCSIiRfil ontap-san-economy JXGHFERE

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm _iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
igroupName: trident

username: vsadmin

password: password

defaults:
spaceAllocation: 'false'
encryption: 'false'
labels:

store: san_economy store
region: us east 1
storage:
- labels:
app: oracledb
cost: '30'
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
- labels:
app: postgresdb
cost: '20'
zone: us_east 1b
defaults:
spaceAllocation: 'false'
encryption: 'true'
- labels:
app: mysqgldb
cost: '10"
zone: us_east lc
defaults:
spaceAllocation: 'true'

encryption: 'false'



15 5iRmMS1E] StorageClasses

LU R StorageClassEX5|AT EiREI, #F parameters.selector FEEH. FStorageClass&f=EH
AT ESHENT. EREEEEBMEPENZNAHE.

* Z8—“ StorageClass (protection-gold)RFMETEIFAIE—. EZPEIAM ontap-nas-flexgroup
PR EHRME—NEIM ontap-san Fifie XM ——NMEHESRFIFHM,

Py ap—

* 88/ StorageClass (protection-not-gold)FMREIEIFME=1). FEPEMM ontap-nas-
flexgroup FRIFIHME . F=TEPM ontap-san Fif. XLt —IRHEHREETHKUIMRIPES!
B

* 5= StorageClass (app-mysqldb)FERET FPAIEII PN EIA ontap-nas FHIFIHE = EAH
ontap-san-economy falf. XLt ZEM— mysqldb AN AIZFREFMEMEE R,

* BP0 StorageClass (protection-silver-creditpoints-20k)EFMETE|FAYE =N EIH ontap-
nas-flexgroup PHGFIHFE ZNEMM ontap-san [Gif. XLEMEM—LL 20000 MEERIRHESR
RIFEIML,

* 5 H " StorageClass (creditpoints-SkFRFFEIRRIZE =N EPAM ontap-nas-economy PHIFIHH
FE=PEMAM ontap-san Fif. XEEH——EER 5000 MEHAKRIM~ 5.

Astra Tridenti/RTEEZEM N EMM. HIBFRHEFHEER.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: netapp.io/trident
parameters:
selector: "protection=gold"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: netapp.io/trident
parameters:
selector: "protection!=gold"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: app-mysqgldb
provisioner: netapp.io/trident
parameters:
selector: "app=mysqgldb"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: protection-silver-creditpoints-20k

provisioner: netapp.io/trident
parameters:
selector: "protection=silver;
fsType: "extd"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: netapp.io/trident
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

creditpoints=20000"
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FCEONTAP NAS/GUH
T fi#4N{a]{EF ONTAP # Cloud Volumes ONTAP NAS IXEHiZFECE ONTAP [Sif.

e
BRI

Astra ControlF] A{E IR SIRE T RIP. REME BN (TEKubernetesiE ¥ 2 [B)#EohE)
ontap-nas, ontap-nas-flexgroup, #l ontap-san RohiEF. 1BES M "Astra ControlZE
FITESM" THEIFAES.

* IBABER ontap-nas EATREHIRFRIP. KEMEMBMERNEFTIER S,
@ * {8/ ... ontap-san-economy FHANEF A ENITIZS FONTAP ZEFHNEE,

* f£f ... ontap-nas-economy (X HFHANEFERENZETFTONTAP ZIFNAEN. UK
ontap-san-economy Jo,AERIRNIER.

* YE/D{ER ontap-nas-economy FNMIREIN. REMERBIENER,

BRPR
Astra TridentiZ LAONTAP Z{SVMEIE R B 11517, BEFEH adnin £BAFE vsadmin SYMAF A B E[E
AENEMZIRAL, 3T ERFNetApp ONTAP BJAmazon FSXERE. Astra TridentR{EFEEEELIONTAP

HSVMEBEIB R F{HIETT fsxadmin AP vsadmin SYMABRFPHEABHEEABMNEMIZFAF -
fsxadmin AR 2EHEERAPNEREAHF,

NREFH 1imitAggregateUsage B8 FEEEHEEANIR, ¥ ERFNetApp ONTAP
(i)  #Amazon FSxSAstra TridentiA & 1EMEY, RE LinitAggregateUsage SHFEMF
vsadmin Ml fsxadmin AP, MNRIETISE, IEERERBEK.

BIARTLATE ONTAP FRIR Trident IXENTERF FI LAERRIIRGIMERHA T, BRITFABINXE M. KSEHHR
A Trident S ARFREZEHNEM APl , MTEARTREMES S HHE,

% (EFIONTAP NASIREH IS F BB S it

TR ER A ONTAP NAS IREHIZEFECE ONTAP [Gif. XtTFFrE ONTAP jGif, Astra Trident EEZE/D
H SVM S E—1EBE,

St FFrE ONTAP /5, Astra Trident EEZE/D R SVM HE—1PES,

FHIEE, BRI RsER, Hel@EiEnER— M RiZEFNEESE, Fl. EUEE—MERANE
£33 ontap-nas WehIEFMERBITHREZE ontap-nas-economy —1

FrEKubernetes T{ET mERN ML EZLHAINFSTE, ES N "It BXEFEMAEE:
B{HI0IE
Astra Trident 12 7 F# 3t ONTAP GEim# TS0 IIERNER .

* Credential Based : EBFIEMNEL ONTAP AFHAFRBMEE, BIWERATEXNEZ2ERAE. Fi
admin 3 vsadmin LIRS ONTAP RSB AT S M,
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* EFIEF: Astra Trident JXR] LUEREIRTEAIETS ONTAP B HITES, M, FREXGAELER
FimiE$, ZAFRIME CAIEPH Basebd wiE (WMRFEA) (EiX) o

EEILEFHIE RR. UWEEETERENGEZNETIEBNGEZEEE, BR. —RINFHF—ME WL
o BUMEIEMB MG E. SHMEHECERRPRIRE 777%.

C) MREZAER R EENER . WERSIBERK. HETR—FER. BHEEXHRREE
T BB RIS %o

BRETRENSHIIE

Astra Trident EE SVM S / £ECENEIERNEIREZT8ES ONTAP Bin#H{TEE. BIVERRENTIE X
. 530 admin ¥ vsadmine XA LIRS EKFKA ONTAP RASEFIFRS, XLERRASATRESFEINEE API
NFHHEARFRB Astra Trident lrd<EH, FIUCIEBENZEERABHIEEAT Astra Trident , {BREINE

o

[EiRE MR TR

YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
datalIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

JSON

{
"version": 1,
"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",
"svm": "svm nfs",
"username": "vsadmin",

"password": "password"

IR, BREXEEREUAXAENFHENE—E, QIEERRE, AP R / B0 FER Baseod H1T4RIEH
Fi& 7 Kubernetes 30, €2 / EfEREH—FETREENSE, Fit, XE—T{NHERRHNITIVRE
, H Kubernetes S ZEEERHNIT.
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BRETIERNS K IIIE
MM ENEEHA LUERIERHS ONTAP EiR#{TEE. EBHEXFTE=1"5%,

* clientCertificate : B imIEHHY Base64 4Ri3{E,
* clientPrivateKey : XEXFAARY Base64 ZRi5{E.
* trustedCACertifate : Z{51E CA IEPHY Base64 fRiZE, IRFEHRIE CA, MATHRHILBE, MRAFEE
FBR{E CA, MBUZEILIZE,
HANTERBIEUTSE,

p

1. £EMEFPIEPRA. £/MK, B2AEZ (Common Name, CN) iEBHNEENSHIRIER ONTAP
BF.

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. FEI{E CAIEHAINE ONTAP 8%, ItiRrseERFHEEERAIE, WRKEHAEE CA, WA,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca
<cert-authority>

3. 72 ONTAP S8 L REZFIRIEBMNER (MTE 1 F18) -

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>

security ssl modify -vserver <vserver-name> -client-enabled true

4. BIAONTAP Z2ERABLIF cert BRWIES %,

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>

security login create -user-or-group-name vsadmin -application http
—authentication-method cert -vserver <vserver-name>

S. FEAAEMAER NI Z DRI, & <SVM B2 LIF> 1 <SVM R #F > B HEIE LIF IP 1 ONTAP &#F,
SR ARLIFRIARS SRE&IKE N default-data-managemento
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curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vifiler="<vserver-name>"><vserver-get></vserver-get></netapp>"'

6. {5/ Base64 XIEH, HEAMAIE CAIEB#HITHRIG,

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

7. ERAMN E—TRIENVELIRER.

cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...OVaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

fems=msm=ma== fomemmeseso====== e e
o fro— e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

fomm - fom o e
R fremememm=s 4

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

R et fremsmeesecso====== R



E S INIE TS A BRI E

TR AE A Rin U ER RS HIIE A AN RE TR, XRHANEER. EARFRR I BRIERA L
EMAERIES; ERIERPNEHRIUEMAETRFR | BRNERK. Ailt. SATRERIE S HRIEREH
AINFNEMIIES%. RAE. FEREHENbackend jsonX . ZXHBEEERITHFAESEI tridentctl
update backendo

cat cert-backend-updated.json
{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

Pommmmmmemm== Fommmmmeemeeee== LB e
Fommmmmoe Fommmmomos +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

S Fommemerememomom= e
Fommmmmme Fommmmmme= +

| NasBackend | ontap-nas | 98el9b74-aec7/-4a3d-8dcf-128e5033b214 |
online | 9 |

Fommmmmommmos e Fommcmcccosssssrsres e e e Ee Ee s e e e
Pommmmm== Fommmmme== +

WIRERI, FHERRUTE ONTAP LB MEN, AEHTEHRER. BIEHe
() LURRPFENS NS, 25, GHEERLERIES, AEALUM ONTAP E2EHHIR
B,

BiRRAIPNEIRENIAR, BASHMEZREILNGER, NNNEIHRENRE, Astra Trident
BJLAS ONTAP Gin# TS HMIERKEI SR,

EIE NFS SR

Astra Trident £/ NFS §HZRESRIZHI HEEEIIAIR,

RS HERRET, Astra Trident 12T FEDN:
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* Astra Trident AJLIGhSEERSHERRAS; FIHMEFERAT, FREERSIBE—INFRRAHEST IP #iltsy
CIDR $RFIK, Astra Trident 2 BB FXEEENT R IP ANEFHREF, &, NRKEEEMA
CIDR , MET R LIXEIMEA2EEERERE IP #RARINEI S HRE,

* FHREEERATUFoHEESHERBARMMAN, FRIFERETEE T ARNSHRERATR, BN Astra
Trident Y2 FARIA S H KRB,

SEESHERR

CSI Trident 20.04 hix P LABIZSEIE ONTAP [FiREIFHRES, Xi¥, FEEESMAUNTETR IP IEERVF
pustnt=SiE], MARFEIEXERNMMN, EAKEU T FHRBER; BRSHRBABEFEFHTHEFES

Bf, Itboh. XBEBITF I EAEEEMIARIREI AR AFIPA FIEESCEAN TET Rifn. MMZHHEENE
e,

(D) 28 CSI Trident A S EhA GRS HHERS, A5 MR TIET 2RH NAT LI,

]l

HIERRNECEED,. FTER—MMaimE X R

version: 1

storageDriverName: ontap-nas
backendName: ontap nas auto export
managementLIF: 192.168.0.135

svm: svml

username: vsadmin

password: password
autoExportCIDRs:

- 192.168.0.0/24

autoExportPolicy: true

ERILIIAERS. EATBRESVMAHIRIES BASRORIS MR, A AV SCIDRAMY
() SEMNEINEASRES), HEEEE Nethpp BINHBESE, % Astra Trident £ SVM

TR R LRIt Thae sy TERIEHITHIIRER:

* autoExportPolicy BN true, XFK/Astra TridentiF AEIEFHERE svml SVMFE R L IEFNAT R
MNFOMIFR autoExportCIDRs HIHEIR, a0, UUID/H403b5326-8482-40db-96d0-d83fb3f4daecHliyfSim
autoExportPolicy IRBEN true SIERZRNHIFHEEE trident-403b5326-8482-40db-96d0-
d83fb3f4daec £ SVM ko

* autoExportCIDRs EIEMIHRTIFR, WWFERAFNEFER, #AIA% "0.0.0.0/0, ": : /0", MERREX,
M Astra Trident SAMIE LT = L3 EIRIFAE /5 CERV S B,

FMRAIR. FER 192.168.0.0/24 R THINTE, XRRUEHUSEERB Kubernetes T3 1P R0

%| Astra Trident SIEZBYFHRIEH, ZHAstra TridentEMEBITFAIENT REY. ESNRZT RBYIPHIUEHRYE
FRRHEATHIAER I H#1THE autoExportCIDRs, ik IP 5, Astra Trident R AHLIMNZEF R IP 2SS
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HERERFN, FHAEMRNES N RelZ— N,

fEBI LUEHT autoExportPolicy #l autoExportCIDRs AT /G, RN EEjJ"b‘fEEI’J SumPAINFETAY CIDR
, WElUMIBRIIER CIDR . MiFR CIDR BHIESHIVD, LIARMEEZETSMH. ST LOREER
autoExportPolicy AF/Ein. HEIRFIFEIENSHEER, XEEIKE exportPolicy B,

1EAstra TridentB| B EFHEFIFZE. EoUERAKERIF tridentctl SABMNEY tridentbackend CRD:

./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24
autoExportPolicy: true
backendName: ontap nas auto export
chapInitiatorSecret: ""
chapTargetInitiatorSecret: ""
chapTargetUsername: ""
chapUsername: ""
dataLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>
fileSystemType: ext4

YU RN EIKubernetesEE 85 H A Bl Astra TridentiThl286S. MBEEHRNSHERSH#HITEHR(RHREREI ML
:_F':F'? fEE’Jiﬂ’,iJJZ/E.W autoExportCIDRs [GlH)o

BT s=fS, Astra Trident RICEFREBNGE, LBBRZT SB0ARIN, @i MZE SRS H R
F?Jtt"l"-l"ﬁ IP , Astra Trident AJB5IEEEER, BRIFLL IP JHEEBHPHNFITTREEFH,

MNFLUFIEERNRR. 1BFEREMEIR tridentctl update backend BEfafRAstra TridentBoIBEESHE
B XIGEIE— 1 LUSIE UUID s BT SRR, Bk L EENSSESEMEHNERMCIZENSH R,

(D HFrEE B EES HRBIEREHIFEISEIBHNS HERR, NREMLIZERER, NWFHEMN
AHHER, FIEEHRFTFHRE,

WREH T AT AR P ik, NARTELT R EEH/Z5) Astra Trident Pod o $Af5, Astra Trident EHE
EENEIRNSHEE, MURMIL IP B,

ONTAP NASER & &A1 51

T RN 8/ Astra Trident Z3ER6IZ2HER ONTAP NAS IRGHiEF., ATIRMET EiRicE REIUARE X
A5 EIRRET 2] StorageClasses FIIFAA(E B
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[EiRECE TN

BXEIHECEED, 1BSI TR

2

=
version

storageDriverName

backendName

managementLIF

dataLIF

autoExportPolicy

autoExportCIDRs

labels

clientCertificate

clientPrivateKey

Description

FEIREDAE R B R AR

BE X B R F /e

SRS SVMEBIELIFAIPHIHEE ##1T
Toé&MetroCluster I3, TS
ESVMEIELIF, oJLUIEESTTLMRE
132 (FQDN), WNRERLLET Astra
Trident. AU E HERIPV6
it --use-ipv6 Pri&o. IPvEIHIIE
B AIESENX. fl0: [28e8

. d9fb: a825:. b7bf: 69a8: d02f

. 9e7b: 3555],
Y LIF B9 1P Sk, BNFERE

dataLIF., SIRFKIEMHILSE.
MAstra Tridentzx MSVMIZEXEL
BLIF, &olLEER FNFSIEH 2
ERYFE£PREIF A (FQDN). MTIA]
LIEIRIEIADNS. LAEEZ R
BLIFZ BRI A F 1, nl LATEY]
BIREREN. FEN . WREH
23T Astra Trident. NIBETLUFIEE
HERIPveiIiE --use-ipv6 R
Lo IPVeHIEATFR SRS E X
fFl40: [28e8: d9fb: a825: b7bf

. 69a8: d02f: 9e7b: 3555],

B Boht M EH S H R [ /R
{Blo f#F autoExportPolicy
autoExportCIDRs 1%&EIl. Astra

Trident®] L B ohEIE S H R,

BT i#i%kKubernetes T5 mIPHICIDR
53R autoExportPolicy BJF
o f#H autoExportPolicy
autoExportCIDRs &, Astra

Tridenta] L B oHEIE S H 5FER,

ENATEN—AES JSON B

BIAREE

E P iRIEBH Base64 miL{E, F

TFETFIEBNI MR

E P inE A% A Base64 Jrh3

B, RTFETIEBNSHIIE

Default
IRER N 1

"ontap-nas" , "ontap-nas-
economy-" , "ontap-nas-
flexgroup" , "ontap-san",
"ontap-san-economy-"

IXGHFZF B FR + "_" + dataLIF

"10.0.0.1", "2001: 1234 :
abcd : : 1 fefe]”

eI EKE BHSVM (ANRKfE

TE)(FEIY)

false

["0.0.000", ": : /0"
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2

=

trustedCACertificate

username

password

svm

storagePrefix

limitAggregateUsage

limitVolumeSize

limitVolumeSize

lunsPerFlexvol

debugTraceFlags

nfsMountOptions

gtreesPerFlexvol

64

Description Default

Z{SE CA LAY Base64 4Ri{E,
Bk, BTFETFIEBNSHIIE

FFEERIEE /SVM AR B
BTFETEENSMHIIE

EIEFIERE /ISYM NEE, ATE
FRIENSHIEIE

E{FFPAY Storage Virtual Machine  #1ERZESVM. Ni&k&E
managementLIF E18%E

£ SVM i EFHENERNFIS, Trident
KRERTEEH

MRFEAEBILESLE, WEEE " (FRIABERTRESISLHE)
KK, * FERTIERAT ONTAP By
Amazon FSx *

RBFERPERNEIIE. WE " BOAER T RRESLHE)
BRI

MBRIFEBRPEANESLE. WEE " FRABER T RESISLHE)
BRM, Itsh. EXREIE Fqtree

FLUN R BIEMERNRA K

gtreesPerFlexvol EMATEE

X & FlexVol BIEmAqtree#fl,

B FlexVol 9K LUN %%, 71 100
£50, 200 BERN

WIEHERN EEANEARINS. fl =
. {"api": false. "method "

. truel FERA

debugTraceFlags BRIEEIETEH
THREHRRH F R IF AN B T

fi#o

NFSHFHIETIIE S 2 RS

o KubernetesiF A HRIIEEIEIN
BREFMEEPIEE. BUNRERE
fESEPRIBEEER L. NMAstra
Tridenti&EIRENE B EFM#EIREE
XHHIEERERIED, MNREF
ERHEE XM RIEEERIE
. NIAstra TridentA=7EXEXAYK
AME IR E EAERHETL,

S FlexVol IR K qtree #t, &7 200
£50, 300EER



useREST

T E &N EHEC &R

Description

FF{ER ONTAP REST APl B9%a7/R
S8, * AR

useREST fEA— I EAT K e
. BWATFIRAIFE. MARE
FILERE, IRE AN true

. Astra Tridenti${EFEONTAP
REST API5Rim#{TES, ItbIhkE
EEFHONTAP 9. 111 MBSk
K, IEIh. EARONTAP BRAE
A RGAIE ontap MR, X
—ﬁﬂﬁﬁ%ﬁi)‘(ﬂ%iﬁi vsadmin
M cluster-admin A,
useREST MetroCluster Rz #5,

Default

false

1R ATE P A X ERTUTHIBUAERE defaults BB D BXTH, BFERUTEERG.

spaceAllocation

spaceReserve

snapshotPolicy

gosPolicy

adaptiveQosPolicy

snapshotReserve

splitOnClone

encryption

tieringPolicy

unixPermissions

Description
LUN B=iB1 5 Ee

TEFER; " (FE) ="
" (B)

Z{FFARM Snapshot &

ZHEIBIEDECRY QoS HREEA,
PERENMEEM / TR qosPolicy
g} adaptiveQosPolicy Z—

ENOIEMNEDENBIER QoS &K
B&LH, EEENEFMEM / FiRH
qosPolicy 8 adaptiveQosPolicy Z
—. % ontap-nas-economy.

HREBIREREB D LEH "0

BIERIER, MERXLFDZRE

1T¥% _E B FNetAppEIIZE(NVE)
5 BRIAA falseo. E(ERILLIEDR,
AT EE FIRTS NVE BOIFRIHE
F NVE ., tNR7ERIREHETNAE.
M7EAstra Trident B2 & BIE(AIEER
BEBENAE, BXIFAEE. 5S
I: "Astra TridentflfAI 5SNVE
FMINAEERS1ER"

fER " T " WD ERE

MERERI

Default

true

p

7

%1 snapshotPolicy A"E". &

)rlsuﬂg""
false

false

1EAF ONTAP 9.5 SVM-DR ZHIHY
ECERY " IXIRER "

JTFNFSHER"777"; JFFSMBEH
T(RER)
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https://docs.netapp.com/zh-cn/trident-2301/trident-reco/security-reco.html
https://docs.netapp.com/zh-cn/trident-2301/trident-reco/security-reco.html
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B Description Default

snapshotDir EHIFAT M . snapshot BF false

exportPolicy BEANS R default

securityStyle MENZ2IER. NFSEIF mixed NFSERIAEN unix. SMBERIAMEN
*D unix ﬁé*ﬁﬁo SMBSE?% ntfso

mixed Ml ntfs ZLIER,

7£ Astra Trident Ff#F QoS HRESHAFEE ONTAP 9.8 EE M. EINFEAIEHEE QoS HKEKLH
O | JHBTRRBESSINAT S5 S, 25 Qos RIRHFTA LIRS SHE L

SECET
TEHE—TMEXTRIAMENRG:

version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:
k8scluster: devl
backend: devl-nasbackend
svm: trident svm
username: cluster-admin
password: password
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: premium
exportPolicy: myk8scluster
snapshotPolicy: default
snapshotReserve: '10'

iEFTF ontap-nas # ontap-nas-flexgroups M. Astra TridentRERAMMITEGEFRSR
RFlexvol BIK/NSsnapshotReserveBA b PvcHEE, HAFIEXK pvc BY, Astra Trident &fE
BfmtECIRZAREZSTEINERIR Flexvol . WWITEAIMEAFE pvc FKEIFMERNAIETE, MAE
INFERIERISIE, £ v21.07 Z#i, WRAFIEKR pve (BlE, 5GiB ) , B snapshotReserve
7 508 , MREIKRE 2.5 ci HAIETE, XeRNAFIBERNEENEM “snapshotReserve =HHF
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H—1PB7tb. £Trident 21.0790. BAFIERBERIE T8 Astra TridentE€X T snapshotReserve #F&R
TREANENB DL, XFIERTF ontap-nas-economy. SR TFRAILLT EEH T ERIE:

HEGENT:

Total volume size = (PVC requested size) / (1 - (snapshotReserve

percentage) / 100)

3F snapshotReserve = 50% , PVC &K =5GiB , 2K/ 2/.5=10GiB, AJAKX/NA 5GB , XERAF
£ PVC IERAIERBIA/N o volume show BPSMNETRS U TRAIZZIURILER:

Vserver Volume tat ype Size Available Used%

online AW 18GB

_pvc_eB372153_9ad9_474a_95la_@8ael5elc@ba
online RW 1GB

2 entries were displayed.

TEHR Astra Trident BY, FoaiLENINE EinERR LR RBARES, M FEARZAICRENE, BNAZEH
SR, DUEMRBIPAMAIENR. H190. BEEH2 GiB PVC snapshotReserve=50 ZRINERE. &0z
1 GIBEYRIE=(al, g0, FEXR/IAEN 3GB A ANBRERFE— 6 GiB £ _LiZ{t 3GiB A5 =8,

ANl

RIRECE TS
UTFRAIERTHAZSHEBHREANBRANENEREE, XBEXERNREESETTE.

(D YNR7EXK A Trident B9 NetApp ONTAP _EfEFH Amazon FSx , #EiX 9 LIF 383 DNS &R, mAF
2 IP #ht,

L HIZRINIEIN <code>ontap-nas-economy</code>

version: 1

storageDriverName: ontap-nas—-economy
managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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ETFIEBRI S I0IE

XE— " REEHIEE R, clientCertificate, clientPrivateKey, #I

trustedCACertificate (MRFEABECA. MANHEFIET backend. json MAHIRAEFIHIER.
Z AEAMBE{ECAIE B base644miB{E,

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

datalLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXROZXJIJwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix
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B5)S ke

MU RIZR T 045 Astra TridentfE oSS LR B IEZMEERESHE, WRENTFHIEMNLE
ontap-nas-economy M ontap-nas-flexgroup JoIIEFo

ontap-NAS IXhiERF

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-1la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password
nfsMountOptions: nfsvers=4

<code>ontap-nas-flexgroup</code> IXEHiZ%

version: 1

storageDriverName: ontap-nas-flexgroup

managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

labels:
k8scluster: test-cluster-east-1Db
backend: testl-ontap-cluster

svm: svm nfs

username: vsadmin

password: password



{EFRIPv6ihit

WRFIERT managementLIF fERIPvEiiL,

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: "[5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-1la
backend: testl-ontap-ipv6
svm: nas_ipvé6 svm
username: vsadmin

password: password

ontap-nas-economy JREIFZR

version: 1

storageDriverName: ontap-nas—economy
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

ontap-nas @B FEHASMBERIAmazon FSX for ONTAP HYIREHIZR

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fqgdn.aws.com
nasType: smb

datalLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulGNsYXNz
storagePrefix: myPrefix
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RE A S i {5

ZE TEPITRHRFIRREXXGHR. SNFREFEMZERENRIAME. 5190 spacerReserve Tn
spaceAllocation Mfalse. #l encryption Hfalse, EINHMEFMEELD PHITE N

Astra Trident=7E"Comments"FEPiIE B EITE. ERETEFlexVol £AIEE ontap-nas BFlexGroup
ontap-nas-flexgroup. TEECEAT. Astra Trident=RFEINM ERFIEINEEHIZIFHESE. AT HERL. F
EEIE R A URITE NS Bt FAE E XARE

ELRfIP, BEEFENRIGE B SHFEMED spaceReserve, spaceAllocation, | encryption =R
MELMIBE ERISERRIAE,
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<code>ontap-nas</code> JXEHiZfF

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
datalIF: 10.0.0.2
svm: svm nfs
username: admin
password: password
nfsMountOptions: nfsvers=4
defaults:
spaceReserve: none
encryption: 'false'
gosPolicy: standard
labels:
store: nas_ store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755'
adaptiveQosPolicy: adaptive-premium
- labels:
app: slack
cost: '75"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: 'true'
unixPermissions: '0755'
- labels:
app: wordpress
cost: '50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: 'true'

unixPermissions: '0775"
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labels:
app: mysqgldb

cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'
unixPermissions: '0775'
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<code>ontap-nas-flexgroup</code> IXTHiEf%

version: 1
storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
username: vsadmin
password: password
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: flexgroup store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '50000"'
zone: us_east la
defaults:

spaceReserve: volume

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: gold

creditpoints: '30000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: silver

creditpoints: '20000"'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

protection: bronze
creditpoints: '10000"
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zone: us_east 1d

defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"
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<code>ontap-nas-economy</code> JXEhi2F

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
username: vsadmin
password: password
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: '6000'
zone: us_east la
defaults:

spaceReserve: volume

encryption: 'true'
unixPermissions: '0755"
- labels:

department: legal

creditpoints: '5000'
zone: us_east 1b
defaults:

SpaceReserve . none

encryption: 'true'
unixPermissions: '0755"
- labels:

department: engineering

creditpoints: '3000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

department: humanresource
creditpoints: '2000'
zone: us_east 1d
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defaults:
spaceReserve: volume

encryption: 'false'
unixPermissions: '0775"'
B datalIF #JRECER

TR UTEARECE R ERBUELIF. HERBITU TGS, NG IHJSONS R EHAVEIELIF,

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>

@ EE%PVCEJ%EU—’PEE%/PPM\ MATKFAFRBENNPod. ARERBHEMEER. HBIELIFA8EE
Mo

8 EimETE| StorageClasses

AR StorageClassEEX S| AT LR EIAM, 8 parameters.selector FEEHP. & StorageClassE=IEH
ARFRESHNEM, EREEERMAPENX S S H,.

* %5—StorageClass (protection-gold) Rt EIHRHIE—. EZPEPAM ontap-nas-flexgroup
PSS —NEMMN ontap-san G, XEM——MEEBESRFIPAI,

s —

* B8 _/ StorageClass (protection-not-gold)FMEIE|FRAIE =, EOEPEMAM ontap-nas-
flexgroup FHEHRME N B=PEMM ontap-san iR, XLEMEM—IRHBERUIMRIFLES)
M

* $5=StorageClass (app-mysqldb)FERET EPAIEII PN EIA ontap-nas FHIFIHE = EIH
ontap-san-economy [Gif. XLt ZEMW—7 mysqldb KEMN BIEFIRHFE BB,

* %809 StorageClass (protection-silver-creditpoints-20k )G EIFHBIE = PMEIA ontap-
nas-flexgroup PRGHME _PNEIM ontap-san [Fif. XLEMEME—LL 20000 MEARRHEEEHR
RIFEYA,

* £ E " StorageClass (creditpoints-5kFRGFFEIPRIZE Z N EPAM ontap-nas-economy PHIFEHA
FE=EPH ontap-san G, XLEEW——FEEH 5000 M5B .

Astra Tridenti/RTEEZRM D EMM. HBFRHEFEER.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: netapp.io/trident
parameters:
selector: "protection=gold"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: netapp.io/trident
parameters:
selector: "protection!=gold"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: app-mysqgldb
provisioner: netapp.io/trident
parameters:
selector: "app=mysqgldb"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: protection-silver-creditpoints-20k

provisioner: netapp.io/trident
parameters:
selector: "protection=silver;
fsType: "extd"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: netapp.io/trident
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"
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iEFAT NetApp ONTAP EY Amazon FSX

3§ Astra Trident 53iZFF NetApp ONTAP HJ Amazon FSX £ &1

"& AT NetApp ONTAP BY Amazon FSX" @— M2 EMAWSARSS. vI{ER - BEhl
iIZ1THNetApp ONTAP FEIRERFIRESZ NN H RS, EENEREFONTAP BYFSx.
BB UF) RIS SEHINetAppIhAE. HEEFIBIETHAE. EIRFIBEAWS EZMEEURRIE @
M REM. ZEMMAY EM, FSX for ONTAP 1FHONTAP X4 R A IHEEFM EIEAPI,
S RGE Amazon FSX R EEZE, RIMFRZFIFE ONTAP £8, T84 SYM F, EalalE— ek

Z21ME, XEERRXHNXHRFEEX G RATHIESS. EBNERT NetApp ONTAP B Amazon FSX
, Data ONTAP R{EAZHHREXHRFR M, FIXHRF LR * NetApp ONTAP *

I Astra Trident 5iEFF NetApp ONTAP B Amazon FSx & 1EMA, &8 LUH{R7E Amazon Elastic
Kubernetes Service (EKS) fim{THY Kubernetes E£&¥ 0] LIEZE B ONTAP &0 BRI XK A 4%,

Amazon FSx for NetApp ONTAP{EF "FabricPool"BIRZiER. BEE, B UIRIEHIERTE R IAIRREE
BEEERY.

ARE
* SMB%:
° SMBEX##H ontap-nas XRIREHIEFo
° Astra Trident{¥Z#1§SMBEEH EIWindows 5 = _EiETTHIPod,
° Astra TridentA3zfWindows ARM %244,

* TridentTAMIFRTEE A T Brh&HEIAmazon FSXXX &4t LRIZNE. EMIFF PVC , EREFEMIFR PV
1 ONTAP HY FSX &, BERjLEIbRIEER , FHRITATRE:

° FBNER " IREGE " REBEAT ONTAP B FSX XRS5, RECIZITIERAIBRABMER, B
TR EEIR HIRTT,

° %Fﬁ AR ERIR " B, RERBmHE&EN. RRBIEMFILUE Trident BEIIMERE, MERE—TFhT
o

v Backup and maintenance - optional

Daily automatic backup Info
Amazon F5x can protect your data through daily backups

Enabled
© Disabled

Kotz

& LUE R UL FIRShFERE # Astra Trident53i& Bl FNetApp ONTAP BYAmazon FSxEER :
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https://docs.netapp.com/us-en/ontap/fabricpool/index.html

* ontap-san: EEENENPVEIZHEBZ28AmMazon FSX for NetApp ONTAP HHAJ—LUN,

* ontap-san-economy: HBCEMEIMPVEIE—TLUN. 3FNetApp ONTAP . & Amazon FSXHILUN
HERAEEN,

* ontap-nas: EEENSMPVEIR—MERATNetApp ONTAP H5EEAmazon FSX&.

* ontap-nas-economy. HBCEMEINPVEIZR—qtree. ¥ FNetApp ONTAP &. &1Amazon FSXHqgtree
HERAEN.

* ontap-nas-flexgroup: ECEMEIMPVEIR—MEFRTNetApp ONTAP FlexGroup BI5EEAmazon FSX
o

BXREoEFIFAES. 1HS W "ONTAP IREhizF"
ST
Astra TridentiR EFEM & A IIERT.
* EFIEH: Astra Trident £ SVM ELRERIERS FSX XHERS LA SVM #H1TE(S,

c EFEIE: ErIUEA fsxadmin XERAHAF vsadmin ASVMECERAF.

Astra TridentRZ{E}IE(T vsadmin SYMARA R ASERAGNEME AR, &6
(1) FNetApp ONTAP #Amazon FSXEH fsxadmin HIRBIMONTAP BFIF admin HE
Fo BA1BRZVEIN(ER vsadmin {#Astra Tridents

ol EFEREUEETERENGEZMETFIEBNAEZEBR. B8, NREZNIEE-EEMER. W5k
SIBERN, BB EMEHIOIESZE. SN EIREEPRBRIE 5%,
BXBRBMIIEMNFHAER. FERERTENERNIZEF RN B HDIIE:

* "ONTAP NASH {5 3% "

* "ONTAP SANE {48 F"

THREZER

* "Amazon FSX for NetApp ONTAP 14"
* "B XiEATF NetApp ONTAP BJ Amazon FSX EE X E

£ & T NetApp ONTAP fJAmazon FSX

&R LU IEF FNetApp ONTAP fJAmazon FSXX {4 &4t 5Astra Trident&ERK. UAMAIR
7£Amazon Elastic Kubernetes Service (EKS)FIETTHIKubernetes&E &5 1] IAAZE FHONTAP
AT IFHIRAN SR A S,

Faazmi
IS "Astra Trident Z3R"EIGIEAFONTAP BIFSxSAstra Trident&Efk. 5%

- BEEMIBAmazon EKSEEFE H E1EKubernetesf ¥ kubectl B&RE,
s AIMEEM T ET =5 08ER F NetApp ONTAP X ZR4H Storage Virtual Machine (SVM ) BIILAE
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Amazon FSX ,
 NAESETENIET = "NFSELiSCSI,

@ HaRIZEEAmazon LinuxFlUbuntuFr MY mUER P BH1TIR(E "Amazon Machine BRE&"  (
AMIS ) , BEBURTFER EKS AMI xio

SMBERYHEthEK

* —PKubernetes&8f. EFBEE—MLinuxiThlgs T 2 AR EL—1METTWindows Server 201989Windows T

ET 5, Astra Tridentf¥Z#51ESMB&EEE FWindows T s _Eim1TRIPod,
* E/b—/EEActive Directory’Z#EfAstra TridentZ A, LLERKEH smbereds:

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* EEEAWindowsAREZMICSILIE, B2E csi-proxy. EEM "GitHub: CSIYIE" g "GitHub: &M
FWindowsHICSHLIE" S&AF1EWindows_EiniTHIKubernetes T &0

ONTAP SANFINASIXENFZF £ AL
(D meBrSMBHEE. MBFURE EERESVBE ARERZ .

I
1. ERHEAP—FhERE Astra Trident "SFE 555"

2. INESVMEIELIF DNS&E#F. 50, EAAWSHLITREZEX DNSName FHIZHE Endpoints —
Management BT TFHLG:

aws fsx describe-storage-virtual-machines --region <file system region>

3. BN "NASEIHSHIUIE" 5 "SANEIHS 7 IIE"

BRI UM AT LA R R AERERMEFER SSH BREINGERS (Hla0, ZEIEB) . FH
@ fsxadmin AP, QIEXHRSGNEENZREUMTHEIEDNSEZFR aws fsx describe-

file-systemso

4. FEREIEBMEIE LIF 89 DNS B EmXHE, AT REIFR:
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YAML

version: 1

storageDriverName: ontap-san

backendName: customBackendName

managementLIF: svm—XXXXXXXXXXXXXXKXXX .L5—XXXXXXXXXXXKXXXXKXX . fsx.us~—
east-2.aws.internal

svm: svm01l

clientCertificate: ZXR0OZXJwYXB...ICMgJd3BhcGVyc2

clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz

JSON

{
"version": 1,
"storageDriverName": "ontap-san",
"backendName": "customBackendName",
"managementLIF": "svm-XXXXXXXXXXXXXXXXX.fs-

XX XKXXKXXKXXKXXKXXXXXX . fsx.us—-east-2.aws.internal",
"svm": "svmO1l",
"clientCertificate": "ZXROZXJIJwYXB...ICMgJ3BhcGVyc2",
"clientPrivateKey": "vciwKIyAgZG...OcnksIGR1lc2NyaX",
"trustedCACertificate": "zcyBbaG...b3Igb3duIGNsYXNz"

BEXUERmNER, B TEE:

° "{EF ONTAP NAS RapizF i B fSin"
° " ONTAP SAN RRapiz A B f5in"
&
BTG, ERILGIE "FiEE, RESUAFEEEHE Pod %
HEEESMBE
BRI LUfERECESMBE ontap-nas WKEhiERF. FeRAT ONTAP SANFINASIKENIEFEEAL ST TH B,

p

1. iESMBHZE, EaIUERAUTHEMHARZ—CIEZSMBEIEHRE "Microsoft BEIZITH| 6" HEXHKEER
TCHIEFAONTAP s TR H. EFFAONTAP si<1TRECIZESMBHE. BHITUTIRE:

a. ﬁﬂﬁz\g, jj ?@ULE%%'TJZZ *Ijo
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o vserver cifs share create SR RELIEHRZHAEINE-pathiBIMPISENERR, NRIEE

BREREE, NaSBRK.
b. B 5IEESVMEELHNSMBEE:

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C BIIRRELIBHEE:

vserver cifs share show -share-name share name

() w0 o sve #£3 TREEAES,

2. BIiERmE, HTMEEEUTHRABUIEESMBE, BXIEATONTAP GinHFrEFSXELE T, EEN
FONTAP BYFSXEC & iEIAN RS
=28 Description Al

smbShare FERHEE X EFEMicrosoftEIRITH] smb-share
B 6IENSMBHERZ TR,

d0"smb-share", X FSMBE A&
=,

nasType AT E A smb IIRAT. MWEL smb
ik?‘j ‘nfso

securityStyle HMENZeER. BINEERN ntfs B mixed XFSMBE
ntfs o{ mixed A FSMB%,

unixPermissions HENER, XFSMBE. HmE "

=

iEFATFONTAP HIFSXED & 1EI A
THRIEFATFONTAP BYAmazon FSXHMI[EIRACE KT, ATigH T EisbcE G,

[EUREC B TN
BXREHREEEDR, BEI TR

S Description A5

version YRR 1

storageDriverName FEIREHIEFF YA TR "ontap-nas" , "ontap-nas-
economy-", "ontap-nas-
flexgroup" , "ontap-san"

"ontap-san-economy-"

"iE
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2

=

backendName

managementLIF

dataLlIF

autoExportPolicy

autoExportCIDRs

labels

clientCertificate

clientPrivateKey

trustedCACertificate

84

Description
B X B MREFiEfa i

SRS SVMEBELIFMIPHINt B H#T
T4EMetroCluster £, A5
ESVMEIELIF, FJLIIEETERE
15% (FQDN), WRFEHLLE T Astra
Trident. NB]LUEIKE APV
Mk --use-ipv6 fri&. IPveItL
IR AIESENX. fl0: [28e8

. d9fb: a825: b7bf: 69a8: d02f
© 9e7b: 3555]

Y LIF B9 IP i3k, * ONTAP NAS
IXohER*: EBINIEEdataLIF, 0%
KRB, MAstra Tridents
MSVMIBEXEGELIF, &R LUIFEE A
FNFSHEHHIZENTEIRE R
#A(FQDN). Mima] LB EIR
DNS. LUMEEZNMEIELIFZ[852T]
ETE, RILUERISERE
Mo EZM ., * ONTAP SANIRTHFE
F*: RAISCSHERE. Astra Trident
fEFONTAP & M LUNBRET SR A T
B S RERIEFREMISCI LIF, 30
SREAHAE X T dataLIF, ME&4ERE
Ho WMRFERALE T Astra Trident.
AT LU IS E R {ERIPveitiit
-—use-ipv6 tii&o IPVERIIERAIN
BAESENX. fla0: [28e8: d9fb
: a825: b7bf: 69a8: d02f: 9e7b
. 3555],

B Boh el B S H R [fR/R
{Blo f#F autoExportPolicy #
autoExportCIDRs &I, Astra

Tridente] LI B S EIES H 5.,

BT ifiEKubernetes T s IPYCIDR
53R autoExportPolicy BE
o 1#H autoExportPolicy

autoExportCIDRs &, Astra
Tridentr] L BshEIE S H 5K,

ENVAFEN—AEE JSON B
RIFRES

E R iRiFHAY Base64 4RiS(E, F
FEFIUEBN BRI

EFinE A% A8 Base64 4whg
B, ATETFIEPMNEHIEE

Z{SE CAEHH Baseb4 4Ri{E,
ik, ATFETFIEPHEHIIE,

ANl

IRGHFZFRZFR + " _" + dataLIF
"10.0.0.1", "2001 :

abcd @ : fefe]"

false

"["0.0.0.0/0", ":

0

1234 :



2

=

username

password

svm

igroupName

storagePrefix

limitAggregateUsage

limitVolumeSize

lunsPerFlexvol

debugTraceFlags

nfsMountOptions

nasType

gtreesPerFlexvol

Description NGl

BT EREISENSVMBIAF &,
BTFETFRENSHEIE. f

M. vsadmine

AT EERI SR SVMIY RS, A
FETFRENS DRI,

E{EFAM Storage Virtual Machine  #NR$5ESVMEIELIFNKAE,

EFERARISANE MigroupdI & R, 3 "trident — < f5i/m UUID >"
Z0 .

£ SVM HECEHEHRERNEIL, Trident
BIBETEEN. BEMILSH.
BEELIBR—I B ER.

*JB7079iE F FNetApp ONTAP
AJAmazon FSXIEE., *I2fitRry
fsxadmin #l vsadmin 57 B
RESEHBRFAENNIE. HE
FAAstra Tridenty3t E#1TR Sl

MFRIFRBEA/NEDLE. MES
BRM. Lt EZREIEqtree
FLUNKU R EBRERNRAKRN
qtreesPerFlexvol EMATFEHE
X &M FlexVol BgzAqtree#io

5 'FlexVol B9 ALUNEUAZBiZE  "100"
50. 2005EEIRN. 1XFRSAN,

HISHIRN B2 EANIAIRTS. 6l =
. {"api": false. "method "

. true} FER

debugTraceFlags BRIEMGIETE
gﬁﬂzfiﬁﬁwﬁ#%%ﬁéﬁﬂ’ﬂﬁﬁﬁ

1 o

NFSHEHIERE S 5 FR5!

o KubernetestFA & BRI
BEEFMEEDPIEE. BUNRERE
R RISEHEFHIEDL. NAstra
Tridenti&ELIREIFEREFM#GIREE
XHPRIEERERE, WRERF
ERHEE X RIEEHERIE
I, MJAstra TridentFAE1EFEBEHIK
AE EIG B AEEEDL,

FRENFSISMBEOIRE, EMEIE "NFs”

nfs, smb H/HAT, *WUINKEN

“smb X FSMBE, *WNRIEEN
MERIAANFSE,

=
&1 FlexVol UK gtree &, 7 "200"
7£50, 300 EEMA

BINER.

' (BRINER TSR SErE)
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S Description A5

=

smbShare ERAEEXHFEMicrosoft EIE#EH|  "smb-share”
BIEMNSMBHEMNZ IR, X
FSMBE AL EDN,

useREST FFEFH ONTAP REST API B9#5/R false

S8, * AR

useREST fEA— AT Gkt
7, BIATFTIRIFE. mARE
FIL{ERE, 1IRE AN true

. Astra Tridenti&fEEFHONTAP
REST API5S Eimi# T8 5. IthIhEE
FEEFEAONTAP 9. 1. 1 MESHR
A, b5, FEFHBONTAP ERAE
ABENGRIR) ontap NBERF. X
— R ALEEFIE MR HE vsadmin
M cluster-admin B,

JFEHEE igroupName

igroupName AJLUEBENBETEONTAP 25 FoliEMigroup. IIRFKIEE. NAstra Trident2BoitIER A
AYigroup trident-<backend-UUID>o

MREBEMRE ZEJHZSVM. NINREREINE X BigroupName. B EMKubernetesSEEBHEH—
igroup, 1XXJFAstra TridentE hEIFIQNZINFIRIBRE 44 1Yo

* igroupName A L B A5 MTEAstra TridentZ MISVM_E Bl F I B IRAYHigroup.

* igroupName HJLIABEE, EXMERT. Astra TridentiGeIiEHEIE R IBigroup trident-<backend-
UUID> Bl

EXFRIERT, MahnEM . RENEMREBERERGH igroup » IEEFASHMRERENIARE,
E# datalIF YHARRES

ERILAEVREC B R B IELIF. HERIBITU T <. NHHIEIHISON R I BRI EIELIF,

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>

@ §E¥PVCL$§§U—A_JZ%’|\Pod\ MABRAFFENNPod. ARKEMER. FHEIELIFAEE
Xo

ATFEREENEIRECE RN
1R ATE P AR ERTUEHIBUAERE defaults BB D BXTHA, BFERUTEERA.

B2 Description Default
spaceAllocation LUN BY=SiBl 2 B true



2

=

spaceReserve

snapshotPolicy

gosPolicy

adaptiveQosPolicy

snapshotReserve

splitOnClone

encryption

luksEncryption

tieringPolicy

unixPermissions

securityStyle

il

Description Default

TERIMER; "X (KBE) =" X
" (B)

E{FEMAM Snapshot K& T

ZABIENE DA QoS HKEgH, "
EESNMEEN S EHRqosPolicy
g{adaptiveQosPolicyz—, 7E Astra
Trident AfEEA QoS HREKLAFTE
ONTAP 9.8 EBIRAS, BINfER
EHZQoSHIRA. HHFRERRA
DAINBAFEIHAE. HZE QoS
BERAEWFIE TIERENEEL
2376 _ER,

EHRIENEDECHEIER QoS &R "
B&LH, EEFENEENEER
BJqosPolicyZadaptiveQosPolicyZ
—, A% ontap-nas-economy.

NREBIMEREEDLER "0
PSR

BIEETEPERY, MEREIFD1Z5kE false

& LB RNetAppEIIZ(NVE) false
; BRIAA falseo, EfERILEIN,
WATESE B L3RS NVE BOIFRIH B

B NVE ., MREEwZBATNAE.

M 7EAstra Trident? B & FERIEER
BEFEANAE, BXFMER. BS

I.: "Astra TridentdlfAI 5SNVE
FMNAEBESERAE"

BALUKSINZ, 1551 E-Lnux ™
Zi—Z5AISE (LUKS)" s 1XPRSAN,

fER " T " WD ERE
FCERY " IXIRAR

MGHIRI. T SMBELRET

T o

%1% snapshotPolicy N"X".

a
=

IEHF ONTAP 9.5 SVM-DR ZHIfY

MBENR RN, NFSEHFmixed NFSERIAEN unix. SMBERIAMEN

Munix TLBEX. SMBXZHF ntfso
mixed fl ntfs ZEIEN,

#H nasType, node-stage-secret-name, # node-stage-secret-namespace. EoI LIIEESMBE
FIRMHFrEERActive DirectoryEE, SMB&EXFER ontap-nas NRIXENTER.
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apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: nas—-smb-sc

provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-nas"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

{E/H kubectl IS iH

BIRENX T Astra Trident SFERFZENX R, ©5F Astra Trident MAISZFERFHITES, LUK Astra
Trident AN ZEERAICEL. LI Astra Trldent)z T—$ 28I FH. o TridentBackendConfig
BEBENXKZRENX(CRD). Er]LE#EE TKubernetes RE AN EE Trident/gif. &R LUERRITILIZIE
kubectl Z{5Kubernetes3 & REFMHICLITE,

TridentBackendConfig

TridentBackendConfig (tbc, tbconfig, tbackendconfig)@— MR ANTNEMFIHCRD. AIBFE
##Astra Trident/gi kubectl., MTE. Kubernetesf7ZEEIER AI LI EZ @i Kubernetesti <1TREBIENE
BEK. MAELTABSITRBRIER (tridentctl) o

IR TridentBackendConfig WR. HRELUTIE

* Astra Trident RIRIBEIRENECE Bt 2 G, EEREPRTA TridentBackend (tbe,
tridentbackend) CR,

* o TridentBackendConfig M—#4FFE % TridentBackend XEHHAstra TridenttlEH,

£ TridentBackendConfig A% —IT—MEt TridentBackendo BIE & NHAFIRENATFIZITAAE
ERHENIED; &R Trident RREFGERE KRG

@ TridentBackend CRSHAstra TridentBnitliE, & * R * BREN]l. MREEHEiK. 58
BRI ITIIRIE TridentBackendConfig WK,

BXeEK. BB WL TFRA TridentBackendConfig CR:
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

EERILUEBFRIRA "Trident ZE2F" FRREHET S / IRSHRFIEEE R,

o spec RANVGEIHIHENEESH, FUROIP. FiRfER ontap-san FHEREIER. HERILAPIRHNEE
2. BXRAFEMEENIZEFNEEETTIR, HEN "FHEREFNEREEREFEE"

o spec BTILEE credentials Ml deletionPolicy FE&. XEFEEERFILA
TridentBackendConfig CR:

* credentials: WBRENEFE. G8ATHEEFEEAS/RSHITEHDEIINETIE, HZEIEENAF
#28 Kubernetes Secret o ERERGEUANAF N EE, ASSHIEIR.

* deletionPolicy: ItFERENXTEERBINAITIIRIE TridentBackendConfig EMIBR. E©RILIEA
UTRMageEZ—!

° delete: X¥EMIBFRXME TridentBackendConfig CRIUNKEEMNGIRK, XEMIAME.

° retain: HHIBY TridentBackendConfig CREMIFR. FIREXNIEE. AIERAIITER
tridentctlo REMBRIREZIGE N retain AFHAFBRAEIFEAIRZA(21.04 2 BIRIhRZS ) H RGBS
U, WWFEMERIMUEZIGEH TridentBackendConfig BEAliE,

EiRNBZIRMERRITIZE spec.backendNameo MEXRIEE. NEHENZFEEE RNZTR
(D TridentBackendConfig &R (metadata.name), ZINFEREXIZEGIHAN

spec.backendNameo

ERRIZEMEIR tridentetl BB XBER TridentBackendConfig WK, ERILUERFERE
ISR kubectl BT EIE TridentBackendConfig CR.ATUINMEEMEERIELE S E (!

i spec.backendName, spec.storagePrefix, spec.storageDriverName' %)

o Astra Trident¥BISPEMEIEN " TridentBackendConfig ERTNLEERN G,

i LR
BUEFA VRIS kubectl. EREITLNTHRIE:

1. B "Kubernetes #172", IthZZEAEIE Astra Trident STEEEEE / RS BEFIENER,

89


https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/

2. I TridentBackendConfig MR, HPBEFXFMHER / RSMFMAER, H3IHT L—FPelE

HYE Ao

tiERIRE. BRI LUERAMEREIRES kubect]l get tbc <tbc-name> -n <trident-namespace> FHUEE

HWFAER.

%1% i Kubernetes 173
tiE—IE, EFESEHRNIARER. XEENFERS /I FEFEEN. UTE2—1nR5):

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml

apiVersion: vl
kind: Secret
metadata:

name: backend-tbc-ontap-san-secret

type: Opaque
stringData:

username: cluster-admin

password: password

TRLETEMEFHTENNERLMESHNFER:

FETaBFRip SR
Azure NetApp Files

&AT GCP 19 Cloud Volumes
Service

&ATF GCP 89 Cloud Volumes

Service

Element ( NetApp HCI/SolidFire
)

ONTAP

ONTAP

ONTAP

90

M=
clientld

private_key _id

private_key

2
Ui =

username

password

& F IR PRE A

FEG o) R
N AR EMFNE 5 ID
THZEHAWID, BEF CVS BIEA

AT GCP ARS31KA B API A
;=P

LHARA. BE CVS BEERAEN
GCP RSB #9 APl ZZ$BRY—2B5

e, EHER SolidFire S2E#HY
MVIP

RFEZEIEE /SVM WA &
BTFETFRENSHREIE

EERIERE /ISYM RS, ATE
FREENSHIIE

EFin% AZAR Base64 R
B, ATETFIEPMNEHIE



FETF e E F il M ¥ EgIn) i ik
ONTAP BFR#& NIEFRP &, W15 useCHAP=true

» MANE, EBTF ontap-san
# ontap-san-economy

ONTAP chaplnitiatorSecret CHAP BoiiEF%H, R
useCHAP=true , NMIAANED, &
FF ontap-san # ontap-san-
economy

ONTAP chapTargetUsername B4RAIF %, W18 useCHAP=true
, MAMEIR, EAF ontap-san
# ontap-san-economy

ONTAP chapTargetlnitiatorSecret CHAP BirBoiiZE 25, R
useCHAP=true , AN FEDL, i&
BT ontap-san # ontap-san-
economy

BEFS | BILPBHEIEMNE spec.credentials FE TridentBackendConfig £ F—F HEIENIT

o

%24 . 8 TridentBackendConfig CR

WME. EAILEIET TridentBackendConfig CRIEMRGIP. BEMAMGI ontap-san KehiEFEER
BI#H TridentBackendConfig MR TFFAR:

kubectl -n trident create -f backend-tbc-ontap-san.yaml

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret
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F£34 . WAV TridentBackendConfig CR

m

2

Bt

. BRIET TridentBackendConfig CrI\ ] UIIPIRES. BB LT R

kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6f60-4d4a-8ef6-

bab2699%e6ab8 Bound Success

Nt EimHIGESEER] TridentBackendConfig CR.

R LURAUT™EZ—:

* Bound: TridentBackendConfig CR5GIHXEL. GIREE configRef IREAN

TridentBackendConfig CRAJUID,

* Unbound: FAER ""s o TridentBackendConfig HWERKRPERGiH. FREFEIEN

TridentBackendConfig ERIANER . CRSATFULMER. WMEEREENRGE, SELEBRERA
"Unbound (BEGHSE) "o

* Deleting. TridentBackendConfig CR deletionPolicy BI&&E Ndelete, X

TridentBackendConfig CREF#EMIBR. ©IGLIEE|Deletingth o

° NRFHAFEEXRAEEIFK(PVC). 1BEMIFR TridentBackendConfig T Astra TridentflbR/5 1%
WM TridentBackendConfig CR.

c MNRFHEFEE—ITHEZD PVC , MEHABBFRIRE. o TridentBackendConfig CREEGHH NMIER
FMER. [EimAN TridentBackendConfig REEMIBRFIEPVCEA MR,

* Lost: 5XBXHU/GI% TridentBackendConfig BN EMPET CRF TridentBackendConfig CR

e FHERIFREEIH. o TridentBackendConfig LIFEAM4A. HAIMBRCR deletionPolicy it
B

* Unknown: Astra TridentZT/AHE S KB EIRIVIRSHEEFEE TridentBackendConfig CR.GIU0. 40

£

BEAPIARSS28RMINEY tridentbackends. trident .netapp.io H/VCRD, XAJREEEHF T,

LERNER, BERIheIREN! Lo, TS MEME, B0 5l Bl EmMmER".

(E%) % 4 5. RENEZFMAER

Vo

10N
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kubectl -n trident get tbc backend-tbc-ontap-san -o wide



NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6f60-4d4a-8efb6-
bab2699%e6ab8 Bound Success ontap-san delete

IEh. &R BT BISREXEY YAML/JSON%%f# TridentBackendConfigo

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: "2021-04-21T20:45:112"
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san

namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09%c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
storageDriverName: ontap-san
svm: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6£f60-4d4a-8ef6-bab2699%e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo B & backendName # backendvulD AN BIZERSIKEY TridentBackendConfig CR.o
lastOperationStatus FEEFRRLEMIEIERVIRE TridentBackendConfig cr. AJLL AP LA (0. A
PERERTELEAR spec)dHAstra Tridentfifi & (F140. 1EAstra TridentE#/BahEAIE]). B LARATN, tEILL
BEM, phase RRZIBEJXFRBVIRZES TridentBackendConfig CRMGiR. E LEEARAIF. phase E4F
EfE. XEIKE TridentBackendConfig CREGimKEL,
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BRI LIBTT kubectl -n trident describe tbc <tbc-cr-name> 8p% LIFRENEHBHENIFAEE,

@ EREEEF TN E S KBRIEUR TridentBackendConfig WRFEMA tridentctl, TR
?ﬁﬁﬁﬁ&ﬁ’]ﬁgx tridentctl ] TridentBackendConfig, "iBZILIEAL",

£/ kubectl HITRIREIE

T BN ERRITIRIREIEIRIF kubect 1o

il

i TridentBackendConfig. &AL RAstra Tridentflff/{REEIR(ETF deletionPolicy) o EfflfF
[Eif. 1EMTR deletionPolicy K E Ndelete, {XMIFf TridentBackendConfig. BHAR
deletionPolicy REBNRE. XEFEAIUBKRERINATEE. HolEBEHITEIE tridentctlo

BITUATmS:
kubectl delete tbc <tbc—-name> -n trident

Astra Trident A= MIBR EEE AR Kubernetes#l® TridentBackendConfig. Kubernetes FAF f13Ri5IE%
Ao MIBRANZERIAIIND. REERHAFERVER, 7RIS EMR R,

EENERIR
BITU TSRS

kubectl get tbc -n trident

eI BIiETT tridentctl get backend -n trident 8¢ tridentctl get backend -o yaml -n
trident SREVFIE RRAITIR. tTIRIEGEIEEALIZEN/EY tridentctlo

Eiain
BRI R SHER:

 ERERANEIREEEN. EENEE. 5EAPFERAKubernetes Secret TridentBackendConfig #40
B R, Astra Trident B ERIRENRMERENEFNER. BT TS LIEHR Kubernetes Secret :

kubectl apply -f <updated-secret-file.yaml> -n trident

* FEFMSE (BINPRERR ONTAP SVM BIER) o EXMIER . TridentBackendConfig AJLAE
Zi@idKubernetes BEH A Ko

94



kubectl apply -f <updated-backend-file.yaml>

&, Wl IMEHITE TridentBackendConfig crizfTLAFap<:

kubectl edit tbc <tbc-name> -n trident

MRBEREHRY, NWERNZERFEELRENEET. ERLLEIETHREEAEURELRERE

kubectl get tbc <tbc-name> -o yaml -n trident 3{ kubectl describe tbc <tbc-name> -n

tridento

WBEHEEEEXHFNREGE, ErRIUENETT update 8%,

5 tridentctl TSR EIE

THRRUNEERRITEIREIER!E tridentctl,

elf=I=rs
BIRE EIREE T, BITUTHS

tridentctl create backend -f <backend-file> -n trident
MREHEIEEY, NEREEEHINAE, EAILUETU TaSREERAEUBRELAERRA:
tridentctl logs -n trident

MEHEBEREXHRNREE. BRFISITENE create %

il B f= i
E M Astra Trident FHIBRSIR, EHRITLLTIRE:
1. KERHRZFR:

tridentctl get backend -n trident

2. MIERE

tridentctl delete backend <backend-name> -n trident
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(D 9N Astra Trident MIL/RIRECE T HEFERISHIRER, NRFREHEELEEHEERES, EiRkGa
S50F " RF "OIRES, T Trident AL EEXLEEMIRIE, HEREMRBRALL,

EENB G
BEBEE Trident 7RI, BHRITUTIRE:

* BIRBUEE, BETUTHS:
tridentctl get backend -n trident
s BRENVFABEIEAEE, BETUTHS:

tridentctl get backend -o json -n trident

Eiiain
BIRMNEREENHE, BTN THe:

tridentctl update backend <backend-name> -f <backend-file> -n trident

NREHREMRRY, NEHEEDRDTRESHOERTR. EAUNETUTHSREERSUAEAEREA

tridentctl logs -n trident

WEHEERBEXHRNRBE. ERBEITAE update B
HE R ERIITFHESR

XE— R WK LIBTRE#E 5ISON—ICIR AR tridentetl ERMN RV L, IIRIERFAE
R jq SRRAER. EFEEREZEARER.

tridentctl get backend -o json | Jjg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]’

XMERTFEACNENGIR TridentBackendConfigoe

ElRmE R RN Z [B)f5 5]

T #RNAITE Astra Trident PEIE[Si%, M TridentBackendConfig' I7E. EIE G 7] LUBE MAMHSH A XN EIE
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[GiR. XEIEH A TIRE:
* AJLAFERLIREGI tridentctl BEHITEIE TridentBackendConfig?
* AILUERRIERIR TridentBackendConfig FIEAH#ITEIE tridentctl?

EI2 tridentctl FIR{FEA TridentBackendConfig

AUNBERERLENEIRIENS R tridentetl B SIEE @I Kubernetes R H
TridentBackendConfig MR,

XIERATFLUTIEHR
* TS FENGIR. %A TridentBackendConfig RAENIZEALERN tridentetlo
* FARRENHG tridentctl MEM " TridentBackendConfig W RIFE,

EXHEMHERT, BRINEEE, HA Astra Trident 2T RIEH T EH#HTIRE, BEAALUERU TGN
Zz—:
* YREEEA tridentctl UBIBERT AENEIR.

* FERIENHERIR tridentctl FIFTEY TridentBackendConfig MR, XIFEMEKRE GG ERHTT
EIE kubectl MARE tridentctlo

FHREEEER kubectl. EEEQIE TridentBackendConfig HBEFME K. FTEHEENETEMNT
{EIRIE:

1. 872 Kubernetes ¥12%, ILZREAEIE Astra Trident STEMEERE | IRZBEFENEIRE,

2. 8 TridentBackendConfig W R, HABEEXFMHESR / RSIFAEE, H5IBT L—FHeliE
HEEH, HIVNCIEEHERIMEES (9] spec.backendName, spec.storagePrefix,
spec.storageDriverName F), spec.backendName AIKE NIMERIHHIEFR,

F 04 HERH

LEIiE TridentBackendConfig MRBEZIMEER. WEERNGIHREE, FELHRGF, RIZEFERUT
JSON EX BRI T fgim:

tridentctl get backend ontap-nas-backend -n trident

frecsmssmemeso oo ==== frosssssassmssme=s
fem========ssscsessssossssssss==ss=sa== fr==m====== fom======= ¥

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

e foss=============

e fomm - fomm - +

| ontap-nas-backend | ontap-nas | 52f2ebl0-e4c6-4160-99fc-
96b3be5ab5d7 | online | 25 |

fmm fmm e

fressmsseee e e m s m e s e s e e pemmm=m== i I
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cat ontap-nas-backend. json

"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.10.10.1",
"dataLIF": "10.10.10.2",
"backendName": "ontap-nas-backend",
"svm": "trident svm",

"username": "cluster-admin",

"password": "admin-password",

"defaults": {

"spaceReserve": "none",
"encryption": "false"
by
"labels":{"store":"nas store"},
"region": "us east 1",
"storage": [

{
"labels":{"app":"msoffice", "cost":"100"},
"zone":"us east la",
"defaults": {

"spaceReserve": "volume",
"encryption": "true",
"unixPermissions": "0755"

"labels":{"app":"mysgldb", "cost":"25"},
"zone":"us east 14",
"defaults": {

"spaceReserve": "volume",
"encryption": "false",
"unixPermissions": "0775"

%1% 62 Kubernetes #1%

IE— N EESRREEONE, MUTRAFR:
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cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident
secret/backend-tbc-ontap-san-secret created

%2 . G TridentBackendConfig CR

T—# 282 TridentBackendConfig ¥ BEMHETIEBEMMCR ontap-nas-backend (JAARBIFFR)o
HiRHEUTENR:

* FEXTHENGEHZFF spec.backendName,

* EBESHMSRBEIRER.

* EIH(INRFE ) MRS [RiREiHREIRREAE R,

* EIEE1T Kubernetes Secret 1efit, MARUANXAH R IR

EXMBER T BE/R TridentBackendConfig U0 FFIR:



cat backend-tbc-ontap-nas.yaml
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ store
region: us east 1
storage:
- labels:
app: msoffice
cost: '100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755'
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

B3P WIEAPIKES TridentBackendConfig CR

25 TridentBackendConfig BEIE. EMEMINA Bounde B©IRNRMSINE GimtER Y Ei%3 TR
UuID .
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kubectl -n trident get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did

not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e

Rt ettt F—————— o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

WE. EmRBERAHITTEELEIE tbc-ontap-nas-backend TridentBackendConfig XK,

EIE TridentBackendConfig [Gimf#H tridentctl

‘tridentctl® AIAFIIHERCIENGIR

‘TridentBackendConfig o It4h. BIERFLUEFBEERLEEIEFIR tridentctl®

B “TridentBackendConfig® HMfR 'spec.deletionPolicy’ IKBEN “retain’o

F 0L HERH

man. R TERESEREIEN TridentBackendConfig:
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

MEHP A LB X —& TridentBackendConfig ERINEIEHLE R iR EimEIUUUUID],

%15 . A deletionPolicy IRE M retain

TR T HE—THNE deletionPolicyo HWEEBIZGEN retain. XHEA] LAMBREH AT
TridentBackendConfig CREMIER. BHEXNEE. AIEAFHITEE tridentctls

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain

()  W2#AITT—%. B3E deletionpolicy BEX retain,
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%25 . MIF& TridentBackendConfig CR

=g— @MPBR TridentBackendConfig CRIAIAIG deletionPolicy IREM retain. EOJLIAREMIT
BRI -

kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

fosessssssssssas==== R e
e e et fomm - +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

fom fom e
R R fomsmm==== +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49bb-b606-
0a5315ac5f82 | online | 33 |

fosesssssssasmas==== fosssssmss==sms=a
fessssssssssssesessosssssasssssssasaaaa femmmm=== fommmmm=a= 4

IFREY TridentBackendConfig MR, Astra TridentI =G EHMIBR. AL EIRA S
Vax A z

(SPEEAES

BB XCIEFESE, BrFEEULEENEFHEENER.

RIHEESR

BB A BXRTARFERURMNAEEXLEXNFRER, FEL.

BIEFES,
BUERFMEAIHE, BITUTHS:

kubectl create -f <storage-class-file>

<storage-class-file> WEAFMEEXHR.

illERER S

B Kubemetes FHIRS7ZHE, BETUTHS:

kubectl delete storageclass <storage-class>
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<storage-class> NERNENTFHESE,

BT F AR A RAMERRIFAZE, Astra Trident AL HHATERE,

Astra Tridents8&IEA=T fsType BIENS. WNFiSCSIEkH. EiN5RHILHE
(D parameters.fsType TEStorageClassH, &N MIFRINE StorageClassesHFEHEMEIEEL]
parameters. fsType BiEE.

ERUBFME

* EBEFIWE Kubernetes FESE, BETUTaRL:

kubectl get storageclass

* BEFE Kubernetes FEEIFAER, BEBITUTHS:

kubectl get storageclass <storage-class> -o json

* EEF Astra Trident WEIFFMER, BESTUTHL:

tridentctl get storageclass

* EEF Astra Trident NEISFEEIFAER, BEITUTHL:
tridentctl get storageclass <storage-class> -0 json

RBERNIAFESE

Kubernetes 1.6 1811 7 IRERIATFMEEBITHEE, WMRAFREXALERR (PVC) HIEEXAMNE, MItEF
A TEE XA LS.

* BT BEIERTE X RINTFES storageclass. kubernetes.io/is-default-class EFEIRENXH
Atrue, RIFME, ERIEMETATERFEIINA false o
* BRI LUER U TS RINBEMELE HEIAFIEE:

kubectl patch storageclass <storage-class-name> -p '{'"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"true"}}}"'

* @, EHAILER T o LRIBREVAFRERITE:
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kubectl patch storageclass <storage-class—-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"false"}}}"

Trident REIZFEHREE RS HATERRA,

@ T‘ et ERTE], SEEPREE—MRINEMHEZL, Kubernetes TERAR EARAEILIEIE 21704
, [BETARMGIRAIZERIAFHELE—1F.

MEFEENEIR
XE— A HEBBER LUEE @RS 5JSON—IEe YA tridentctl Astra TridentfSim3d &R 894
Ho Jtt?s&f’ﬁ’l—:ﬁﬂ% jq KRER. ErgeRELRENTBRER,

tridentctl get storageclass -o json | jgq '[.items[] | {storageClass:
.Config.name, backends: [.storage] |unique}]’

WITEIRE
T fi# Astra Trident A EIEEIZHAITHEE,

* "EF CSI #hFh
* "EARER"

{53 cSl #R#p

Astra Trident B] LUB S B EFMEIZEEFH B EMINNEI Kubernetes S8BT = "CSI #R¥MHEE"s {FH CSI
¥ IhaEE, B LUARIERXISAN o] B4 ISR 3 B8R RRHI A — NPT = 1%, BBI=IRERE, Kubernetes
BEATUERETOIXNTR. TRAUIF—IMXIEANARETBEXEF, el FARKEZE, 5~
TEFEZXIFEMF AT ENEHECES, Astra Trident T CSI Rk,

THRE CSI RHINNREMESER "It

Kubernetes 1t 7 Mt —RIEH TR

* M volumeBindingMode & B Immediate. Astra Tridenti§8lEE. MASRIEMIAIN BIE
PVC RIS AMEEHENDESIEE, XEHIAME VolumeBindingMode MG FAR&FIIHEIRHMNREHIFE
B, BIEAAMSBE, FREHMTIEKE Pod BUITRIER,

* M volumeBindingMode IR &M WaitForFirstConsumer. {EITXIFEIEERAPVCEIPodZ . ik
IRAPVCRIZMBE KA MS., XiF, EUSBIEHINERKESBISLHERYITRIPREHIR A,

() - waitForrirstConsuner SEMAFRBIEIMFE, WIMEANRITF CSI HEHINEEREF.
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BEENAS
B(EM CSI b, BFEBRUTHM:

* iz1THIKubernetes& & "2 ERIKuberneteshii 2"

kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amdoc4"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1el11e4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:492",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}

s EEPT AN EB R 5| NIRINERFNBHRE (topology. kubernetes.io/region

106

topology.kubernetes.io/zone) o {E&ZE Astra Trident Z 8, EEFHT R ENEFEEXLERE *, )L
f&5 Astra Trident BEEIRBIRFH,

kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{.metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube

rnetes.io/arch":"amdo64", "kubernetes.io/hostname" :"nodel", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/master":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone":"us-eastl-a"}]

[node2,

{"beta.kubernetes.io/arch":"amde64", "beta.kubernetes.io/0s":"linux", "kube
rnetes.io/arch":"amdo64", "kubernetes.io/hostname" :"node2", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/worker":"","topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/0s":"1linux", "kube

rnetes.io/arch":"amd64", "kubernetes.io/hostname":"node3", "kubernetes.io/

os":"linux", "node-
role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone":"us-eastl-c"}]
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£15: RTBAEHOEH

A LLi% 1t Astra Trident 75, LUERERIBAUXEAE RZFMEES. SR UEF—1hEN
supportedTopologies RN EZIFN D XFMXIFEFIRAIIR, M FEAILLGFIHAY StorageClasses , RETE
SRFXE / KGRIt BRERIEKEY, T2eESE,

THEHE—TEREXRH:

YAML

version: 1

storageDriverName: ontap-san

backendName: san-backend-us-eastl

managementLIF: 192.168.27.5

svm: iscsi svm

username: admin

password: password

supportedTopologies:

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-a

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-Db

JSON

{

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "san-backend-us-eastl",
"managementLIF": "192.168.27.5",

"svm": "iscsi svm",

"username": "admin",

"password": "password",
"supportedTopologies": [
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-a"},
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-b"}

]
}

supportedTopologies AFRESNFIHMNXKIFM D XTIR, XEXIFHMDXFRREIIE
StorageClass Fig I R IFEYIR. MTEESGiRRHEAIER2 X552 XY StorageClasses ,
Astra Trident F1ERIRAIES,
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BRI AE X supportedTopologie

1

storageDriverName:

version:
ontap
backendName:
managementLIF: 172.16.23
svm: nfs svm

username: admin
password: password
supportedTopologies:

topology. kubernetes.io

topology.kubernetes.io
topology. kubernetes.io
topology. kubernetes.io
storage:
- labels:

workload: production
Iowa-DC
Iowa-DC-A

supportedTopologies:

region:

zone:

- topology.kubernetes.
topology.kubernetes.
labels:
workload: dev
Iowa-DC
Iowa-DC-B
supportedTopologies:

region:

zone:

- topology.kubernetes.
topology.kubernetes.

==

s @S MEEEN—1 BS

—nas

nas-backend-us-centrall

8.5

/region: us-centrall
/zone: us-centrall-a
/region: us-centrall

/zone: us-centrall-b

io/region: us-centrall

io/zone: us-centrall-a

io/region: us-centrall

io/zone: us-centrall-b

UL B

EUERBIR, FER region M zone I RNEEMAIAMIE, topology.kubernetes.io/region

topology.kubernetes.io/zone

EEFMEENERUE,

% 2% EXANRAIRIMY StorageClasses

RIEAEEPHT /IRMERFRIMFE, BILUR StorageClasses EX A B EHRIME
fRIEN REVEFE, LURAIGER Trident EEEMEN T RF&o

BEILUTRA:
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apiVersion: storage.k8s.io/vl
kind: StorageClass

metadata:

name: netapp-san-us-eastl

provisioner: csi.trident.netapp.io

volumeBindingMode: WaitForFirstConsumer

allowedTopologies:

- matchLabelExpressions:

- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b

- key: topology.kubernetes.io/region
values:
- us-eastl

parameters:

fsType: "ext4d"

7£ EiRStorageClassEXH. volumeBindingMode IXEH WaitForFirstConsumer, {ELLFFEIHIBERD
PVC 7 Pod 5| B ZHIASHITIZ{E, f. allowedTopologies IRMEFEAMNDIXMXIFH, o netapp-

san-us-east1 StorageClassi1E L BI##PVC san-backend-us-eastl EIARTE X MGk,

3% SIBMEER PVC

832 StorageClass FHIGHME IR, EMERLULIE PVC,

BEB RG] spec LT

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl

ERLERBIE PVC SR TER:
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B{E Trident IR EHFHLE

kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding
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apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

ltpodSpeci&KubernetesTE AT &= Eit¥IPod us-east1 Xig. ARG MFBIEAT SFHEITIER us-
eastl-a B{ us-eastl-b PX,

BEEIU T



kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

BHERIULEE supportedTopologies

AUEHBEE EmUAEIEYIR supportedTopologies ] tridentctl backend update. XAZEM
BEENE, #FENBATREEMPVC,

THREZER
* "EERBNER
RS P =bri s
* "SRERMEAD R KB
*IREMNAE"
fERRE

f&e] LAGIER KA TSE%(PV)EI’JKubernetes VolumeSnapshot (BRR). LUZEIFAstra Trident&
BB REI A, Lo, R UMMEERRBREIE— M HE. BIFA_clone , ZIFHIRER

ontap-nas, ontap-nas-flexgroup, ontap-san, ontap-san-economy,
solidfire-san, gcp-cvs, M azure-netapp-files KEIFEF,

FHaZ Hl
SR MR IRIRITHI2SF B E X AIEE X (CRD), XEKubernetesiZ4mHHER (5130: Kubeadm. GKE
. OpenShift)BYER R,

WNRIEFIKubernetes 3 AR A B S RIRIZTHIZZFICRD. 15BN [EEEIRRIZHIZE].

@ NREGKE- R HEIBILFEIRIE. B7VIRRIRITHIZEE. CGKE-ERNERIIRRE IRIRITHIZE.

%14 . Bl VvolumeSnapshotClass

HEREIEEIE— N EREE,
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cat snap-sc.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:
name: csi-snapclass
driver: csi.trident.netapp.io

deletionPolicy: Delete

o driver }&[AAstra TridentBYCSIIREIIEs deletionPolicy AJLLGE Delete B Retaino &E MY
Retain. FHEEH THNEEYIEREBESARYE. BMEEFERNBEEUNItE VolumeSnapshot TR E MR

BEXEMEE. BB WFEE: /trident5|A/objects.htmi#Kubernetes -volumesnapshotclass-
objects[VolumeSnapshotClass]o

£ 2% CIZIME PVC BRI
LR BRI I A PVCRIRER,

cat snap.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:
persistentVolumeClaimName: pvcl

EUERBIR. AR ANPVCEIERER pvel RIBABRIFIZKEN pvel-snapo

kubectl create -f snap.yaml
volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots
NAME AGE
pvcl-snap 50s

X2 T volumeSnapshot X HRo VolumeSnapshotZEUFPVC. H5XEX VolumeSnapshotContent &
TEFRRIBRIIT R

A LIFRIR VolumeSnapshotContent BIRTR pvel-snap VolumeSnapshotdyistER,
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kubectl describe volumesnapshots pvcl-snap

Name : pvcl-snap
Namespace: default
Spec:
Snapshot Class Name: pvcl-snap

Snapshot Content Name: snapcontent-e8d8alca-9826-11e9-9807-525400f3f660

Source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl

Status:

Creation Time: 2019-06-26T15:27:297

Ready To Use: true

Restore Size: 3Gi

o Snapshot Content Name FRiR¥FEEILIRIREIVolumeSnapshotContenti %R, o Ready To Use BEFERR
BIf# F Snapshot | ZFBIPVC,

% 3 4. M VolumeSnapshots 8l PVC

RS EARREIZPVC:

cat pvc-from-snap.yaml
apiVersion: vl
kind: PersistentVolumeClaim
metadata:

name: pvc-from-snap
spec:

accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io
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dataSource ERIER R /IBIVolumeSnapshottEPVC pvcl-snap fEAEIER. LIRIEEIETR Astra
Trident MIREREIEE PVC . €I PVC &, RILUSEKIME Pod £, HEEREMREM PVC —HFER,

@ s BE XELIREBAIKA M ST, BN Trident BIEEIFH A " IEEMFR " KES. EMIFR Astra
Trident &, NHBRZEHIIRER,

EPEEIRIRITHIZS
WNREFIKubernetes 3 AR A B & RIRIEHIZZMCRD. M AT LUZRIN FArRHITEIZ,

p
1. BIEEIRIRCRD,

cat snapshot-setup.sh

#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-

6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-

6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam

1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

2. EFRrEH B TEIF ) ESnapshotiTHlzs. RIEBLLT YAML BELENHE TE,

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/setup-snapshot-controller.yaml

EES
R

* "VolumeSnapshotClass"

BHE

1812 Astra Trident , Kubernetes FAFP B]LAITECIREEXNE#ITY B, TIREXY B iSCSI ] NFS BFAERLE

Y1580
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BFF iSCSI &
EaILAfERA CSI BEdERZFY B iSCSI kAME (PV)

S

@ S HHSCSIEY B ontap-san, ontap-san-economy, solidfire-san JRohiEFHE
EKubernetes 1.16 X B EARA,

7R
i & iSCSI PV SfELL TR

* ¢miEStorageClassTENX LIIEE allowVolumeExpansion FERIEE N trueo
* YREEPVCENXFHEH spec.resources.requests.storage URMHEEN R/ ZRKNBIKXFRE
Ko
* ZRAR PV K/, I PV EEE| Pod . % iSCSI PV K/N\BY, BFRFHIER:
° YN PV E#ZE Pod , NI Astra Trident ¥ BEERIRNE, EMPRBISEHEAEXXGRAKR .

o 2FARREE PV BIR/NEY, Astra Trident 2 REM#RIRNE. & PVC 4JE % Pod [, Trident
SEFAMSSHIARXERSE AR ARG, Kubernetes 71X B2 IERINTRIGEH PVC X/

UTRBIERTH & ISCSI PV WI{ERIE,

% 1 BCE StorageClass LI iSHT B

cat storageclass-ontapsan.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"
allowVolumeExpansion: True

3 FBEFERIStorageClass. B HFHITHIELEE allowvolumeExpansion B4,

%25 FREHIEN StorageClass 8iE PVC
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cat pvc-ontapsan.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-—-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Astra Trident 28IE—MNKkAMSE (PV) HBEESIHKAMESE (PVC) XE.

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i RWO

Delete Bound default/san-pvc ontap-san 10s

% 3% EXEHE PVC 19 POD

ELERBIR. GBI T —MERBIPOD san-pveo
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kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name : san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

B4 EFPV

ERELIZRIPVMIGITEEN2GI. 1EREPVCENXHEH spec.resources.requests.storage £2Gio
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%\-

'fd X

kubectl edit pvc san-pvc

# Please edit the object below. Lines beginning with a '#' will be
ignored,

# and an empty file will abort the edit. If an error occurs while saving
this file will be

# reopened with the relevant failures.

#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 2Gi

5% Wit &

S,

EaLL@ideE PVC , PV #l Astra Trident ERYA/NVRIGIHT BESIERIEIT:
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e
e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e
fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=
fem======== e Bt fmm====== fememe==== 4

BFF NFS &

Astra Tridentz#5Xf _EECERINFS PVi#1TEY B ontap-nas, ontap-nas-economy, ontap-nas-
flexgroup, gcp-cvs, # azure-netapp-files Gifo

% 1% BCE StorageClass LI &Y B

EAENFS PV K/, BIEAEAEERTIREXRMEFEIEUATFEY B allowvolumeExpansion FE&
WEN true:

cat storageclass-ontapnas.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontapnas
provisioner: csi.trident.netapp.io
parameters:

backendType: ontap-nas
allowVolumeExpansion: true

MREEIEEBLLRMAEMEE. WREEARENEF#EEET kubect]l edit storageclass AR
EY R
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% 2 {EREEIEM StorageClass 8l PVC

cat pvc-ontapnas.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Mi
storageClassName: ontapnas

Astra Trident 2 A1tk PVC 83— 20 MiB NFS PV :

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 20Mi
RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE
pvc-08f3d561-b199-11e9-8d9f-5254004dfdb7 20Mi RWO
Delete Bound default/ontapnas20mb ontapnas
2méd2s

E3%: BFPV

ERHEIER20MIB PVIAEA1GIB. 154IEPVCHIHITIZRE spec.resources.requests.storage |1
GB:
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kubectl edit pvc ontapnas20mb

# Please edit the object below. Lines beginning with a '#' will be
ignored,

# and an empty file will abort the edit. If an error occurs while saving
this file will be

# reopened with the relevant failures.

#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 1Gi

Fa4¥: WV R

R L@ eE PVC , PV #l Astra Trident ERIAR/NVRIGIEEEA/NEEIER TIE:
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kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom—m————— +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fomm—————— fom -
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |
et ittt L fommm - fom e
fom - oo fom - e +

PN

o] UERRB I B F#EEEIKubernetes PVE A tridentctl importo

XFESANEKDIERF
TRNE T ZFSNENRENIEF RE T NRIRZS,

Kopize hR 7S
ontap-nas 19.04
ontap-nas-flexgroup 19.04
solidfire-san 19.04
azure-netapp-files 19.04
gcp-cvs 19.04
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KohizFr RS,
ontap-san 19.04

N ARFSNE?
R¥&SAE Trident BIERBRA S

* WNAREFHTASUHESEERANAHES
* NGB AEFEREEENTRE
* BEEAEMIEDN Kubernetes 8%
© TERMEIRE HRIET S N T2 EdE

SANITERERHA?

HESNIRFEAKAMERE (PVC) XHAIE PVC, PVC XN ZE/DEE name , namespace ,
accessModes # storageClassName FE&, LU T RGBT

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: my claim
namespace: my namespace
spec:
accessModes:
- ReadWriteOnce
storageClassName: my storage class

o tridentctl BEFIRATSANMEBEFES. Trident BIREETEIEHECIZE PVC M PV REANE

tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-file>

EEN\GFEE, BIEEEE8ZEM Astra Trident FIRAIZ MU A TFH—IRREFE LNERZFE (FI0:
ONTAP FlexVol , Element Volume , CVS &HRE) ., FHEELMAIFE/ Fibinl, HeHISER Astra
Trident fGimihiRle o -f FRIBSHAET. BHAFIEEYAMLIEJSON PVCX AR,

Y Astra Trident NRIS NEIBERES, RASTE PVC FREHIRENBEEKR . FHRERDEFENER, R5F
gl PV, HFAEBIE— Claims Ref , [BINRBERIIZE N retain EPVH, Kubernetes FIH4FE PVC #l
II;;V &, BEHEIWEREE LALREMERIEIWERES, FESEAIEINREE AR delete. MIBRPVEY. 1ZAEERHN

FHAENER --no-manage BH. TridentARSEXNRHE G BEARNPVCEPVRITEMREMIRIE,

A Trident=ZBEHIPVAIPVCEH --no-manage R, WEFPVEIA=RIREZEES. ERENERNAESEEHM
BRIEHEWZIR, NREWNAERUWITEREFER Kubernetes , {BZFEE7E Kubernetes M EIRZ SN A h/E
HA, MtiEmEEE R
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PVC M PV R AII—MRE, BRTFHETEESAUR PVC Ml PV EEEEE, FRAEASMIBRIAT .

Trident 19.07 M EShRAFIAME PV BUERE, HESANENEZHZE, W T ERREBIRZERN Astra Trident 3417

SN, BIRREPAIHITEMRE, SRANEFZRIEREIUEHE, MRESALEG

9. StorageClassAIEME). o] LUBTREPV LHIEIKREEEXARIME retain. MIFRPVCHIPV. ARE

idvolume importan <,

ontap-nas # ontap—-nas-flexgroup SA

FEREIENENE ontap-nas IREIFEFEONTAP &8 ERYFlexVol, S A\FlexVol ontap-nas JRoiERF
HT{ERIEAER., ONTAP &£ FE&FERFlexVol AIUEAS N ontap-nas PVC, [E##. FlexGroup volst? ]

PUIEASFN ontap-nas-flexgroup PVC,

@ EH Trident X\ ONTAP &, T8 rw 8, tNREMZEES DP, NJ SnapMirror BT

R FERERRGRR, ARBRESNE Trident 1,

@ o ontap-nas BEIiEFELESNMEEgtrees o ontap-nas # ontap-nas-flexgroup I

HEF AR ERAEENER M,

BIan. SARHAME nanaged_volume (U FHE NG ontap nas. HEAMUTHL:!

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

- o m b
fomm o fomm - fomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o fomm - fom e
fomm o fomm e +
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6a4-b052-423b-80d4-8fb491alda22 | online | true |

o fomm fom -
fomm et e fomm - fomm - +

SANEZHHIE unmanaged_volume (L ontap nas backend). MiTridentAf=EIRILI. BEAUTHS
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tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-file>
--no-manage

fos=ssss=s=ssscsessssssssosossssssss==ssa=s fmmmmeme=s fmmmmmmssssema==
e e e e e e e e e e fro— e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

e e e e e e e e ) fro— e s e
frems=m=m==s e ittt R remmmeme== +F
| pvc-df07d542-afbc-11e9-8d9£-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6ad4-b052-423b-80d4-8fb491ald4a22 | online | false |

fossssssssss s e se s s oses oo sssssss s s e fremmmmmeee e
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

fEMAIY --no-manage . TridentFEEHRBEXRIERTSEES. MRERFIER, WESNRER
eSS

@ SERITEEMFERBE X UnixPermissions S NEMNBIZEREEE, B LITE PVC E X /EiHAD
EH$ETE unixPermissions , F157R Astra Trident HER S NE,

ontap-san SFA

Astra Trident X ] LIS N EEE D LUN BY ONTAP SAN FlexVol o X5—2 ontap-san WRopigFE. AT
ZIFlexVol AEEPVCHILUNSEFlexVol, ERILUER tridentctl import S¥HIA RS HMIBE RIER:

* BIEMRFR ontap-san 5.

* RIUEZES D FlexVol BI&#R, 1FIEE, Lt FlexVol (XEE&—MAIFAB LUN 6

* RIEMANSESERANPVCE XERE - £ ido

© AILLOEEX PVC #H1TEIR, WAILUEERAMEFHITER, BINERT, Trident FEIE PVC HEMmE Gin
B FlexVol #1 LUN . ZFAIFREEFAN. 5% E --no-manage 1o

SANIEZER ontap-san EFMLUN. ERH{RFlexVol FRILUNRE /I 1uno MRS A BT
BnhiZFMigroup. Astra Trident 2 EEI RN E S NIRRT,

SRS, Astra Trident S A\ FlexVol HEHS PVC EXXEE, Astra TridentiE=2¥FlexVol EdFR& A pve-
<uuid> ¥FlexVol FHAJLUNFE LT 1uno,

BNSNEEERE, NEBESA\SAERNS, BEEELS, AEBATIA,

Nl

2l

LIS\ ontap-san-managed E7F7ERIFlexVol ontap san default [Glfi. IBT tridentctl import #n
&
N
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tridentctl import volume ontapsan san default ontap-san-managed -f pvc-

basic-import.yaml -n trident -d

fos=ssss=s=ssscsessssssssosossssssss==ssa=s femem==== R e
e e e e e e e e e e fro— e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o e fom -
frems=m=m==s fremeoeesessssse e s e s s s o s R fremememm=s I
| pvc-d6eedf54-4e40-4454-92£fd-d00£c228d74a | 20 MiB | basic |
block | cd394786-ddd5-4470-adc3-10c5ced4ca’57 | online | true |
fossssssssss s e se s s oses oo sssssss s s e e e
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

@ ONTAP HRIZERLAAN RW , 7 BEE Astra Trident § N\ MIREMIZEE N DP, MK
SnapMirror Bi5#; 1E18&ES N\E Astra Trident 28, WHPMEERX R,

element A

&R LUER Trident 35 NetApp Element ZR{4+ /NetApp HCI £S5 A\ ZF| Kubernetes 5854, REER{HAstra

Trident/FIRAIR IR, URENSHBENPVCXXHFIIE—RHR tridentct]l import Fp<:

tridentctl import volume element default element-managed -f pvc-basic-
import.yaml -n trident -d

e femmm==== fosssmssmssaaaa
o e s e e s e e e e fro— e 1
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

frosssscesme s m e e oo s e a e e e e s e freo=m==== frocssesssemeea==
fre=====m==s fEmsmesessesosssssssssss e sessososs==== fe=m====s fremmmeme== WF
| pvc-970celca-2096-4ecd-8545-ac7edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9¢c42-e38e58301c49 | online | true |
R frEmm====== fossseesmema====
fmmmmmmm==a R fmmmmm==e femememaae +

@ Element IREIIZFSIFEENER M, MREZMEE, N Trdent WESNIERREHEIR, 1F
NGB ERRER, FfEEHRUE—NERT. ARSARENE,

gcp-cvs A

gﬁ: GCP 15 N\ NetApp Cloud Volumes Service 1%, 1ERERIRMIEZFRFITIRZ
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SN gcp-cvs R EMEIRA gepevs YEppr BEIE adroit-jolly-swift. EFERAUTHRS:

tridentctl import volume gcpcvs YEppr adroit-jolly-swift -f <path-to-pvc-
file> -n trident

LBttt P Fommmmmmcmemem=
Fommmmmomoe Fommemererrorerrrrrrresersrreee e s s Fommmmmoe e +

| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
e Frommmmom= Fommmmmmemoomo=s
Pommmmmmm== ettt P o= +

| pvc-ad6ccab7-44aa-4433-94bl-ed47£fc8c0fad5 | 93 GiB | gcp-storage | file
| €ela6e65b-299e-4568-ad05-4£0a105c888f | online | true |
T i P fommmmmmememem=
Fommmmmmm== L et Fommmmm== o= +

@ EHRERESHEREPR: / ZEHNED. Flt. NRSHEEIEN 10.0.0.1:/adroit-jolly-
swift. BEREN adroit-jolly-swifto

azure-netapp-files §A
S azure-netapp-files Gl EHEH azurenetappfiles 40517 HEK{F \importvoll™ T, BITLAT

ANA .
<.

tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

- fommm - fomm -
fom - o fom - fommm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

et fommm - fom -
fom - o fom - e +
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3adab | 100 GiB | anf-storage |
file | 1c01274f-d94b-44a3-98a3-04c953c9%ab5le | online | true |
o e Fomm -
fom - o fom - fomm - +

@ ANF SHEREZAT: [ ZBEIEHRET . fli. REHEEN
10.0.0.2:/importvoll. HEFEN importvolls
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I RTIEIZ B EENFSE

fEAstra Trident. ERILAIEE R =TRIPEIEE. HE—ITHZ N _LinZTEFHE
ZEo
IhRE

fE 8 Astra TridentVolumeReference CR. &R LATE—1 3% Kubernetesip & Tia) Z [B| &2
ZReadWriteMany (rwx) NFS%, IttKubernetesAs#Hlf RS R BB U TMRE:

* ALHEE ZNERFIAIGRIEGIRARE M
* EAFFTE Trident NFSHEIRTHIZZ
* REF FtridentctiFHE M EMIE RN IKubernetesIHEE

HWE SR T M MNKubernetests & TiE] Z [BJFINFSEHEHE,

"primary"
namespace

________________________

hamespace

TVol |€——» TVol

-

1
1
1
1
1
primary secondary .
"
1
1

TridentVolumeReference
i’
- ’ N N , F
2372 To - S I
Volume

AEN NS EBENEIRENFSEHRE,

BoEBIEPVCLUHEES
BB TR A B R TIHR)RPVCHEIRIINIR,
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o BT RATE P EIZCRIINIR

SHEEOMBIRHAT

e T Birf & = adelZETridentVolumeReference

Birdp =T

o ERRSmETEFEIEMEPVC

TEFFEE. SBEERMBRNA

IBIHYFR A E12F B TridentVolumeReference CRAIAN PR,

IBIHIFR B F &6 TridentVolumeReference CRLAS | FIEPVC,

=TEIFMEENDENIRE. &

HEZMIR (namespace?2)

Bt7e & SIaRIFE & 81 MEPVCLUERRPVCHRIYERIER.
BCERM BAnen & = (e
ATHRZ2ME, BHITARZRERGS
M BRESEERF AR,
*ﬂ%
BB EEFEE: “BIEPVC (pvel). MIEFSEFHEEE

shareToNamespace TRiFo

130

PersistentVolumeClaim
vl

kind:
apiVersion:
metadata:
name: pvcl
namespace: namespacel

annotations:

trident.netapp.io/shareToNamespace:

spec:
accessModes:
- ReadWriteMany
storageClassName: trident-csi
resources:
requests:

storage: 100Gi

Astra Trident&8IZ2PV N HEGiENFSTEiES,

o BRI LUMERIES 2 MRYIFRIEPVCHES

421

namespace?2

=(al, f4n:

trident.netapp.io/shareToNamespace:
namespace2, namespace3, namespacedo,

O .

TR UERAZEIFERRT

18] *, f540:

trident.netapp.io/shareToNamespace: *

o IRAI LI HFHPVCLLEHE shareToNamespace FERNRINAR £,



2. *EREIER: QIRATEXABFRITkubeconfig. LB FBirmATEIFIEEEERmZZEF 8
#ZTridentVolumeReference CREJIXFR,

3. *BfrmBTEIFFEE: *EEMRaETEFLES | BIR&H R TE# TridentVolumeReference CR pvclo

apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?
spec:

pvcName: pvcl

pvcNamespace: namespacel

4. *BirmBFTEIFAEE . *BIEPVC (pvc?2) (namespace?) shareFrompPvC FBFIEERPVCHITRE,

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

annotations:

trident.netapp.io/shareFromPVC: namespacel/pvcl
name: pvc2
namespace: namespace2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

(D EfFEPVCHANMSRNFRETFEPVC,

=

Astra TridentiZEY shareFromPvC £ BArPVC LRI E. HEBEIPVEIBA—IMNEE. MEBE&EIER
FEPVHNEMEERR. HEZFEPVEMEEIFR, BrPVCHIPVERNIEEHE

BIFEHZES

TR LMFRE Z M e R EEHENE, Astra Tridenti M ER3TIRAR 2 i8] LERYIAE. HAERRNEZZENE M
R iERYInE. MERSIAENFREGRRZEG. Astra TridentiFIFRZE.
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f# ... tridentctl get BIAMNEE
fEA[tridentctl KAERF. EBAILUETT get ATFRBIMBENGS. BXIFMEE. BENHEE

. Jtrident referation/tridentct.htmi[t ridentctl Sn<F1%EIR],

Usage:
tridentctl get [option]
flags

* *-h, --help:. &,
* ——-parentOfSubordinate string:. EEERHIAMNESE.

* ——subordinateOf string. BEHEEGINENTE,

BRI

* Astra TridentT/AfRIE BRss R =B EANRZES, ENERAXAIEHEMHIZR LBEHZEHE.

* (EARBEEI PR RUE X REPVCHYIfIR] shareToNamespace 3 shareFromNamespace Tr/Ea¢flbR
TridentVolumeReference CR.EBHHIAR. HAIMIERMEPVC,

* TEEMNEE LRITRIR. eEMREE.

BXRIFHES ...
ET7RAXESETEEHANEMEE. BRITUTERE:
- BHE ESSSAZERES: WESETEEHERHel0"

* WM& LBYER "NetAppTV'

534= Astra Trident

Astra Trident 32t T —2H Prometheus $5t5imm, &0 LU# XL IG = 15 1F Astra Trident AY4EEE,
1#3d Astra Trident IR EBIIENR, ERTLURITIATIRE:

* (REBA X Astra Trident BITIRRMEERET =, ER]UEERENMRINEZEURERTEBRITHAS EiR
TS,

* WERRERERER, HTHERREENSHEURSANTZEES.

* P E A RIRECE NV ERENRF X R,

* IRERI%RE, ERILLT iR Astra Trident 5 Eim@EFH I TIRIEFTSEAVETEL,

@ ZKINBER T TridenttViEtir=EREBMRHOL 8001 L /metrics s &EE Trident B,
XLEIEIREIAN * BB ¥,
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s &7 Astra Trident B9 Kubernetes ££&%,

* — Prometheus 5, BILLZE "B 2e{k Prometheus ZPE" &, B LUERIE Prometheus {ERIBIT"
[RENBRER"S

%1% EX Prometheus Bfx

1B TE X — Prometheus BArIAEEISIRHIRENE X Gi% Astra Trident BIZIE R, BRIENESE, X &
=" NBUIE Prometheus 1 Grafana 5 Astra Trident & & B XM RIE R, BENE T AT Kubernetes
SR LIRER B 171817 Prometheus , BAKEN{AIEI32 ServiceMonitor 3RIREX Astra Trident BY35#x,

% 2 %5 6132 Prometheus ServiceMonitor

B(SEATridentfEtF. B EIE— N ISIERIPrometheus ServiceMonitor trident-csi IREZHUIIF metrics if
. 7=~f§l ServiceMonitor 31 FFA7R:

apiVersion: monitoring.coreos.com/v1l
kind: ServiceMonitor
metadata:
name: trident-sm
namespace: monitoring
labels:
release: prom-operator

spec:
jobLabel: trident
selector:
matchLabels:

app: controller.csi.trident.netapp.io
namespaceSelector:
matchNames:
- trident
endpoints:
- port: metrics

interval: 15s
Ltk ServiceMonitorE X IEHZRIREIMIEIT trident-csi RS HEIIEHK metrics IRSEMiRS, Hit,
Prometheus I EEECE /9 7 f# Astra Trident BY3E%R.

bR 7 B2 MAstra TridentIRIGEVFEIR 29N kubeletiR AFF 71T Z4E1T kubelet volume * @i H 2RVEIRIRR
BEIET. Kubelet AILURMHAXBIEENS, Pod MELEMEMAIIRIENES. BEN "L,

% 3% {£H PromQL &if Trident 15%x
PromQL IEEIE S 6 R [EIET 8] F 53 RAR RN FRIA .
AT LAER LT PromQL &1
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FREX Trident T TIRRER

* &8 Astra Trident B9 HTTP 2XX MR BB 7 B

(sum (trident rest ops seconds total count{status code=~"2.."} OR on()

vector (0)) / sum (trident rest ops seconds total count)) * 100
* ELRESHIER A Astra Trident 89 REST MR H 23 tb

(sum (trident rest ops seconds total count) by (status code) / scalar
(sum (trident rest ops seconds total count))) * 100

* * H Astra Trident HU{THUIR IR IGREEESE] (ZFD) *

sum by (operation)
(trident operation duration milliseconds sum{success="true"}) / sum by
(operation)

(trident operation duration milliseconds_ count{success="true"})

5%EY Astra Trident FEE 2

» ERN THIE

trident volume allocated bytes/trident volume count

* BN EREENEETE

sum (trident volume allocated bytes) by (backend uuid)
RERBNERERESR

()  a7EmEPRE kubelet $51TRY, 7 2B ALLHEE,

* BT ENERTEIESEL

kubelet volume stats used bytes / kubelet volume stats capacity bytes *
100
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T iR % Astra Trident AutoSupport ENHER
ZANBERT, Astra Trident 228 HT52M NetApp &KX Prometheus 1IEIRMEARFIHRE Eo

* EPH1EAstra TridentEINetApp&iXPrometheusiEfrfIE R FiREE. 15%E —--silence-autosupport
fEAstra TridentZZ=HAB]4RIE.

* Astra Tridenti®A] URIEE ER AR HELEEINetAppZFFEP ] tridentctl send autosupporto (&
FEfh & Astra Trident A EZEHBE. TRXBEEZH, ELIES NetApp
Ahttps://www.netapp.com/company/legal/privacy-policy/["BRFAELER "o

° ﬁ%E”E%E-LHEH: :I)nu Astra Trident %)‘AL% 24 /_I\E—_HIEHREIL,\O

* A UERIEE HEFREYEEERE --since 5&. HI80: tridentctl send autosupport
--since=1h, MIEEBIWEMALIX trident-autosupport SAstra Trident—iCZENBEs. ERILL
MIRENA 288 "Trident AutoSupport”s

* Trident AutoSupport RRUEFEHIAZBER (Pill) IMAER. EMEN "EULA" RERTF =ikt
ERSRIREART . EEILUFH T fi#NetApp Xt BB L £ S ERIAE "Lthad",

Astra Trident ZIXHIB M A EHRFII0T:

items:
- backendUUID: £ff3852el-18a5-4df4-b2d3-£59£829627ed
protocol: file
config:
version: 1
storageDriverName: ontap-nas
debug: false
debugTraceFlags:
disableDelete: false
serialNumbers:
- nwkvzfanek SN
limitVolumeSize: "'
state: online

online: true

* AutoSupport JHE R &KX E| NetApp B9 AutoSupport i s, SNREFERME IMRFMHER[RE. NoT LUE
A --image-registry Mo

s AT LUEE A EE YAML XHRELEIE URL . ATLAEASERIEIRIE tridentctl install
--generate-custom-yaml BIEBYAMLXE4H R --proxy-url FIBE trident-autosupport A28
trident-deployment.yamlo

M Astra Trident 545

22 MR EIEIR. MNEREMBETENXYAML --generate-custom-yaml i5& )H 3 Ei#H 7458 LIMIER
--metrics FAFIAARMIRE trident-main’ A28.
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