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1. B&3iFAstra TridenthRZs :

./tridentctl -n trident version

2. MIBRAAFREE L] Astra Trident LRI Trident BERF. B, MIREBM22.01HAEK. BETUATHL:

kubectl delete -f 22.01/trident-installer/deploy/bundle.yaml -n trident

3. MNRBFERABEENXTHIALE TridentOrchestrator B, ERILIYREE TridentOrchestrator AF
BREZESHINR, EF A eEEENRVIRENIEEH E TridentFICSIMUE EMER. BRI BEISEMR
GAR B AP BV E 24,

4. FAERTEMIFIEMAstra TridenthiR <8I [EMIRSI S YAML XX 2 Astra Tridento 30, INRE
JIKubernetes 1.26%%EAstra Trident 23.01. FHETUTHS:

kubectl create -f 23.01.1/trident-installer/deploy/bundle post 1 25.yaml
-n trident

Tridentieft T —MALEX 4. ATRATFLEZRIERH IKuberneteshR A BI IR XK EXIT R,

@ ° XFizfTKubernetes 1.24 Bk ABIERE. 1BER "bundle_pre_1_25.yaml",
° 3FisiTKubernetes 1.255 B s hRASHIEEEE. B "bundle_post_1_25.yaml",

“

Tridenti@F G HE A FAstra TridentZEFH R EARE S512/FREFRRIARZS,

Fekan B = BISEEBVIRER R
BRIBUTH BN ERGRTEEENEERT(MR4520.07ZE20.10)LE /Y Astra TridentS2F# 17 H %K.

p

1. I0IFIMA Trident ZEAPRTS. BEHRITUHRIE. BHREMIRZE* TridentProvisioner. RSN N
Installedo

kubectl describe tprov trident -n trident | grep Message: -A 3
Message: Trident installed

Status: Installed

Version: v20.10.1
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@ NBREER Updating, BEMRTAMRILREA, ARBHALS. BXABNRSETIR, 18
20 "I,

2. B TridentOrchestrator EMATridentZEIZFMEHIBY;E B AIZECRD,

# Download the release required [23.01.1]

mkdir 23.01.1

cd 23.01.1

wget
https://github.com/NetApp/trident/releases/download/v23.01.1/trident-
installer-23.01.1.tar.gz

tar -xf trident-installer-23.01.1.tar.gz

cd trident-installer

kubectl create -f

deploy/crds/trident.netapp.io tridentorchestrators crd postl.l6.yaml

3. FREFERMHBTESEENEER. EXRILSE. EFEEFERRSEYAMLXEMNESE G S TESEE
FIIEERT https://github.com/NetApp/trident/tree/stable/vXX.XX/deploy/BUNDLE. YAML
Hoh: vxx.xx @RASH BuNDLE. yAML BHEYAMLX ER,

BN TridentRESHHITHENE N (FIEN. BAME tridentImage,
(D autosupportImage. FAHMRGIFEMEEFIEME imagePullSecrets), BXAIBHHNTES
BHIR. BB "ILEIEI,
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#Ensure you are in the right directory
pwd
/root/20.10.1/trident-installer

#Delete the namespace-scoped operator

kubectl delete -f deploy/<BUNDLE.YAML> -n trident

serviceaccount "trident-operator" deleted
clusterrole.rbac.authorization.k8s.io "trident-operator" deleted
clusterrolebinding.rbac.authorization.k8s.io "trident-operator" deleted
deployment.apps "trident-operator" deleted

podsecuritypolicy.policy "tridentoperatorpods" deleted

#Confirm the Trident operator was removed
kubectl get all -n trident

NAME READY STATUS RESTARTS AGE
pod/trident-csi-68d979fb85-dsrmn 6/6 Running 12 99d
pod/trident-csi-8jfhf 2/2 Running 6 105d
pod/trident-csi-jtnjz 2/2 Running 6 105d
pod/trident-csi-lcxvh 2/2 Running 8 105d
NAME TYPE CLUSTER-IP EXTERNAL-IP PORT (S)
AGE

service/trident-csi ClusterIP 10.108.174.125 <none>
34571/TCP, 9220/TCP 105d

NAME DESIRED CURRENT READY UP-TO-DATE
AVAILABLE NODE SELECTOR AGE
daemonset.apps/trident-csi 3 3 3 3 3
kubernetes.io/arch=amdé64, kubernetes.io/os=1linux 105d

NAME READY UP-TO-DATE AVATLABLE AGE
deployment.apps/trident-csi 1/1 1 1 105d

NAME DESTIRED CURRENT READY AGE
replicaset.apps/trident-csi-68d979fb85 1 1 1

105d

TFUERER. B E/R trident-operator-xxxxxxxxxx-xxxxx PODBEMIF,

4. (ALE)MNREEEBNLESEH. EEM TridentProvisioner MMXLEE N IREEIRE AT MEGIEMR
DIMAiREN A2, BREIR A EEiEERGIRNEAF.

kubectl patch tprov <trident-provisioner-name> -n <trident-namespace>
-—-type=merge -p '{"spec":{"debug":true}}'



5. ZEETridenti® R,

TEEETEIMNZER A BT TridentProvisioner R

@ TridentOrchestrator XHR. MR TridentProvisioner YR
tridentprovisioner CRD. F#Hi§Astra TridentH4kEIFrE RN EESCEIZE RIS, &
UTFRBIH, TridentaFH2%ZEI23.01.10

fEATridenti@ER FZRAstra Trident=2FBUTH% tridentProvisioner FIA
() tridentorchestrator BEXR, URIFHRBEREMAIE, EFALRP, Astra
Trident B xR 5 Z AITBRIA AR 2 =2 8],



#Ensure you are in the correct directory
pwd
/root/23.01.1/trident-installer

#Install the cluster-scoped operator in the **same namespace**
kubectl create -f deploy/<BUNDLE.YAML>
serviceaccount/trident-operator created
clusterrole.rbac.authorization.k8s.io/trident-operator created
clusterrolebinding.rbac.authorization.k8s.io/trident-operator created
deployment.apps/trident-operator created
podsecuritypolicy.policy/tridentoperatorpods created

#A11l tridentProvisioners will be removed, including the CRD itself
kubectl get tprov -n trident

Error from server (NotFound): Unable to list "trident.netapp.io/vl,
Resource=tridentprovisioners": the server could not find the requested
resource (get tridentprovisioners.trident.netapp.io)

#tridentProvisioners are replaced by tridentOrchestrator
kubectl get torc

NAME AGE

trident 13s

#Examine Trident pods in the namespace
kubectl get pods -n trident

NAME READY STATUS RESTARTS
AGE

trident-controller-79df798bdc-m79dc 6/6 Running 0

Ilm4dls

trident-node-linux-xrst8 2/2 Running 0

Im4dls

trident-operator-5574dbbc68-nthjv 1/1 Running 0

1Im52s

#Confirm Trident has been updated to the desired version
kubectl describe torc trident | grep Message -A 3

Message: Trident installed
Namespace: trident

Status: Installed
Version: v23.01.1

@ o trident-controller MPODZRILT 23.01H5| NGB ZAE,



FRET Helm MIRMER T
EFEET Helm BIMFREE, BRITUTSE

BRET Astra TridentfIKubernetesEE £ M 1.24 7R EI1 .25 B S hRAES . % T values.yamIE
@ 1 Hset excludePodSecurityPolicy to true ZHMN --set
excludePodSecurityPolicy=true 2| helm upgrade %,

B
1. FEHEHH Astra Trident firZs,
2. ffMA helm upgrade B {IE trident-operator-23.01.1.tgz RERT BEAREIRIRRDS,

helm upgrade <name> trident-operator-23.01.1.tgz

NREVIRLEHENRE 7 EAIAERAET(FIE0 A TridentMI CSIBMEISTE T ARVIRGIEM T
} IBEA --set ATHRXLEIRME & upgradetn H. BNXLEEREENARIAE,

Ban. EECABIERIAE tridentDebug T, BITLA TR

®

helm upgrade <name> trident-operator-23.0l1l.l-custom.tgz --set
tridentDebug=true

3. IB1T helm list WIFEIRMNAREFRAEIYIEFARK. BT tridentctl logs EEEREIES.
L2

Tridenti2 RIS E I FAstra TridentZEEH B E AR D 51 /E RFERIBIRR A,

MIEIRIER LEFAR
BRI UMAR BRI RRASAI Tridenti®{ER tridentctl &3,

iz
1. FEHRHH Astra Trident AirZ<,

# Download the release required [23.01.1]

mkdir 23.01.1

cd 23.01.1

wget
https://github.com/NetApp/trident/releases/download/v22.01.1/trident-
installer-23.01.1.tar.gz

tar -xf trident-installer-23.01.1.tar.gz

cd trident-installer



2. 8% tridentorchestrator ;a8 HHICRD,

kubectl create -f
deploy/crds/trident.netapp.io tridentorchestrators crd postl.l6.yaml

3. BREBIRIESL.

#Install the cluster-scoped operator in the **same namespace**
kubectl create -f deploy/<BUNDLE.YAML>
serviceaccount/trident-operator created
clusterrole.rbac.authorization.k8s.io/trident-operator created
clusterrolebinding.rbac.authorization.k8s.io/trident-operator created
deployment.apps/trident-operator created
podsecuritypolicy.policy/tridentoperatorpods created

#Examine the pods in the Trident namespace

NAME READY STATUS RESTARTS AGE
trident-controller-79df798bdc-m79dc 6/6 Running 0 150d
trident-node-linux-xrst8 2/2 Running 0 150d
trident-operator-5574dbbc68-nthijv 1/1 Running 0 1m30s

4. 838 TridentOrchestrator T Astra TridentfICR,



#Create a tridentOrchestrator to initiate a Trident install
cat deploy/crds/tridentorchestrator cr.yaml
apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident

kubectl create -f deploy/crds/tridentorchestrator cr.yaml

#Examine the pods in the Trident namespace

NAME READY STATUS RESTARTS AGE
trident-csi-79d£f798bdc-m79dc 6/6 Running 0 Im
trident-csi-xrst8 2/2 Running 0 1m
trident-operator-5574dbbc68-nthijv 1/1 Running 0 5mdls

#Confirm Trident was upgraded to the desired version
kubectl describe torc trident | grep Message -A 3

Message: Trident installed
Namespace: trident

Status: Installed
Version: v23.01.1

=

MEFiHM PVC 2BhA Ao

{E 8 tridentctl H1THLK

1] LUME R BRI FEIIE M Astra Trident&3E tridentctlo

AR EF R EIN
HRFNREARASHY Astra Trident B, iEZELUTEIN:
* M Trident 20.01 748, XPRMIiXhR "&ERIE" T2, Kubernetes BIRGINFEZEMBFHD TR alpha
Snapshot JF R AMiKAR, UFRZEEER alpha Snapshot o

* MRARBYEIREESINT —HLIECIHY CRD M—MRERIERIZE, XM MEHIZRERNTE R Astra Trident 2
AEITIRE, "AEE" ITIER alpha HIRIEERS ZIMIRARE TS MRS E,

s HEHBILRE Astra Trident BITENFLR. EEL Trident B, F&MIPs Astra Trident ZREFRERBKA LS
BB (PVC) fskAME (PV) o Tf Astra Trident BiAlHRIa], BEECERI PV {3R]F, i Astra Trident %
EME BN ERTELLERE I EREMA PVC BEES.
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() A%AstaTrident BY, W/MHREAGLIR, BREERFETRE,

HRENREETE
EF B TridenthR A PIREBIEZNRE(DIINIZFHIRER). EAIUFERALSE tridentctl upgrade i

NRFEIEE, WREEMK NFS/ISCSI KEALKE CSI KB, LUEREIEfERA Astra Trident FR—EEMHIY
BE. Trident EBERIRA PV XHHE4INRES
REREARE CSI KB, HERUTEI

* BRIEAFEALFAEE. UAISIZNERHEERHRIH EREIETT.
* FHRBY, PV AILUMENEE | REEN—EDERH. FTREEXARE / KEE.
* FHRES, 8% FoE R PV EEEIMI POD . EAREZA, ENXHF POD
* BMREEARPEE PVC 9%, A&, NHBIERMNSIARKHEE PVC NE.
AR
UTFRAIERT MEHRITEAR.

1. 51T kubectl get pv FIHPV,

kubectl get pv

NAME CAPACITY ACCESS MODES RECLAIM POLICY
STATUS CLAIM STORAGECLASS REASON AGE
default-pvc-1-a8475 1073741824 RWO Delete
Bound default/pve-1 standard 19h
default-pvc-2-a8486 1073741824 RWO Delete
Bound default/pvc-2 standard 19h
default-pvc-3-a849e 1073741824 RWO Delete
Bound default/pvc-3 standard 19h
default-pvc-4-a84de 1073741824 RWO Delete
Bound default/pvc-4 standard 19h
trident 2Gi RWO Retain
Bound trident/trident 19h

Baij. Trident 20.07FEAEIZE T PV netapp.io/trident BEEEFo

2. 51T kubectl describe pv LUFREXPVHYIEM(E R,
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kubectl describe pv default-pvc-2-a8486

Name :
Labels:
Annotations:

Finalizers:
StorageClass:
Status:
Claim:

Reclaim Policy:

Access Modes:
VolumeMode:
Capacity:
Node Affinity:
Message:
Source:
Type:
Server:
Path:
ReadOnly:

default-pvc-2-a8486

<none>

pv.kubernetes.io/provisioned-by: netapp.io/trident
volume.beta.kubernetes.io/storage-class: standard
[kubernetes.io/pv-protection]

standard

Bound

default/pvec-2

Delete

RWO

Filesystem

1073741824

<none>

NFS (an NFS mount that lasts the lifetime of a pod)
10.XX.XX.XX

/trid 1907 alpha default pvc 2 a8486

false

PVEHEHEIEH netapp.io/trident ELEZFMEEANFS, EXHF Astra Trident IRIEHIFAB #INEE,
R PV AR EI CSI 28,

3. 1&1T tridentctl upgrade volume <name-of-trident-volume> AT IEEHAstra Trident&EHLK

12
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./tridentctl get volumes -n trident

| default-pvc-2-a8486 | 1.0 GiB | standard | file | cba6foad-
b052-423b-80d4-8fb491ald4a?22 | online | true |
| default-pvc-3-a849%9e | 1.0 GiB | standard | file | cSa6foad-
b052-423b-80d4-8fb491ald4a22 | online | true |
| default-pvc-1-a8475 | 1.0 GiB | standard | file | cS5a6foad-
b052-423b-80d4-8fb491ald4a?22 | online | true |
| default-pvc-4-a84de | 1.0 GiB | standard | file | cba6foad-
b052-423b-80d4-8fb491ald4a?22 | online | true |

Fommmmmmecemsmeseseme= P Fommmmmmemememe= Pommmmmmm==
Fommmmmmmmesrrrrrrrre e reme s e mmm o Frommmmom= Fommmommm= +

| NAME | SIZE | STORAGE CLASS | PROTOCOL |

BACKEND UUID | STATE | MANAGED |

Fommmmmmmmrmemeoeosoes Fommmomom= Fommmmmcmmeocosafoonoomomos
Fommmmememesesesese s s s s e eses e +

| default-pvc-2-a8486 | 1.0 GiB | standard | file | cSabf6ad-
b052-423b-80d4-8fb491ald4a22 | online | true |
ittt Fommmmmm== fommmmmmememem= Pommmmmmm==
Bt e e o= Fommmmmm== +

S

4. IB1T kubectl describe pv WIEtERT NCSIH,



kubectl describe pv default-pvc-2-a8486

Name: default-pvc-2-a8486
Labels: <none>
Annotations: pv.kubernetes.io/provisioned-by: csi.trident.netapp.io
volume.beta.kubernetes.io/storage-class: standard
Finalizers: [kubernetes.io/pv-protection]
StorageClass: standard
Status: Bound
Claim: default/pvc-2
Reclaim Policy: Delete
Access Modes: RWO
VolumeMode: Filesystem
Capacity: 1073741824
Node Affinity: <none>
Message:
Source:
Type: CSI (a Container Storage Interface (CSI) volume
source)
Driver: csi.trident.netapp.io
VolumeHandle: default-pvc-2-a8486
ReadOnly: false
VolumeAttributes: backendUUID=c5a6f6a4-b052-423b-80d4~-
8fb491alda22

internalName=trid 1907 alpha default pvc 2 a8486
name=default-pvc-2-a8486
protocol=file

Events: <none>

I XA, EETLUGE Astra Trident I8 NFS/iISCSI KRB MEZF MR E] CSI K2,
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