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Astra Trident 7
JF4 T fiRAstra TridentEB & =89 0.

Astra Trident i

Astra Trident @33 L T O#H 7@

Port B89

8443 [E3@E HTTPS

8001 Prometheus 51T &=

8000 Trident REST AR5 88

17546 Trident demonset Pod f£EFBBYETN I / RALE IR M i O

@ EREHE. AUERAESUERE/MEMERNIED --probe-port &, HSHBHARILIHOR
W R EREMHZ R,

Astra Trident REST API

[EBY "tridentctl s S 0L 5 Astra Trident REST APIXR B REE A, B URIE
EEBHIRFERARESTIRR.

{AIB{EFIREST API

REST APIiE BB F1E£3EKubernetesZBER{E A Astra TridentfEA IR —#H I M ERLE,

RNTIREZEM. FA1ER T Astra Trident REST API ZRINER T TEPodABRIETTE. {XPRFlocalhost, BEE
1T R, BEEIZE Astra Trident ~address B,

fEFAREST API
API N TERIBWIT:

GET

* GET <trident-address>/trident/vl/<object-type>. FIHIERMFIE XN R,

* GET <trident-address>/trident/vl/<object-type>/<object-name>. IRENEdE M RAVIFLH

2
E I%\O

POST

POST <trident-address>/trident/vl/<object-type>: BIEIEELXEMITR,



- EENTORNOMKEE JSON . BRENMRLTMIE. HBNEEE: tridentctlhtmi[tridentetl &
ST,

* MRNREFE, WTAHSEMTR: RREMRIEXNR, MAAEEMNREEIGEIRERK.

DELETE

DELETE <trident-address>/trident/vl/<object-type>/<object-name>. MIFRE R EIR,

@ ’ﬁFﬁﬁ”ﬁ_JZT—?ﬁ% KRB MERFE, DIORMBRXLESE, BXFMAEE. EENEE
. tridentctl.html[tridentctl SR HIEIN],

BXRUEEARXEAPIRIRE. BEEIFR (-d)inE. BXRIFARER. BESHUEEE. tridentctl.html[tridentctl
[]E) V*Dﬁlﬁ]o

i TIRIN

Astra Trident 7 Trident RIZ4RHFIEFIRME T Z N6 D1TIEI, &) LA{E AR X Lt & cA &R
=,

HEIER
* -debug: BAFEREL,

* -loglevel <level>: IREHETEIEREKT(debug. info. warn. error. fal)o BAIAAI INFO,

Kubernetes

* -k8s pod: {FRILIETE -k8s api server LUSAKubernetesz#F, INRIZELLE, N Trident F{ER
HFfi/E POD K9 Kubernetes BRSS K F IEHEKEX R API FRS388, RE Y Trident 7E/A A T ARSIKFAHY
Kubernetes £8¥FR{E/9 POD i=1TEY, IthIHEEA B,

* -k8s_api server <insecure-address:insecure-port>: fEAILLIEINEY, -k8s _pod Y=
FKubernetessz 1%, ¥5EG, Trident S EMIRIEAR R LHIULFNNE EREE] Kubernetes API ARS3 38, X1¥
BILATE Pod Z5MEBE Trident ; BE, BIZH 5 AP REBNALLERE. EXLERE. 1BEMA7EPodH
EZBE Trident —-k8s_pod BN

* -k8s _config path <file>: #&; WIIEEKuUbeConfig X HHIERIE,

Docker
* —volume driver <name>: ;FffiDockerifif4EY{ERMIRTITZRF 2. BAIAN netappo
* -driver port <port-number>: {IFLLIRO. MARUNIXEEREF,
* -config <file>! #%FH; MIUETE EIHECEXHHIRRE,

REST

* —address <ip-or-host>: IEETridenttIRESTARS 2SR IFAYHINE, BRIAAT localhost » TEARMIEN] E
i H1E Kubernetes Pod HIE1TEY, JoiAM Pod MEFEZIAIR] REST #0. £/ ... ~address "" A
MPod IPH#IIEIFIRIRES T M,



@ BILUE Trident REST #Z20EE AL 127.0.01 GFFIPv4) 58 (0 @ 1) (FIPve) iR
FIRHEARSS

* -port <port-number>:. FERETridentdIRESTARSS 23N ilfrEYIm . #FXIAJ9 8000 o
®* —-rest. E%REST?&DO %ﬁi}\?ﬂ true o

5 Kubernetes 5187 NetApp = an

NetApp FiEr=msE &P 5 Kubernetes BRI FZ ANE S EEERM, MMiRESERIIEE
IBIhEE, MiMiEsE Kubernetes ZRERITNEE, ThEE, MEEEFIETRAM,

Astra

"Astra" BN EETS BIFMMEIR, RIPMBHIELE =R AZIFRER LUK ZE)8Y Kubernetes LIiz1TRIENIE
FEWNBSUITIERE,, Astra £A NetApp ERE AR ERE AT ZHEE RE ST Trident B
ENRAKAMREEFME, s, SRRET —AFENSRNAEFRABLIEEIEINEE, FIaNHRR, B

?‘Ef_]l?, A AEMERNRE, BTHIERP, KX/ SIERE, BIEHEZUK Kubernetes TR HBTZA
Ao

ONTAP
ONTAP 2 NetApp MIZMINA—TFEIRIERS:, AIAREMNAREFRESRABIEEEIGE. ONTAP R4KA

2N7FE, BE3 2 HDD ifE, HiIREZMARNIBIER, SFELTINIKTHES (FASHIAFF) , BE (
ONTAP Select) fl4i= ( Cloud Volumes ONTAP ) o

@ Trident 4% L RFfH ONTAP ZPE4E=E,

Cloud Volumes ONTAP
"Cloud Volumes ONTAP" @—R4NHZEIRE, AIE=HIEIT ONTAP #UIBEBEN . &AL Cloud

Volumes ONTAP T4~ TEfad. K#EIME. DevOps . XHHZMIIEEERE, ©BEIRHEFMENE, &
AR, SRS, HESEMNARRF T, BhIVEEFET RER.

iEFHF NetApp ONTAP #Y Amazon FSX
"EFF NetApp ONTAP £ Amazon FSX" 2—M5e2HEEM AWS RS, aMERF BIFEITH NetApp
ONTAP Z{BIRE R IR B ISR YL, 15BNEMT ONTAP B9 FSX , B AT LU A 134 NetApp I

gE, IHREMEIETHAE, FERFIAE AWS EEEHIERNEEE, RES, REeEMMAY Rlt. FSX for ONTAP
S5 ONTAP BT Z XM RATHREFEIE API -

Element {4

"Element" @I RIEEREH BLEFME O BZTE, EEMEEEREBESITIEASH. Element 5 API 184S, AJE
NEEEES T AENBME, IEPFEEEEREFINE

NetApp HCI
"NetApp HCI" i@id Bopit I TH EESHERMBENEIEREB T I TEEEMNIIE, EHHiERONEEMN


https://docs.netapp.com/us-en/astra/
http://cloud.netapp.com/ontap-cloud?utm_source=GitHub&utm_campaign=Trident
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https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
https://www.netapp.com/data-management/element-software/
https://www.netapp.com/virtual-desktop-infrastructure/netapp-hci/

TR

Trident 52237 #F NetApp HCI ., Trident AJ LIEZ7E[K/E NetApp HCI FEEF A L ARS U BEFICENEE
EEIRE.

Azure NetApp Files

"Azure NetApp Files" @—Fh{E ek Azure XHHZARSS, H NetApp B2 HF, ERILITE Azure RAZH A
BITERRTZNETXHNIERE, FNES NetApp NEMNIEENFEEHNEIEEIETIEE,

i&FF Google Cloud B Cloud Volumes Service

"i&FF Google Cloud H9 NetApp Cloud Volumes Service" @—M=BREXEARSS, BliET NFS #1 SMB 1244
BEBELNFMEER NAS B, LIRS ZIHE GCP zHETRAIERE, SEFEENAER. ERET —F5%
SHENRS, TRERE—HSMEE, BIBYRE, HUERIFLUIKIT Google Compute Engine ( GCE ) 3E
BRI R 218,

Kubernetes 1 Trident 3£

Bl LUBEITIRENA B N B REMN R F{FEAH REST APl 5 Kubernetes #1 Trident #1738

B, Kubernetes 5 Trident , Trident 577K Kubernetes 5ZEZ BIIXZAZNE
BNRRE, HP—LEWRIED Kubernetes H#{TEIE, MR —LXKRNET Trident #17T
B8,

MNRIMAEERE?
THNR, NROABRURNEREARANEERGERER, EfE Kubernetes AR B RNMFAEIBXK:
1. AP 83 PersistentVolumeClaim iEKRHHY PersistentVolume FIK/N StorageClass ZBIHERE
REEEM,

2. Kubernetes storageClass ¥TridenttriZ N EEERRF. HES5—LEH. BT R TridenttNE AiERHY
KBS,

3. TridentiiI&EF StorageClass BFHERE. AFARIRILAL Backends M StoragePools RAIAF KA
B,

4. TridentE CECHIRIRECEZHEHBIEM PR A PersistentVolume fEKubernetes. LtEp<$E
JFKubernetestfAI &+, FEHMWIEE. UIKRETridenttPREMNEZ B X FREBE PersistentVolume
LPRTERE,

5. Kubernetes#fE PersistentVolumeClaim EIFHY PersistentVolume, B EHIPod
PersistentVolumeClaim ¥lttPersistentVolumeiE & B EizTFRIERNEREN Lo

6. AP A& volumeSnapshot MIBPVC. £ VolumeSnapshotClass XFtETrident,

7. Trident #7iR5 PVC XBM%E, HEHRIRLIEENIRE, ©IE20I# volumeSnapshotContent X¥Hg
T Kubernetes#{al iR FIRER,

8. FHF A LIBIEE PersistentVolumeClaim M VolumeSnapshot {ENIR.
9. TridentHEFTERIRER, HUITSRIEMERMN—AP R persistentVolume Fl A Volumeo


https://azure.microsoft.com/en-us/services/netapp/
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=GitHub&utm_campaign=Trident
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=GitHub&utm_campaign=Trident
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Tift—5 7 #R Kubernetes X%, BIRINERIR KA NS Kubemetes STHYBI—5,

Kubernetes PersistentVolumeClaim Y&

—Kubernetes PersistentVolumeClaim MREKubernetesfE& A F & HHTEEIE K,

BRTHRERISEZS, MRAFAEBERERFREETIRENIINME, Trident EAVFAFIEE U MIE FERIRE

FrE BIEIN T EFIRChIER
trident.netapp.io/fileSystem yeEEY ontap-san. solidfire-san. ontap-
san-economy.

trident.netapp.io/cloneFromPVC cloneSourceVolume ontap-nas , ontap-san , solidfire-
san , azure-netapp-files , gcp-
cvs , ontap-san-economy.

trident.netapp.io/splitOnClone splitOnClone ontap-NAS , ontap-san
trident.netapp.io/protocol iy =
trident.netapp.io/exportPolicy SH R ontap-nas , ontap-nas-economy-

. ontap-nas-flexgroup

trident.netapp.io/snapshotPolicy snapshotPolicy ontap-nas , ontap-nas-economy.
ontap-nas-flexgroup , ontap-san

trident.netapp.io/snapshotReserve  SnapshotReserve ontap-nas , ontap-nas-flexgroup
» ontap-san , GCP-CVS

trident.netapp.io/snapshotDirectory snapshotDirectory ontap-nas , ontap-nas-economy-
« ontap-nas-flexgroup

trident.netapp.io/unixPermissions  unixPermissions ontap-nas , ontap-nas-economy-
. ontap-nas-flexgroup

trident.netapp.io/blockSize AN solidfire-san

IR BIFEMIPVESR Delete reclaiming policy. Trident&7EPVERIRES (BN F #ipRPVCH)E R RIFRPVA G &
Eo WRMBRZIERM, Trident &% PV tREHERE PV , HERREIRIIRE, BEHRIERIIZK PV Fanfl
BRALE. PVEREY Retain KB, Trident=ZBRIZHEE. HREEERFEMKubernetestlGimEIEZE. MU
BERPRE ZBIMEHITENTNE, EEE, BbR PV Ax@R A ERERA Trident HPREESE. ERE
FIREST AP EMIBR (tridentctl) o

Trident SZHER CSI FELIERSIRR: ISR REBHBEEBESIERR=REIE PVC ., X, PV WA
1B REIZASFL BT A LURBREVFZ N A FF 48 Kubernetes o AfS, BILAERIRBEIZEF PV . 15E%HF On-Demand
Volume Snapshots T H#EET{ERIE,

Tridentif$2f# cloneFromPvC #l splitonClone AFEIERENTE, ErlUFAXLEARERME PVC, M

FTZEFH CSI 2hE (T Kubernetes 1.13 RERAA L) , HEEH Kubernetes lRAS AL HFNIXR SRR (
Kubernetes 1.16 ERRRZAS) . 1FF=, Trident 19.10 X3FM PVC F=PEM CSI TE7.

@ &A] LUER cloneFromPVC M splitonClone fEHACSI TridentA & ESEIECSIFTHAIIREo
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UT— 1 MRAFEE—1TRABPVC nysqgl. AR A UBIE— MR AFHPVC mysglclone
trE. B4 trident .netapp.io/cloneFromPVC: mysqle. &E 7 UtRER, Trident 5% ES mysql
PVC WME, MABMAFIRECES,

BEERUTLR:
* B REZRNE,
* = PVC REFRENMIFRE—1 Kubernetes ssR=EH, FHEABHEBNEFHEE.

* M ontap-nas M ontap-san PahizHF. AIBEBREIREPVCHNE
trident.netapp.io/splitOnClone 545G trident.netapp.io/cloneFromPVC, f§F
trident.netapp.io/splitOnClone IRE N true. Trident=ERENESRERD. MM RENSE
S5HRXENE AT ESE. MMBEET EERZE, KRIZKE trident.netapp.io/splitOnClone 5
BEHIGE N false XFAILURL BIRNTENIHFE. MASERENRESZBIEIZKHXR. FLkRIEL
MpRrTerE. BNEERIFERE. kD REREEXN—MER, BIRETHIRESH, ZEMRERERLYE
BRMESR, /AN ONTAP IREMEFEENEFR T 5@,

o sample-input BREBEMB T TridenttIPVCE X R, BX5 Trident & XEXISEHHIS BT AR
, 1EE Trident B3R,

Kubernetes PersistentVolume W&

—MKubernetes PersistentVolume JRETAHKubernetesEEEEERAM—ER1ZiE. ENEGRABHSERE
8 POD &%,

@ TridentBZ PersistentVolume RIEKubernetesEEB¥FRECE M E. BEEXLEXW KT
F|Kubernetes&E& ., BARANBITEEE

IS | BE F TridentBIPVCHY StorageClass. Trident2EAENNEEXRILE— NS, HFAZETH—
WPV, FEECEENSHAEN PV BY, Trident 2EELAUTAHIM:

* Trident =9 Kubernetes £/ PV BN ERFEREFHENAIZT, EXFEMIERT, SEILUARBF
EEEERNEE—Y,

* HEHA/NS PVC FIFKBIA/NRATEELED, {ErgesRIEFE S RENENRIZENA 2 EHNE.
Kubernetes StorageClass WM&

Kubernetes StorageClass XfREHIZZFIEE PersistentVolumeClaims FHA—ABE MR EFME, FiE
EARGOMREFERANEERR, HREEEERFTTBIAEEX ZELE.

EEFENEERSIBRMEENRIEEINRZ— F— 1R Trident FIHH R,

—Kubernetes StorageClass A TridentBIX RIN AR



apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: <Name>
provisioner: csi.trident.netapp.io
mountOptions: <Mount Options>
parameters:

<Trident Parameters>
allowVolumeExpansion: true
volumeBindingMode: Immediate

XLEESEZE Trident EABY, BJFHIF Trident MR E S,

FEXESHEIE:

B4 Type Required
B map][string]string &

Fhgt map([string]StringList 5

Fihn StoragePools maplstring]StringList =

HEB& StoragePools maplstring]StringList =

FhERIE R E AR LA N EFEIEEE M Kubernetes [B1%.

FiEmEEREE

XEESHRTE T REAMLE Trident BIEMEFMEMRECELE RIS,

Description
BERTENESEED

[Eim2 FRBRET R PRI 1 AE
pUEZIES
[Eim2 FRBRET R PRI TFAE
pubZIES

[Eim & MRIRET B R B 7E i
puEZIES

B Type =l hE SHF
TR string HDD , B&, Pool B&ILER IEEMNEEE  ontap-nas ,
SSD TR, RBRER ontap-nas-
TRE economy. ontap-
nas-flexgroup ,
ontap-san ,
solidfire-san
FoERE string faE, B Pool Z#ILECE #EERECEHE  Thick: All
FE ONTAP ; Thin
. All ONTAP &
solidfire-san



B% Type (=] = BN 3§

[S iR string ontap-nas HETFIERY ETEH FREIREhIER
. ontap-nas- )=t
economy. ontap-
nas-flexgroup
« ontap-san
.« solidfire-san
. GCP-CVS
« azure-netapp-
files. ontap-san-
economy.

snapshots H true false Pool Z#FEAHR BATHRENE ontap-nas,
BiE ontap-san ,
solidfire-san ,
gcp-cvs

e A true false Pool X#FmfEgE BATRMENE ontap-nas,
ontap-san ,
solidfire-san ,
gcp-cvs

= A true false MZHFINESE EEAMZENE  ontap-nas ,
ontap-nas-
economy-.
ontap-nas-
flexgroups ,
ontap-san

IOPS RER EE#H Pool BEIZIRIELL HIRIEXLE IOPS solidfire-san
SEEIRAY IOPS

' ONTAP Select AR HF

TERZHERT, BRNEEELMEE; fN, FREEESSHERERE. B2, Element FiEH=E
%E?%T#E’\J IOPS B/MEMEZAERKIZE QoS 1B, MARIBEKRNE. EXMERT, BERNENRABTEEREME

BREERT. BLUER attributes BREEEMARERELXESRMENEFHEREERE, TridentxBaiAk I
FiEFESR_all_LEEHNEM#EM attributes EIE5E.

MRERIMBSTEEER attributes BEASNAENEEEZESENM. EAILUER storagePools
additionalStoragePools BF#H—FTMUMEEIREFE—ARE MBS,

EOILUEH storagePools BIH—F IRHISIEEFMEMMITERIME attributes, S Z. Trident(
BHRIRAHEAI X attributes #l storagePools BAFEEMNSEI, ErIIRMFERSE, BeJUER
ERXHE,

&P LAEA additionalStoragePools SN ETrident FECER—AM. MR EEFERERIINMRE

attributes # storagePools parameters

%Eﬂiﬁﬁﬁ excludeStoragePools AT mikTrident A FECEN—HMHSE, EASHENERERITER



7£H storagePools #] additionalStoragePools B8, ENMN&BEXRBNER
<backend>:<storagePoolList>. HHl <storagePoolList> 8 GIHMNEEMTIR. LUEESH
fRo 51390, BY{E additionalStoragePools RIRERI RFA/R

ontapnas 192.168.1.100:aggrl,aggr2;solidfire 192.168.1.101:bronze, XLFIREZ FimE
M REWENRARXE, EOILUEA tridentctl get backend LUIRENGiHREMATIR,

Kubernetes B4

XEEEMARSREM Trident 7EISECEHBIELEFRBFMEAM / Bk, Bk, XLEBMHIEME Kubernetes kA4 E
TIFNESH, TETRARXEFRACIZIRE, HEGEREEXHARALAIER, U0 xfsprogs .

B Type = Description TBXIXEITEFE Kubernetes
hiZs
FSType string extd , ext3, HREMNXHFRL solidfire-san 280
xfs & Eit) . ontap-nas
« ontap-nas-

economy. ontap-
nas-flexgroup

. ontap-san

« ontap-san-
economy.

REEYT B boolean true false BEASZHANIE ontap-nas , 1.1 RESERAS

0 PVC K/h893Z ontap-nas-

S economy. ontap-
nas-flexgroup ,
ontap-san ,
ontap-san-
economy.
solidfire-san ,
gcp-cvs ,
azure-netapp-
files

EHEERN string BPAY, ERAR#TE 238 1.19-1.26
WaitForFirstCon 4BEMEhSEE
sumer"



* o fsType BHATFIEHISAN LUNFRENIXHRSZETR, b KubernetesiEF=fEMA
fsType EFEEPLUIERXHFRACET. AJLUEREFIEMBIN fsGroup NHHINLLF
B, PodfZ L L FTXAKRER £fsType BIRE. HEM "Kubernetes : /7 Pod 2 A 25L
ELZe I BXRERIKEESMENIIBLIAR fsGroup 18, Kubernetesi§N A fsGroup
QAEEUTER A AE:

° £sType EEEEPIZE,
° PVC HIaEXH RW .

3T NFS ZHEIREHTER, NFS SHAPBEEXMHRS. WEMER fscroup FHEMESE
E fsTypeo ERJLUGHEIGE N nfs HEMIETE,

CIFEN EAE BXRET BRNESFAEER,

* TridentZREREFERME T LN REIFEEEX. AFHEITrident sample-
input/storage-class-*.yamlo Mk Kubernetes ZZEEMEMIBRIERAY Trident F4&

%

Kubernetes VolumeSnapshotClass JR

Kubernetes VolumeSnapshotClass JMREMATF StorageClasses, ENEMFEXZNEFMEE, HAER
BB5| LS IREB SRR E XK, S MERBES —MERBEAEXE.

% VolumeSnapshotClass ESIERR. WHBERENX R ERAUTENXSIEEIRIEE:

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: csi-snapclass
driver: csi.trident.netapp.io
deletionPolicy: Delete

o driver IBEIERIEIRIBAIKUbernetes csi-snapclass FHTridentfh3E, , deletionPolicy IEEL
T BRIRERBY B ITAIIE(E, B8] deletionPolicy IRE N Delete. HRBIRUUMEFMHEER FHKEIRE
STEMBRIREBRES MR, HE. HAUBEHEIREN Retain XEKE VolumeSnapshotContent FHIREB IR

TRER,

Kubernetes VolumeSnapshot &

—“ 1 Kubernetes VolumeSnapshot XM REEIEEIREBAVIEK, # PVC KRAFAXNELHINER—E, HIR
B EHEFAIAE PVC RIEREBRIEK,

KEIBREBIEKRG. Trident= BIEEEGIRNGEIRRBIIERE. HiBIERE—REBRAFIRE
VolumeSnapshotContent R, ERILMIIE PVC SIZIRIR, HECIER PVC BT REXLERBAE
DataSource o

VolumeSnapshot WA d AR SIRE PVC £k : BMEMBRTIRE PVC , REUXIFEFE. WRA
() AEBURENPVCEY, Trident 235Ut PVC MREEATIZN » EFEMIR " R3S, BRRIGHS
2%, BIRFTEXBRAR, SHHHIRE.
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Kubernetes VolumeSnapshotContent MR

—“MKubernetes VolumeSnapshotContent MRFTTMERENELIENIRE, EFRMUF
PersistentVolume MRRFMEER LEENREB. EAF PersistentvolumeClaim
PersistentVolume XR. BGIEMREAY. VolumeSnapshotContent W RIFFSHI—IF—hRET
VolumeSnapshot MR, ZMREIFKEIERE,

@ Trident@ll## volumeSnapshotContent EIEKubernetesEE B FIECERNE. Bl XL RIEM
FlKubernetes®&8fH, EARNBITEEE( .

o VolumeSnapshotContent MREEATFH—IRIRREBIIFMEE. 90 snapshotHandleo X
snapshotHandle =PVEIFMBZAE—HS VolumeSnapshotContent POE 8

WEIRERIEKG, Trident 2TEEIHEIEIRER, ERRERE. Trident2ECE VolumeSnapshotContent IR,
MImIEREE LA FFEIKubernetes AP,

Kubernetes CustomResourceDefinition W&

Kubernetes HE X &R Kubernetes APl ViR =, HEEREXHBTFXHRMUBTRFHITH4H, Kubernetes
FIFPIEAEX B RUEENRER, EAILUETIBITRAEUXLERIRENX kubectl get crdso

BEXKREX (CRD) KMEXBMIRITHIERH Kubernetes FFETEELTTIBF MR, XEMIEFE N Trident
Bl SIRAVTFE,

M19.07hHRFFEE. Trident={FFE % CustomResourceDefinition AFRZETrident iR EHHIFTR.
W Trident/FiK. TridentfZEZE M Trident®H, XLEXREA Trident BIE, kS, CSIHRBIEZREFINT —LEENX
EIRIBFFER CRD o

CRD Z2—7% Kubernetes 15, EARZFEHITREA Trident S, B0, FEHECIERGEHE tridentctl. MM
tridentbackends BIECRDM&RHKubernetesfE,

BX Trident B9 CRD , i&FELUTF/LA:

* %% Trident BY, RATCIER—H CRD , HAIGEREMEMBIRER R,

* MIcHIhRZASEY Trident (ERBYARZS)AHEREY etcd AT RIFIRE). TridentZERZFEMEBHIE etcd BEH
EEFMEH CIZMENAICRDI R,

* FHREIFTridentf tridentctl uninstall a3, Trident Pod=# bk, BEIZEAICRDASHEIE,
BHE N "HIE Trident" T AIA ML TR MBRFEZFECE Trident o

Trident StorageClass &

Trident2 IKubernetesfll}Z LAY TE(ESE StorageClass IBEMMR csi.trident.netapp.io
Inetapp.io/trident EHEERERFFEH, FEXBTTSKubernetesBIBFRILEE StorageClass BFIfL&
TR

@ {EKuberneteshy. XL R ETEKubernetesBY Bt storageClass R TridentfE NECE
ERHITEM,

FERES—HEER, Trdent ZRFXEERSSNMENFRIBIEHITE; MRLE, NiZEFELEER
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ZFERECEERNB M BT,

&a] LUER REST API SIBEEREE U BEEEXFESL, B2, WFKubermnetesZhE. K 1HEE T
#FKubernetesBY Bl iR XLEEPE StorageClass W Ro

Trident [FIR3TR

RISRTIFERS, Heh Trident E#; #4 Trident SHIE I ERERHBHIE,

() HRCoSURMEENFEHMIREBZ—, S— P RKubemetes StorageClass X,
BXMANRREHRIFAEE. BEN EEREER

Trident StoragePool MR

FEURTAES N EHREENARNME, T ONTAP , XEEREWNTF SVM FHEE, 3T NetApp
HCI/SolidFire , X%t QoS HEEXNFEERIEER QoS 7. *F Cloud Volumes Service , XLeXIF 3tz
FoirtBXE, SNEEWESHE—ARENEERYE, BT EXE S EMEBUERIPFIE.

SIAHEMNRAR, FEBERENRIGRZBMARNER,

Trident volume &

EREAERT, HEHRIHERAM, FI90 NFS HZFiSCSILUN , EKubernetes?. XLEXRARBZMN T
PersistentVolumes. BIEERN, BEWEAREAEEMESE, WEXTHRETREIZENUE AKX

(D 7 Kubemetes 1, XEFIRREMBTEIE, EALBEEIIUEE Trident REHNNZ,

R BB XEXIREER PV BY, HERAY Trident & T * IEEMER * KRS EMIER Trident &,
1& N B IZ BRI IRER,

SEEEX TEENENAEEGNEM.

B Type Required Description
version string & Trident APl fras ("1")
name string =0, ZE0ZNERIRR
FiEE string =0, ALEENEFRNEESE
size string =8 EREMNEARN UFD
JIEA)
Y string &= E(FEAINER; “file"
g} "block"
RERE FR string £ FERR LRI RBIR,
H Trident £ 5%
cloneSourceVolume string & ONTAP (NAS, SAN
) #1 SolidFire —* : M
R RV SRR IR
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B Type Required Description

splitOnClone string & ONTAP (NAS, SAN
) . BREMERERD

snapshotPolicy string S Snapshot-* : BFHEN
ONTAP £RB&

SnapshotReserve string & Snapshot-* : JIRERTAEE
HEB 7L ONTAP

SR string ES ontap-nas* : BEANST
HH SRR

snapshotDirectory i = ontap-nas* . @EENE
BER

unixPermissions string S ontap-nas* . #J#8 UNIX
PR

HRA)N string =S SolidFire — * : &/ BKX
K

XH RS string S XHRGIE

AL Trident internalName BIEEN, XBERIMTE. BE. ESMERNEERIR(FAIAE trident TG
IHECEPRIFIR)AINEIER IR, MMEMRRENBIR <prefix>-<volume-name>, /G, TIHFHREIEIER
, BREHARFFERANFR. 3 TFONTAP Gif. EXEFHERATRLE L. RAEIATRHEN
<prefix> <volume-name>) . XIF Element f5i%, B TILBRNEF.

o UEREEEFAREST APIEEACES. B7EKubermnetesEiER. B LE RSB P EERR
HKubernetes PersistentVolumeClaim F7ETrident REACE T EF BHECIE L ET R,

Trident Snapshot W&

REBZERIEREIZ, JRFERENSHIEFRIAS. EKubermnetesd. XEXRZRBEREMNN T
VolumeSnapshotContent MR, B MREHS—NMESHEXE, ZEEREBIEIER,.

B snapshot WREFELUTEM:

B Type Required Description

version string 28, Trident APl ks ("1")

name string =8 Trident Snapshot 31 &R AY
B R

REZFR string =3in 8 FEZRS L Trident
Snapshot 31 & BI R R

volumeName string 2ins NEHBIEREBIKA LS
SNE=R Y

volumelnternalName string 2/, FE &R % <BXBY Trident
EXNRIBIT
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(D) Kubemetes o, EFRREHTEE, EAUEEEIIUEE Trident REHNE.

LKuberneteshY VolumeSnapshot JWRIEKEQIIE. Tridentr[ BEEEBEFHEASK LR REBIRKT

o o internalName FYREIREBE I EHBILKEMB snapshot- {#F UID B VolumeSnapshot Xf
K190, snapshot-e8d8alca-9826-11e9-9807-525400£3£660) o volumeName Al
volumeInternalName B RENGEEIIFM(E BFIET,

Astra Trident ResourceQuota W&

TridentBIPERfERA system—node-critical 5EkIFE—Kubernetes ] RS M IThFE—R FHRAstra
TridentBEISTE IE & T 5 X FERELRRFEIES. H A Trident demonset Podit 5 X BE IS I EEE Rk
BRI T e

Ak, Astra TridentREB T ResourceQuota FFHFRARE TridentFE LI RAT m X B MAERLINR, £
ZRZFMGIEemonsetZHi. Astra Trident2&# ResourceQuota MR, WMRFKEZWM. NNALITR,

NRIEFEXNRINZ RN TR IEHITEZIES]. ATUER custon. yaml B E ResourceQuota {F
FIHeImEIZRHIAT R,

I TF2—1 " ResourceQuota X RAVRA. ZXREMALIETridentF 5,

apiVersion: <version>
kind: ResourceQuota
metadata:
name: trident-csi
labels:
app: node.csi.trident.netapp.io

spec:
scopeSelector:

matchExpressions:

- operator : In

scopeName: PriorityClass
values: ["system-node-critical"]

BXABRTINIFMAEE. BSN "Kubernetes: #IRACEN"S

5I2 ResourceQuota MRLZELIN
ERDEIERT. ZESTEZEKRM ResourceQuota MREAIE. iFhEA "EHEHE" AREHLRIE,

WNRAEIER. BFoMIFR ResourceQuota WK,

fifl B ResourceQuota

NREFHELEITHIB SNZRESES. B LUFRAstra Trident ResourceQuota {FRAMBSHINER:
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kubectl delete quota trident-csi -n trident

tridentctl 55 < #1370
o 'Trident ZERFE" SIEGSITERER.
IHH 24 Astra Trident Pod B985 ==(8].

5] FARY AR < AN LI
BEXFEABRER. BIB1T tridentctl --helpo

AL /IETEE:

Usage:
tridentctl [command]

AT
* create: FFRAINEAstra Tridento
* delete: MAstra Tridentfipr— P Z N ER.
* get: MAstra Tridenti RER— 1M Z & Ro
* help: BXEAF<SHIEEEN,
* images: ¥TENE&Astra TridentFiEE R eRlUR YR,
* import: FMBHRSANEAstra Tridento
* install: T#Astra Tridento
* logs: MAstra Trident{TENHE,
* send: MAstra Trident&IZH Ro
* uninstall: El#{Astra Trident,
* update: B2 Astra TridentFBYE Ro
* upgrade: F&kAstra TridentF YR,
* version: ¥TENAstra TridentBJhRZS,

flags

* °—-d, --debug: AiREEH,

* °-h, --help: #BJ tridentctls

* '-n, --namespace string. Astra TridentZpZER A ZTIE,

tridentctl. AJEMIAHIR]Astra Tridents
BB BIENPERY Kubernetes A B LIER E R L% Astra Trident , HEEZESHIXBEUE
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* ‘-0, --output string: HH&I. json_yaml_name_wide|ps Z— (ZiA) o

* ‘-5, --server string:. Astra Trident REST#Z[RYMIL/im .

@ BT LU Trident REST 2 OB ML 127.00.1 HFFIPva) & ¢ 1 1) GFFIPv6)

oA EE (AR SS

@ B LU Trident REST 32088 AMXLL 127.0.0.1 FF IPv4) 8¢ (& :

MR HARSS.

create

TR LAEFIETT create A FAAstra Trident/NINZRIRAIE Lo

Usage:
tridentctl create [option]

AJ IR ;
backend: ¥EimANIEIAstra Tridents

delete
A LUETT delete FiF MAstra TridentFfiBg— N 2N E RIS,

Usage:
tridentctl delete [option]

A PR IEIm ;

* backend: MAstra TridentsPlfx— M MEEE R,

* snapshot: MAstra Tridentfllfg—1Nk Z &R,

* storageclass: MAstra TridentFlpg— a2 MNMEESE,
* volume: MAstra TridentPiBF— o ZNFES.

get

EA] LUETT get AT MAstra TridentIRER— MR Z MR BRI &L

Usage:
tridentctl get [option]

B AT
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* backend: MAstra TridentFREX—N 8§ 2 ME6E SR,
* snapshot:. MAstra TridentFZREX— 8¢ ZMRER,

storageclass:. MAstra TridentIREX—" 3% % NMFESE,

* volume: MAstra TridenBREX— N Z N5,

volume #ri&:. * *-h, --help:. H#B, * --parentOfSubordinate string

--subordinateOf string. FEERHIANENTE.
images
&R LUETT images FIT$TENAstra TridentFREE A es MUE RAIIT S

Usage:
tridentctl images [flags]

#r&: *-h, --help': Help for images.
* v, -k8s-versionFEfFE": Kubernetes&EE¥AYIE X RS,

import volume
&R LUETT import volume BTGB EIAEAstra TridentdJar <,

Usage:
tridentctl import volume <backendName> <volumeName>

A&
volume, Vv
flags

* '-f, --filename string. YAMLZ{JSON PVCX{4HIE&IZ,
* -h, --help: HHIEER,
* “--no-manage:. 1XEIEPV/PVC, AFEREESLEMEAHEE,

install

BE] LUETT install AFZEAstra TridentlVtnE.

Usage:
tridentctl install [flags]

flags

[flags]

: BEBREIAIMNERS. *
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‘--autosupport-image string: AutoSupport &NHIAR 5 E(ERIA T netapp/trident autosupport
© 20.07.0"),

* “--autosupport-proxy string: FF&iXAutoSupport ZMAIHIERYHHE/IR O,

* “--csi: RECSI Trident (fUEFH FKubernetes 1.13. HEINEEI )

* ‘--enable-node-prep: HIAET R EREFMHHVIRHEE,

* *--generate-custom-yaml: ERREERMABTHIER FERYAMLI

* -h, --help:. TIEEZER,

* “—-http-request-timeout: B ridentiTHIZZHIREST APIFVHTTPIE KB (BRIAEFI1m30s)o
* "--image-registry string: REBMEEMRAVMINLRO,

* "-—-k8s-timeout duration: FrBKubernetestZ{EBVIBEY(FAINE/I3mO),

* *——kubelet-dir string: kubeletPUEBRZSBIENLIE (BRIAEN Var/lib/kubelet")s

* “——log-format string: Astra TridentBEIZRIEI (XA, json)(ERIA A "text")o

* “——pv string: Astra TridentfEFBRIREPVHZ IR HIRIL ZFRARTZEIE(ERIA A "trident ")o

* “—-pvc string: Astra TridentfEFARIEREPVCHRZFRA]HfRIEL & RAIZE(BRIA A trident ")o
* ‘--silence-autosupport: FEHIIFNetAppAkiXAutoSupport HEBEL(ERIA SItrue),

* “--silent: EREMEBRAASHEL.

* “——trident-image string: BELIEMAstra Tridentbi{&,

* “--use-custom-yaml: fERIREBRPNERILEYAML 4.

* “—-use-ipv6: TFEHIPv6##{TAstra Tridentfy@S,

logs

'J‘E.I-L/(L_'f-_f logs FH:FMAStra Trldent?TEl-l E iy E,Jtﬁ/l_.\o

Usage:
tridentctl logs [flags]

flags

‘-a, --archive:! FIEBERA. FNERRE BELEZRIM,
* “-h, --help: BEZEEE,

* -1, --log string: BE/RKAstra TridentHE, Trident FFAY— "auto"|trident 121ERT "All"  (BRIAA
uautou) o

* “—-node string: BEMHPYET =PodHERIKubernetes T R & o
° \_pr __p]feViOUS ?ikﬂyflﬁﬁu'@%%;‘—@m’]E:b\(yu%ﬁ?’j_:)o

‘—-sidecars: jKEXsidecarazzlIHE.
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send

BB LIETT send AT MAstra Trident R X Z RS S,

Usage:
tridentctl send [option]

B] FkI
autosupport: FFAutoSupport A& IXLANetAppo

uninstall

BRI LUETT uninstall AT EIEAstra TridentBI45E,

Usage:
tridentctl uninstall [flags]

#rE: *-h, --help: EIEZBB, * --silent: HEEREIZAAZEMEL,

update

1EAI LUETT update FATFTEAstra TridentFERERAIER S

Usage:
tridentctl update [option]

A FE%EIm
backend: {EAstra TridentH B ¥ /TR,

upgrade

&R LUETT upgrade BB F1EAstra Tridenth AR RIS

Usage:
tridentctl upgrade [option]

A] BRI
volume: BF—PIHBZNKAMEMNFS/ISCSIHLKEICSI,

version

eI LUETT version BFHTENAMRASAIPRE tridentetl MIRIEEIEITAITridentiRSS
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Usage:
tridentctl version [flags]

tr&: * --client: (XPREFPIGRA(FHEEMRSES). * -h, --help: WRAEED,

PODZ£inE(PSS)M1Z £ E TXIRHI(SCC)

Kubernetes Pod & 21T (PSS)HIPod & £ 5K E&(PSP)E X AN PRLR 5! H FRHIPodBI1T

Ho OpenShift?f%J:‘FS‘U—’JEE(SCC)ﬂ#iE)‘(Tfﬁm:_FOpenShift Kubernetes3|Z28IPOD
R, NTIRMHLLBEENIEE. Astra Trident2E 2R 8] 2 ARELEANR, UTETiEHA
BT Astra Tridenti& & IR,

@ PSSHEEPod R £ 5B (PSP), PSPEfEKubernetes v1.21HF . FHIF7Ev1.25/ kR, BX
FMEE, B8N "Kubernetes: T2

FrEERKubernetesZ £ F T XHMEXFEL

PR Description

LSZ CSIEREFEH A AW EEH A XELKE TridentT
MPODRIIETTHINGE SR, BXIFMAESR, FER
"Kubernetes: ¥EZi(EE",

FHMNLLEE iISCSISFHPIHIZEFTEM, iscsiadm BIRiISCSHEH I
fEEENMLZIERESISCSISFFHIEHTE S,

FHIPC NFS{E R i#12/8)3815 (Interprocess Communication
. IPC)5NFSD#1T&fE,

FHPID FEFEN rpc-statd A FNFS, Astra Trident=2E 18
FHHBUMERS rpc-statd IEFEEHNFSE 2]
1B1T

Ihie o SYS ADMIN LtINRERIFINA 28 HRRIATHRER—

%Y. 580, DockerAIBIIRHIALRIEGE T LU TIHAE
CapPrm: 0000003fffffffff
CapEff: 0000003fffffffff

Seccomp Seccomplit & X EFN A 28 PIAZL A T IEZ RIS
; Ak, TiEEAstra TridentP BHE.
SELinux 7EOpensShift . $5INAZBRTEHRIET spc_t ("BRIFN

BRas" TN A BREPFIEIT container t i3, 9:F
/8 containerd. f#H container- sellnux i

. FTERRBIEFIEIT spc_t B, XBHRE
FASELinux. Atk Astra TridentR~ z:i’%?][l
seLinuxOptions Z|&28.

DAC BRI AB B U AL root AR 5121517, JEFFINA 2R
HUrootAA P &173i517. LUAIRICSIFRERUNIXEEF,
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PODZ£1TE(PSS)

Label Description
pod- AR TridentiZHI2Z AT RUINER
security.kubernetes.io/enf ZEMRBRTIE, BV ERIFRTEIR
orce o
pod-
security.kubernetes.io/enf
orce-version
@ BB T EIRE RSB PodAR iR, HIN GRS
REEXWER. BRENGEST
PODZ £ 5:k%(PSP)
FE Description

allowPrivilegeEscalation
allowedCSIDrivers

allowedCapabilities

allowedFlexVolumes

allowedHostPaths

allowedProcMountTypes

allowedUnsafeSysctls

defaultAddCapabilities

defaultAllowPrivilegeEscal
ation

forbiddenSysctls
fsGroup

hostIPC

hostNetwork

hostPID

BRI B 2Z AT ARIFARF Ko
Trident R fEEFE SZAYCSIIERY S
IEF N Trident R 2sFTERITIEEAR =

BIAINRE. MSNESRRIRE
R RIRERYINEE,

Trident &M "Flex\VolumelX&hFE
F'. BtEMNFA=E88EATFNE
HlFRAR,

TridentTs RPODER T RAYIR S+
4. EIbgBIY|RLEFL.

Trident &£ FA{E(A
ProcMountTypeso

TridentAFHBEEAARLZEH

sysctlso

TERABNRAZERNNERILI

at,
BEo

AREFNRARIES A Trident PODHR
HITANE,

& sysctls f1%Fo
Trident& 28 LLroot& 191517,

THNFSHEREENIPCARES#HIT
815 nfsd

iscsiadmE K NN 5iSCSISFIF

HIZHITEIS.

EEFRAEVIPIDRERSEE
rpc-statd IEfETI R EIE T,

L "ERMEEE : Trident CSI-..."
SIEMRE privileged BEN. MIRZ. BEHLETridents,

Default

enforce: privileged

enforce-version: <version
of the current cluster or
highest version of PSS
tested.>

o 8

Default

true

H}

H}

H}

H}

H}

H}

H}

false
=

RunAsAny

true

true

true
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hostPorts

privileged
readOnlyRootFilesystem
requiredDropCapabilities

runAsGroup
runAsUser
runtimeClass

selLinux

supplementalGroups

volumes

Ze FTXPRHI(SCC)
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allowHostDirVolumePlugin

allowHostIPC
allowHostNetwork
allowHostPID

allowHostPorts
allowPrivilegeEscalation

allowPrivilegedContainer
allowedUnsafeSysctls

allowedCapabilities

defaultAddCapabilities
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TridentA 28 L rootF 19517,
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Trident £ RuntimeClasseso
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EAAEHE T E)FlKubernetes 73
RIZEFIBESELinuxtY AR BRITEE
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Trident& 28 LLrootH19151T.
Trident PodEE XL E M

Description
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Default

%

true

false

none

RunAsAny

runAsAny
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RunAsAny

hostPath,
emptyDir

Default

true

true

true

true

false
true

true
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readOnlyRootFilesystem
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runAsUser

seLinuxContext
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users
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