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1. I8iFAstra TridenthRzs ;

./tridentctl -n trident version

2. MIBRA TR LA Astra Trident SRFIRY Trident TERF, Flil. MNMREM22.01HALK. BEETUTHL:

kubectl delete -f 22.01/trident-installer/deploy/bundle.yaml -n trident

3. MNRBFERABEENXTHIALEE TridentOrchestrator B, BAILIYREE TridentOrchestrator AF
BREZESHIINR, EF A eEEENRVIENIEEH E TridentF I CSIMUE EMER. BRI BEDISEMR
GAR B SAFR B E 2,

4. FERERTEIFIREMAstra TridenthR A IE IR B YAML X L& Astra Trident, fflg0. dNRE
FIKubernetes 1.26%%EAstra Trident 23.01. IHETU TS

kubectl create -f 23.01.1/trident-installer/deploy/bundle post 1 25.yaml

-n trident

TridentiZ2ft T — MRS EX 4. ] BFLERIERH IKuberneteshi 45 8 K EX 3T R,

@ ° I FizfTKubernetes 1.24 E{KhRAREEE. 1BER "bundle pre 1 25.yaml’
° WFizfTKubernetes 1.258 B bk ABIEERE. 1B(ER "bundle_post_1_25.yaml",

“;

Tridenti@{E I HE A HAstra TridentREFHREARE S512/FREBRARZS,

ARG T ECEIRERRE
REU T BENEREGRTIESEENIZER (HR4x20.07E20.10)ZE M Astra TridentSEFIHITH R

T
1. IOUFIA Trident ZEMPRES. BHITHIRIE. BHXEMYIRE* TridentProvisioner, RSN A
Installedo

kubectl describe tprov trident -n trident | grep Message: -A 3
Message: Trident installed

Status: Installed

Version: v20.10.1

@ RIS ER Updating, IEHRAMRILEER, AGRBHRE, BXARIRSETIR, 5
200 "Ik,
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2. 683 TridentOrchestrator {EATridentLEIZFEREMIEYE 26172 CRD,

# Download the release required [23.01.1]

mkdir 23.01.1

cd 23.01.1

wget
https://github.com/NetApp/trident/releases/download/v23.01.1/trident-
installer-23.01.1.tar.gz

tar -xf trident-installer-23.01.1.tar.gz

cd trident-installer

kubectl create -f

deploy/crds/trident.netapp.io tridentorchestrators crd postl.l6.yaml

3. FREBERRGRTESEENEER, BTt R, EEEFEBRSEYAMLXXGEMEBEGE TESEE
MIZER nttps://github.com/NetApp/trident/tree/stable/vxX.XX/deploy/BUNDLE . YAML
Hrh: vxx.xx 2hRa~sS#] BUNDLE . YAML 2IRGFEYAMLX &,

B3 TridentZESHOHITTHENE (B0, FAWE tridentImage,
@ autosupportImages ERGIEEEMRH imagePullSecrets). BEXAEHNTES
#}FIR. FEN "EEED,
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#Ensure you are in the right directory
pwd
/root/20.10.1/trident-installer

#Delete the namespace-scoped operator

kubectl delete -f deploy/<BUNDLE.YAML> -n trident

serviceaccount "trident-operator" deleted
clusterrole.rbac.authorization.k8s.io "trident-operator" deleted
clusterrolebinding.rbac.authorization.k8s.io "trident-operator" deleted
deployment.apps "trident-operator" deleted

podsecuritypolicy.policy "tridentoperatorpods" deleted

#Confirm the Trident operator was removed
kubectl get all -n trident

NAME READY STATUS RESTARTS AGE
pod/trident-csi-68d979fb85-dsrmn 6/6 Running 12 99d
pod/trident-csi-8jfhf 2/2 Running 6 105d
pod/trident-csi-jtnjz 2/2 Running 6 105d
pod/trident-csi-lcxvh 2/2 Running 8 105d
NAME TYPE CLUSTER-IP EXTERNAL-IP PORT (S)
AGE

service/trident-csi ClusterIP 10.108.174.125 <none>
34571/TCP, 9220/TCP 105d

NAME DESIRED CURRENT READY UP-TO-DATE
AVAILABLE NODE SELECTOR AGE
daemonset.apps/trident-csi 3 3 3 3 3
kubernetes.io/arch=amdé64, kubernetes.io/os=1linux 105d

NAME READY UP-TO-DATE AVATLABLE AGE
deployment.apps/trident-csi 1/1 1 1 105d

NAME DESTIRED CURRENT READY AGE
replicaset.apps/trident-csi-68d979fb85 1 1 1

105d

TFUERER. B E/R trident-operator-xxxxxxxxxx-xxxxx PODBEMIF,

4. (ALE)MNREEEBNLESEH. EEM TridentProvisioner MMXLEE N IREEIRE AT MEGIEMR
DIMAiREN A2, BREIR A EEiEERGIRNEAF.

kubectl patch tprov <trident-provisioner-name> -n <trident-namespace>
-—-type=merge -p '{"spec":{"debug":true}}'



5. ZEETridenti® R,

TEEETEIMNZER A BT TridentProvisioner R

@ TridentOrchestrator XHR. MR TridentProvisioner YR
tridentprovisioner CRD. F#Hi§Astra TridentH4kEIFrE RN EESCEIZE RIS, &
UTFRBIH, TridentaFH2%ZEI23.01.10

fEATridenti@ER FZRAstra Trident=2FBUTH% tridentProvisioner FIA
() tridentorchestrator BEXR, URIFHRBEREMAIE, EFALRP, Astra
Trident B xR 5 Z AITBRIA AR 2 =2 8],



#Ensure you are in the correct directory
pwd
/root/23.01.1/trident-installer

#Install the cluster-scoped operator in the **same namespace**
kubectl create -f deploy/<BUNDLE.YAML>
serviceaccount/trident-operator created
clusterrole.rbac.authorization.k8s.io/trident-operator created
clusterrolebinding.rbac.authorization.k8s.io/trident-operator created
deployment.apps/trident-operator created
podsecuritypolicy.policy/tridentoperatorpods created

#A11l tridentProvisioners will be removed, including the CRD itself
kubectl get tprov -n trident

Error from server (NotFound): Unable to list "trident.netapp.io/vl,
Resource=tridentprovisioners": the server could not find the requested
resource (get tridentprovisioners.trident.netapp.io)

#tridentProvisioners are replaced by tridentOrchestrator
kubectl get torc

NAME AGE

trident 13s

#Examine Trident pods in the namespace
kubectl get pods -n trident

NAME READY STATUS RESTARTS
AGE

trident-controller-79df798bdc-m79dc 6/6 Running 0

Ilm4dls

trident-node-linux-xrst8 2/2 Running 0

Im4dls

trident-operator-5574dbbc68-nthjv 1/1 Running 0

1Im52s

#Confirm Trident has been updated to the desired version
kubectl describe torc trident | grep Message -A 3

Message: Trident installed
Namespace: trident

Status: Installed
Version: v23.01.1

@ o trident-controller MPODZRILT 23.01H5| NGB ZAE,



FHEET Helm AUIRIER R
BARET Helm BURERELE, BRITUTIE.

pali

BT Astra TridentfIKubernetesSE 8 M 1.24 4K 51 .25 Em bR ABY. @4 7ifvalues.yaml &
@ Hi/set excludePodSecurityPolicy to true ZAIN --set
excludePodSecurityPolicy=true % helm upgrade 5%,

B
1. FHERHH Astra Trident fRZs,
2. ffFH helm upgrade B E trident-operator-23.01.1.tgz T EALKEIRIARZAS,

helm upgrade <name> trident-operator-23.01.1.tgz

NREVIRLREHENRE 7 EAIAERANET(FIE0 A TridentMI CSIBMEISTE T RVIRGEM T
h IBERA --set NTHRXLEET G & Eupgradedi ¥ H. GMNXEEFEENIIAE,

a0, EFECABIERIAE tridentDebug T, BT TS

®

helm upgrade <name> trident-operator-23.0l1.l-custom.tgz --set
tridentDebug=true

3. 81T helm list MIFEIRMNBIEFRAIIEHR, BT tridentctl logs EEEMIAIEE.

4ER
Trident@E R IEHE M A MAstra TridentREHIEE AR S5i2/ERBREMRZS,

MIBRER R EFAR
BRI UMA LB ZFRASAI Tridenti2{ER tridentctl &3,

T
1. THEHH Astra Trident fr4so

# Download the release required [23.01.1]

mkdir 23.01.1

cd 23.01.1

wget
https://github.com/NetApp/trident/releases/download/v22.01.1/trident-
installer-23.01.1.tar.gz

tar -xf trident-installer-23.01.1.tar.gz

cd trident-installer



2. 8% tridentorchestrator ;a8 HHICRD,

kubectl create -f
deploy/crds/trident.netapp.io tridentorchestrators crd postl.l6.yaml

3. BREBIRIESL.

#Install the cluster-scoped operator in the **same namespace**
kubectl create -f deploy/<BUNDLE.YAML>
serviceaccount/trident-operator created
clusterrole.rbac.authorization.k8s.io/trident-operator created
clusterrolebinding.rbac.authorization.k8s.io/trident-operator created
deployment.apps/trident-operator created
podsecuritypolicy.policy/tridentoperatorpods created

#Examine the pods in the Trident namespace

NAME READY STATUS RESTARTS AGE
trident-controller-79df798bdc-m79dc 6/6 Running 0 150d
trident-node-linux-xrst8 2/2 Running 0 150d
trident-operator-5574dbbc68-nthijv 1/1 Running 0 1m30s

4. 838 TridentOrchestrator T Astra TridentfICR,



#Create a tridentOrchestrator to initiate a Trident install
cat deploy/crds/tridentorchestrator cr.yaml
apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident

kubectl create -f deploy/crds/tridentorchestrator cr.yaml

#Examine the pods in the Trident namespace

NAME READY STATUS RESTARTS AGE
trident-csi-79d£f798bdc-m79dc 6/6 Running 0 Im
trident-csi-xrst8 2/2 Running 0 1m
trident-operator-5574dbbc68-nthijv 1/1 Running 0 5mdls

#Confirm Trident was upgraded to the desired version
kubectl describe torc trident | grep Message -A 3

Message: Trident installed
Namespace: trident

Status: Installed
Version: v23.01.1

=
MEFiHM PVC 2BhA Ao

{# tridentctl H1T7H%
o] LUE AR IFRIN B BAstra TridentR2E tridentctlo

FREIREEEIN
HRFN R EFARASEY Astra Trident B, iEZELTEIN:
* M Trident 20.01 F7F48, 1XFRMIEAR "ERE" 51F, Kubernetes BIEGANFELZEMEHDTIE alpha
Snapshot M REFHEAMiRhR, URBEER alpha Snapshot o

" WhREGBRIRS I N T —BEITEERET CRD A —MMRIBIZHIZE, XF MBI R Astra Trident Z
AEITIRE. "ANEE" WL alpha EREBEIEZMHMEIFLI RS E,

s M HFIHLE Astra Trident BIERFAR. EIZ Trident B, FEMIFE Astra Trident SFEFTERMIKA LS
BB (PVC) MAkAME (PV) o TE Astra Trident B4 ERIE], SECERY PV ARIA, 1M Astra Trident &
EME B E NI ERE SRR PVC BEE S,

(D R Astra Trident BY, H7PHIFHEITRR. BRREIRFETRE.
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ARENRETE
EH BB TridenthR 4SRRI FE EINRE(FIAIIRFEIRIR). ERILUERALLRE tridentctl upgrade 3%

NRFEIEE, NWREEMK NFS/ISCSI KEALKET CSI KB, LUEREIEER Astra Trident R —EEMHIY
BE. Trident EBERIRA PV XIHEHINRES:

REREARE CSI LEBY, FEERUATEI:

* BAIREAFEBEALMES. URtIBRIERHE A IRHERIETT
* FHERES, PV AJLUEAERE M REEN—IoERH. FFEXARE /RS
* FHRES, & Tk R PV EEERI POD . EAREZHE, ENXH POD
* BREEARPEE PVC %, FKaET, NHBIRFNSAKHEE PVC NE,
P Gl
UTFRAIETRT OEHITEAR.

1. 3817 kubectl get pv FIHPV,

kubectl get pv

NAME CAPACITY ACCESS MODES RECLAIM POLICY
STATUS CLAIM STORAGECLASS REASON AGE
default-pvc-1-a8475 1073741824 RWO Delete
Bound default/pve-1 standard 19h
default-pvc-2-a8486 1073741824 RWO Delete
Bound default/pvc-2 standard 19h
default-pvc-3-a849e 1073741824 RWO Delete
Bound default/pvc-3 standard 19h
default-pvc-4-a84de 1073741824 RWO Delete
Bound default/pvc-4 standard 19h
trident 2G1i RWO Retain
Bound trident/trident 19h

Baij. Trident 20.07EAEIE T M PV netapp.io/trident BLEEFo

2. iB1T kubectl describe pv MIREXPVAYIE(E Bo
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kubectl describe pv default-pvc-2-a8486

Name :
Labels:
Annotations:

Finalizers:
StorageClass:
Status:
Claim:

Reclaim Policy:

Access Modes:
VolumeMode:
Capacity:
Node Affinity:
Message:
Source:
Type:
Server:
Path:
ReadOnly:

default-pvc-2-a8486

<none>

pv.kubernetes.io/provisioned-by: netapp.io/trident
volume.beta.kubernetes.io/storage-class: standard
[kubernetes.io/pv-protection]

standard

Bound

default/pvec-2

Delete

RWO

Filesystem

1073741824

<none>

NFS (an NFS mount that lasts the lifetime of a pod)
10.XX.XX.XX

/trid 1907 alpha default pvc 2 a8486

false

PVEHEHEIEH netapp.io/trident ELEZFMEEANFS, EXHF Astra Trident IRIEHIFAB #INEE,
R PV AR EI CSI 28,

3. 1&1T tridentctl upgrade volume <name-of-trident-volume> AT IEEHAstra Trident&EHLK

12
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./tridentctl get volumes -n trident

| default-pvc-2-a8486 | 1.0 GiB | standard | file | cba6foad-
b052-423b-80d4-8fb491ald4a?22 | online | true |
| default-pvc-3-a849%9e | 1.0 GiB | standard | file | cSa6foad-
b052-423b-80d4-8fb491ald4a22 | online | true |
| default-pvc-1-a8475 | 1.0 GiB | standard | file | cS5a6foad-
b052-423b-80d4-8fb491ald4a?22 | online | true |
| default-pvc-4-a84de | 1.0 GiB | standard | file | cba6foad-
b052-423b-80d4-8fb491ald4a?22 | online | true |

Fommmmmmecemsmeseseme= P Fommmmmmemememe= Pommmmmmm==
Fommmmmmmmesrrrrrrrre e reme s e mmm o Frommmmom= Fommmommm= +

| NAME | SIZE | STORAGE CLASS | PROTOCOL |

BACKEND UUID | STATE | MANAGED |

Fommmmmmmmrmemeoeosoes Fommmomom= Fommmmmcmmeocosafoonoomomos
Fommmmememesesesese s s s s e eses e +

| default-pvc-2-a8486 | 1.0 GiB | standard | file | cSabf6ad-
b052-423b-80d4-8fb491ald4a22 | online | true |
ittt Fommmmmm== fommmmmmememem= Pommmmmmm==
Bt e e o= Fommmmmm== +

S

4. IB1T kubectl describe pv WIEtERT NCSIH,



kubectl describe pv default-pvc-2-a8486

Name: default-pvc-2-a8486
Labels: <none>
Annotations: pv.kubernetes.io/provisioned-by: csi.trident.netapp.io
volume.beta.kubernetes.io/storage-class: standard
Finalizers: [kubernetes.io/pv-protection]
StorageClass: standard
Status: Bound
Claim: default/pvc-2
Reclaim Policy: Delete
Access Modes: RWO
VolumeMode: Filesystem
Capacity: 1073741824
Node Affinity: <none>
Message:
Source:
Type: CSI (a Container Storage Interface (CSI) volume
source)
Driver: csi.trident.netapp.io
VolumeHandle: default-pvc-2-a8486
ReadOnly: false
VolumeAttributes: backendUUID=c5a6f6a4-b052-423b-80d4~-
8fb491alda22

internalName=trid 1907 alpha default pvc 2 a8486
name=default-pvc-2-a8486
protocol=file

Events: <none>

I XA, EETLUGE Astra Trident I8 NFS/iISCSI KRB MEZF MR E] CSI K2,

HNZ; Astra Trident
1R4E Astra Trident WLZEF, BEZWEE G

59 Helm 1%

NREFERAHelmZ 2 T Astra Trident. MBI AERBEEEZE, helm uninstall,
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#List the Helm release corresponding to the Astra Trident install.
helm 1ls -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION

trident trident 1 2021-04-20
00:26:42.417764794 +0000 UTC deployed trident-operator-21.07.1
21.07.1

#Uninstall Helm release to remove Trident
helm uninstall trident -n trident
release "trident" uninstalled

{# /A Trident 12{ERFENE
MNREEBIRIERTRZEET Astra Trident , NAILUBEHITUTREZ—HEHTE

* *J§i§ TridentOrchestrator BIREHHITE: *ErIU4RIE TridentOrchestrator HIKE
spec.uninstall=trueo. 4R4E TridentOrchestrator CRHIZE uninstall Fric80 FFAR:

kubectl patch torc <trident-orchestrator-name> --type=merge -p
"{"spec":{"uninstall":true}}'

LY uninstall FREIEEN true. Trident@2ERFIZEIE Trident. {BREMIFRTrident Orchestratord&x&., 0l
REFHZE Trident , NEIE Trident Orchestrator FEIZETHI Trident o

* *MIPR TridentOrchestrator: EIIMIPR TridentOrchestrator crAATEfEAstra Trident. LLETEE
BEigRiREREE Trident, 1R{ERBLIEIIMIFRIZ(E TridentOrchestrator JAfGARZEMIBRAStra Trident

EREMEGHE X FMIBRE LIS IR O Trident Podo E5E£MIBRAstra Trident (E2FEH AIZAICRD)H
BROIRIRIR. ERILAHITYREE TridentOrchestrator MR wipeout iEINIFES LA TR A:

kubectl patch torc <trident-orchestrator-name> --type=merge -p
"{"spec":{"wipeout":["crds"],"uninstall":true}}"

XA EE Astra Trident HiBMRS R MEEENEEXIMETHIE. BELERANEHEE.

@ DETERITREHMEN, ANZEREIER CRD . WRIETERIE, * BRIEEHEEEHBEHUES
#7189 Astra Trident 22&, TNEMIERR CRD ,

EAEE, tridentctl

1B1T uninstall BN tridentctl SITFFAR. MIBRBRCRDFNMEXRITR Z M5 Astra TridentXEXHIFF B X
By MR VB E s T R &R U EMEIR IR
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./tridentctl uninstall -n <namespace>
E52 2 MIFR Astra Trident , ERZMIBRE Astra Trident £IZ2#) CRD HRA LR HHIFRXLE CRD

P&4% Astra Trident
T RMEL I R HBARZASHY Astra Trident it S OS2,

fr] B 2R
ERIRERE ERANEMERR, Flm:

* M2

* U EMEEREARMAMAVEIR

* KFIX RO, ARKBFNRTE
T EIfEA CRD B Astra Trident hRZsBY, [WEFERELR. HTFAstra TridentfEFACRDEFRIFIRES. FEILLEIEAIFR
BEELE(ER. FME3E. PVAISIRE)EER XBANCRDMR. MARBEANRFMEIE trident PV (HFEEA
REMAstra TridenthRZAEH). FEIZEMN PV , FHMEERIIMEN CRD MRFITLHER,

BNEIA I FEHCRDIETTRIAstra TridenthRA<(19.07 & B S hR AN )i 1TRE R, XA LIFRRIEMRRE T LUBEIXT Y
BiAstra TridenthR A< 1 TRYIRE,

(QENEREEA
EARNPEREERBTridenthRZAS etcd LURFFPRZE(19.04 RERIRA). FR/T, EAHH] Astra Trident lRZASH
THFrERIEEA SRR R, EEIREIFHERMRASES, FEIERY PV ReIfA. EEBOF AR, X5,

PV, FHERFMERE (BCIE /B / MR FXRAAMBBYELLI Astra Trident RAI I, ME R REREF=
FRlfT 3 262 FHARR A BIEEY PV B9iA1), BRIEEXMEFITH LR,

ERRIERRE Astra Trident BYAIRERRITFE
MNFEATridentiRIERTTAMNRRE. BEIBFEMAR. FFEEMEMA tridentctlo
X FEMA Trident BIFFFTMEIRE, Astra Trident BT LA LA TE—T:

© ERGESMEENERG (20.07-20.10) REHHIRE.

* FRSEEEEER (21.01 XEShE) TEMNRE.
PR AR CRENEER
BF Astra Trident B AEREESCEIZETRIMNRZS, BRITUTI R,

P$IE
1. "E1Z Astra Trident"s *BRIFBTLMPRIMELE. TNEMMBFXLECRD
2. A LMERSER TridenthRZs X EX AR IE G B B R MIBR Tridentiz B /T, F40:
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https://github.com/NetApp/trident/tree/stable/vxX.xX/deploy/bundle.yaml EH:
vXX. XX BhRAS (6180 v22.10)F bundle. yaml ZIRGFEYAML 42,

3. BT REPTFMAH Astra Trident HERFELR, IRFRPRIRERR A AG BT TIRIE,

R E R T ESEENEE R

RS BT R4 E) 20.07 E 20.10 SEEIREY Astra Trident RRASFT S RIS 12, ZARAISERE G S B)SEENIE
BrR#TRE,

I

1. "ENE; Astra Trident"s *iE70MIBRCRD. FRIEEETLMBFIMELLE, *1BHR tridentorchestrator B
fBRo

#Check to see if there are any tridentorchestrators present
kubectl get torc
NAME AGE
trident 20h

#Looks like there is a tridentorchestrator that needs deleting
kubectl delete torc trident
tridentorchestrator.trident.netapp.io "trident" deleted

2. AR S EM TridenthR 4 XEXAVIRE BB R MIPR TridentizE 7. fIU0:
https://github.com/NetApp/trident/tree/stable/vXxX.Xx/deploy/bundle.yaml HEH:

vXX. XX BhRAS (6180 v22.10)# bundle. yaml ZIRGFEYAML 42,

3. MIF& tridentorchestrator CRD,

#Check to see if "~ tridentorchestrators.trident.netapp.io”  CRD 1is
present and delete it.

kubectl get crd tridentorchestrators.trident.netapp.io

NAME CREATED AT
tridentorchestrators.trident.netapp.io 2021-01-21T21:11:372

kubectl delete crd tridentorchestrators.trident.netapp.io

customresourcedefinition.apiextensions.k8s.io
"tridentorchestrators.trident.netapp.io" deleted

B E1# Astra Trident

REFTTRA AL E R, RIRFT TR S H1TiR(Fo
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£/ Helm &K

BEEGE. 15EH helm rollback a8%: BESWLLTRA:

helm rollback trident [revision #]

% Astra TridentBTBIFELRTFE tridentetl

NRBERZTE T Astra Trident tridentctl. BREIREREUTETE, WINFEFIESETHM Astra Trident
21.07 7153 20.07 BIFERIT IR,

@ EFFEMEEZ AT, B AiEKubernetesEEBEAVIRIR etcdo XHE, ERLAILAER ) Astra Trident BY
CRD MYHEPRE T o
g
1. FIR(EALZETrident tridentctl. MRERHEUAZE Astra Trident , IFETTUA T BN :
a. 5l Trident & = E]HHY Pod

b. HEEREEFITITH Astra Trident BURRZS, ERILUFER tridentctl BEEH Trident PodRERARE
%o

C. YNRE*KREE* AtridentOrchestrator. ()A tridentprovisioner. (8¢)%&AHIPod
trident-operator-xxxxxxxxxx-xxxxx. Astra Trident BE&% tridentctls

2. [FHEMAEHAstra Trident tridentctl Z#HIXMH, EXMERT, EIEFERA 21.07 Z#HISTHEIE,

tridentctl version -n trident

Fom e oo +
| SERVER VERSION | CLIENT VERSION |
fom o frmm e +
| 21.07.0 | 21.07.0 |
Fom e o +

tridentctl uninstall -n trident

INFO Deleted Trident deployment.

INFO Deleted Trident daemonset.

INFO Deleted Trident service.

INFO Deleted Trident secret.

INFO Deleted cluster role binding.
INFO Deleted cluster role.

INFO Deleted service account.

INFO Deleted pod security policy.
podSecurityPolicy=tridentpods

INFO The uninstaller did not delete Trident's namespace in case it is
going to be reused.

INFO Trident uninstallation succeeded.
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- SERItIRIEE, IREXPRFEARZASHY Trident —3#HIX M (TELLRBIRA 20.07) , HEAERE Astra Trident
o BAILANERBEENX YAML "HEX ZE" IRFE,

cd 20.07/trident-installer/

./tridentctl install -n trident-ns

INFO Created installer service account.
serviceaccount=trident-installer

INFO Created installer cluster role. clusterrole=trident-
installer

INFO Created installer cluster role binding.
clusterrolebinding=trident-installer

INFO Created installer configmap. configmap=trident-
installer

INFO Deleted installer cluster role binding.
INFO Deleted installer cluster role.
INFO Deleted installer service account.

BRI E TR,
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