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HEETFTR

KubernetesSeB¥ RRVFRE TIET &R IIRENSHEE NPodECEN S, EEFTFTR. &
AURIE AN F R ENFSEISCSIT A,

ERRIENTER
MRBASFERARDIEF. NNZENFSHISCSIT A,

NFSTH

NREFERANEU TR, BEENFSTEA: ontap-nas, ontap-nas-—economy, ontap-nas-
flexgroup, azure-netapp-files, gcp-cvs

iSCSITA
NREBEANEUTH S, BLXEISCSITA: ontap-san, ontap-san-economy, solidfire-san

() BABRT. BkEAIIRedHat CoreOSREENFSFISCSI,
T RRS A
Astra Trident= = B & NIT REE A LUE1TISCSIZINFSARSS .

@ TRRSZIAIRFNEA MRS . BLERIERSEERIE. k. NREERIAIIRS.
M ERIES R KMo

BEEMH
Astra Trident2 AT REVEZHLIRRRMBIRSS. BEEEXLESM. BE1T:

kubectl get event -A --field-selector involvedObject.name=<Kubernetes node

name>

BEEXIAIRS
Astra TridenttRiR A TridentTs RCR EREB I T RBARRS. BEEEAIBIARSS. 51E1T!

tridentctl get node -o wide -n <Trident namespace>

NFS%&
ERERTENIRERANGORENFSTE, BIENFSIRE BERREIRGM.



RHEL 8+

sudo yum install -y nfs-utils

Ubuntu

sudo apt-get install -y nfs-common

(D RENFSTAREMEHTABA. MR EEEHESNEAN,

iSCSI &

Astra Tridente] LABoh2ILiISCSIEiE. FHELUN. M ZREFKE. WEHATERAUHIEEEHEIPod,

iSCSIB R EEIhEE
FFTFONTAP Z4:. Astra TridentB R HIE1T—/XISCSIBFKEBE. LUE:

1. *HaRE PR R RYISCSIZIE RS HATRIISCSIZIER T,

2. BARERES S HRTRSHITIR. UHMEFRFRIBE. Astra Tridentr] HEBE M UARIRAIIE S RIBY
8o

3. FEERITEE A HEIE HRIISCSISIEREME NFAEMISCSISIEIRE

@ BHEEFENHEM TP trident-main fHNHDemonset Pod_ LA 2. EEEFHE. #I91E
%8 debug TEAstra TridentZZEHBI& & A "true"s

Astra Trident iSCSIB &S ThaEB BN T A LE:

* EMZEZREER 2 ERIRER ERMRIATHIZITTAREEMISCSIRIE, MRKIFEIT. NAstra Trident=
Z&Eo%. AEEITHEUEHREILISIIPIEE,

Bt UIEAETRREIREISR F IR T CHAPEISE. TOMIANTIT T i, MIIAM(stal) CHAPEH
©) VRIS, EESIRERIORRILA. S A 208 TR EHHCHAPES
3.
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s TR/DLUN
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FERERTERIERZ S REISCSITE,
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* NRFEHARHCOS 4. 5 EEiAHEMSRHELFRABILinUXD ZhR. 1554 SR solidfire-san IR5f
2 #Element OS 12: 58 ERMRAS. BHRTHNCHAPE S IRIEE EIZEE AMD5
/etc/iscsi/iscsid.conf. Element 12.71{H T R EFIPSHEZECHAPREASHAT. SHA-256F1SHA3-
256,

sudo sed -i 's/”\(node.session.auth.chap algs\).*/\1 = MD5/'
/etc/iscsi/iscsid.conf

* {EAIEITRHEL/RedHat CoreOSH1iSCSI PV T{ETI saBY. 153ERE discard StorageClassH
HImountOption. FAAFHITEEI=EEIUR, EEN "RedHat BISTHE",
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RHEL 8+
1. RELTRGRAGE:

sudo yum install -y lsscsi iscsi-initiator-utils sg3 utils device-
mapper-multipath

2. 197 iscsi-initiator-utils iRA<E /9 6.2.0.877-2.el7 HE Shits:
rpm —-gq iscsi-initiator-utils
3. BB RFon:

sudo sed -i 's/"\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

4. BRZEE:
sudo mpathconf --enable --with multipathd y --find multipaths n
@ R etc/multipath.conf B8 find multipaths no P defaultse

S. 15MIR iscsid Ml multipathd IETEIGTT:

sudo systemctl enable --now iscsid multipathd

6. EAHEL) iscsi:

sudo systemctl enable --now iscsi

Ubuntu
1. RENTRERGE:

sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools
scsitools

2. ¥97 open-iscsi lRASEE N 2.0.877-5ubuntu2.10 XEShRAS (WFFNFHRL) 5( 2.0.877-
7.1ubuntu6.1 XESEhRZAS (XFF Focal ) :



dpkg -1 open-iscsi

3. BRI ENF:

sudo sed -i 's/"\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

4. BRZRE:

sudo tee /etc/multipath.conf <<-'EOF
defaults {

user friendly names yes

find multipaths no

}
EQF
sudo systemctl enable --now multipath-tools.service

sudo service multipath-tools restart

(D R etc/multipath.conf B8 find multipaths no T defaultso

5. 15HA1R open-iscsi M multipath-tools BEAAEIEFIEIT:

sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service
sudo systemctl status open-iscsi

(D FFUbuntu 18.04. BAGERAMBRHO iscsiadm BENE] open-iscsi LUG
fiSCSISFIFHTE, B aI LB iscsi BERTIAIARS iscsid Bl
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* "B2 & Azure NetApp Files [Gi%"

* "BEEEIEAF Google =F&HI Cloud Volumes Service fGifk"

* "B2& NetApp HCI 3% SolidFire f5iF"

* "[EFRONTAPCloud Volumes ONTAP NASIK G2 F L & Ia "

* "{§F ONTAP 5} Cloud Volumes ONTAP SAN IREhiZF AL & G in"

* "¥& Astra Trident 53&FF NetApp ONTAP BJ Amazon FSX &£ A"

Azure NetApp Files

BCE Azure NetApp Files /5

&/ LU Azure NetApp Files (ANF)ECZE JAstra TridentfIfSifm. &7 LUERANF/SIRIE
ENFSHISMB%,

AREM

* Azure NetApp Files BRSZF32#/VF100 GBEYIE., SNRIERIBR/, N Astra Trident = EZIEIE 100 GB
.

* Astra Trident{X 2 #FESMBEHEE FIWindows T = _EizfTHIPod,

/& Bl E Azure NetApp Files [5i%
7EECEAzure NetApp Files [FifZAl. BHEERFERHEUTER,
NFSHISMB#&HIRIIR &4

(D WNRIE B E RERAzure NetApp Files SRTEFTUEFEA. NFEEHIT LY EFIREAZzUre
NetApp Files FRIENFSE, 120 "Azure: & EAzure NetApp Files FEIZENFSE",

ECEFMEER "Azure NetApp Files" [alf, BREHEUTEK:

s —NBEM, iEB I "Microsoft: JJAzure NetApp Files RIS E:th",
* &Ik Azure NetApp Files BIFM, EE D "Microsoft: FFMZE kL Azure NetApp Files"s
* subscriptionID MBA T Azure NetApp Files BYAzurei o

* tenantID, clientID, M clientSecret M "NATEFEFM" 7 Azure Active Directory R, BB EBRY
Azure NetApp Files BRSZSAPR. AR EMR R TE—II:

° FRFEESTTIE A "HAzZureFIlE X",

o B'EENTHEAE" ITIH%KT (assignableScopes). FEBLUTIR. XLLEMNFRIXPEFAstra
TridentPFBEINR. SIEZBENXAERE. "FEHAzurel JFDECHEE",

{

"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",
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"properties": ({
"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited permissions",
"assignableScopes": [
"/subscriptions/<subscription-id>"
1y
"permissions": [
{

"actions": [

"Microsoft.NetApp/netAppAccounts/capacityPools/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/read

A
4

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/writ

e'l,
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/dele

te",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/rea
d" 0

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/wri

te",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/del
ete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/Get
Metadata/action",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTargets/r
ead",
"Microsoft.Network/virtualNetworks/read",
"Microsoft.Network/virtualNetworks/subnets/read",



"Microsoft.Features/featureProviders/subscriptionFeatureRegistrations
/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrations

/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrations
/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"

1,

"notActions": [],
"dataActions": [],

"notDataActions": []

* Azure location E/DEIE—D "EIkFM"s ETrident 22.01BFYE 1location S ERIRECEXETNEMN
WHEFEL, TEEIMAPIEENUEERHZR,

SMBERYEMER
EfESMBE. S MAR:
* BAc&Active DirectoryHiZE1&ZIAzure NetApp Files, 12N "Microsoft: BIEFIEEAzure NetApp Files
AJActive DirectoryiZEiE",

* —PKubernetes&E2f. EFRBEE—MLinuxiTHlgs T 2 UREL—1MNEITWindows Server 201989Windows T
ET . Astra Tridentf¥Z#51ESMBE&EEE FWindows T s _EiB1TRIPod,

* E/b—EEActive DirectoryE#EHIAstra TridentZ£A. LAEAzure NetApp Files B LA [EActive Directoryif
TBMHRIE. UAEMZETA smbereds:

kubectl create secret generic smbcreds --from-literal username=user

-—-from-literal password='password'

* BEE AWindowsRSZHICSIIE, ALE csi-proxy. 1BEM "GitHub: CSIHTIE" 8§ "GitHub: i&F
FWindowsHICSHLIE" S&AF1EWindows_EiniTHIKubernetes T &0
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Azure NetApp Files [FIfHEC & EINFIR G

THEANFEINFSHISMBEIRAC B IR, HEFRERH,

[EUREC B I

Astra Trident2EA/EIRECE (FMW. EMNE. IRSEFIFMUE)EIFRNUERENETEM LEIRANFE. F

515REIARS 5 F MIITEC,

@ Astra Trident A% #FF 5 QoS BE,

ANFEimiRfit 7 X LR B,

28

=

version

storageDriverName

backendName
subscriptionID
tenantID
clientID
clientSecret

servicelLevel

location
resourceGroups

netappAccounts

capacityPools
virtualNetwork

subnet

networkFeatures

Description Default
BET 1
FFHEIREhAZ B9 & R "Azure-netapp-files”

BE X B FhE i

Azure ITIRHBIITIH ID

N A 2R EMRRYAER 1D
2R MR s 1D
R AR MR P iR %R

WEhiZF R AR + " + FEAF AT

Hrf—4* standard, Premium® " (F&#1)

3 ‘Ultra

ZOIEFEMN Azure NIBEHRT
RAFmEERMBRENRRATIR "[1" (ThHikses)

BF LS LIEIRA NetApp tkF "[" (FiFixss)

LB

RAFmEERIMARNBEMIIR )" (Tinikes, FE)
BB EIRF MBS RI 2R
FRGFHBYRTR "

Microsoft.Netapp/volumes

—NEB—HVNetIIBERTRER
Basic Y Standardo

WLEThEEHIETERT B X A AT .
AREBEEITRFER. 18€
networkFeatures IIRFKFBALL
IheE. N=SEERLRERK,



=K Description Default

nfsMountOptions FEIRE NFS HEEH%I, "nfsvers=3"
SMBE B2,

EFEANFS 4.13EHE. BEE
nfsvers=4 1£18 5 73 fREVIEEZEIN
HIIFRPIEIENFS v4.1,

FERE X PIgBENEHENSE
ERHICE Pig B EEED,

limitVolumeSize MRIFERWEARNEILE, WEE " (BRIAMER T F5&EITHE)
BERM
debugTraceFlags WIEHRN EFERANARINES. & T

Bl \{"api": false,
"method": true,
"discovery": truel}. FRIEMEIE
EFITHERRRHEEIFANEE
fE, [NIFDERILEINEE.

nasType BOENFSESMB&AIE, nfs
EINEIFE nfs, smb AT, ERIA

BERT. BREANTSRBNFSHIR
BEh=,

(D)  BEREhEreEEs. BB 0 TREAze NetApp Files SHIMAEE

FRFBIRAMZIR

NRELEPVCEIRE" R BB EM iR, WERIN AR EM A 8828 KEXRIFTERIRMZIR(FM. EPAN
&, nEM), MRBATEIR. MWAstra TridentFiZR IR EIRIT L IMAIAzUre BiR, WIERHETEFERIEEM
A,

A{E resourceGroups, netappAccounts, capacityPools, virtualNetwork, #l subnet AJLUfE
?E%Wﬁ%@ﬁﬁ@%%ﬂ@%ﬁo ERZHIERT. BIVERR2EER. RAEBRIFATUSZIERBRRIRL
o

o resourceGroups, netappAccounts, # capacityPools {EEigfmites. AT LMHI—HRIER!
HtEEEIRTBNER. HETUUERAEFRIEE. TE2RERMEALUTER:

Type 2o

Resource group < ZRAH >

NetApp f < HiR4H >/< NetApp 1K >

AEM < FWIR4 >/< NetApp K >/< B2 >
REPAPILS < HIRA >/< EINMLE >

Subnet < BIRA >/< BRI >/< FW >
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SicE
TR LB R B S RV TR ER 0 RIS RE LU T ETRIERIBUAS B E, B2 W [ROECE] THIFRES.

B2 Description Default
exportRule FENSHFN, "0.0.0.0/0
exportRule WiizE LAICIDRERE
RNHERIPvARIIESEIPvAFWLH
BES A RYIR.
SMB& B 2B,
snapshotDir 174l .snapshot BRAYR]I 4 false
size FERFIAKN "100 5% "
unixPermissions MBRUNIXRPR (4N \E#EIEF ). ™ (FIEINEE, FEEITEATIN
H&8)
SMBEE 2B,
T E

w1 HRECE

XM RBEIHIEE. FALEE, Astra Trident R AMEBEEMEZEIKEA ANF BIFFE NetApp i
P, BREMNFR, HENRHEHRETEER—MMFM L. ER nasType BE& nfs BRINERTIE
. B ANFSEERE,

HIENIFFIAMER ANF AR MITRXIRIER, HECERIEBRIRRE, BXFE, BEENREENSRM
BEZERERE.

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de91le5713aa
clientSecret: SECRET

location: eastus

11



Tl 2 . ERRENHERISERSRIIEE

eI ER B EMEEAzure eastus filE Ultra BEM, Astra Trident R BaIAIIZ I BEERIKA
ANF BUFREFM, HEEHNEEF—FHLERE— S,

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus

servicelLevel: Ultra

capacityPools:

- application-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2

12



3 BRECE

EREEH# - BERETESE N N—NFN, FERTRESEENIAE,

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:
- application-group-1/account-1/ultra-1
- application—-group-1/account-1/ultra-2
virtualNetwork: my-virtual-network
subnet: my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
snapshotDir: 'true'
size: 200Gi

unixPermissions: '0777"'
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e EPGHECE

HEIHRECERITE— T XEREX S EFE, NREES T REWSIFAENRS R, HEEHEE

Kubernetes el R TXEARSZRANNTFMESL, MWILIHEEIFEER. EINITERTRIEX Dt

performanceo

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- ultra-1
- ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelevel: Premium
capacityPools:
- premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- standard-1
- standard-2

T E X

MU TFASA StorageClass EXEIE ERTFEM,

14



ERNRHIENX parameter.selector FE&

fEF parameter.selector EAILLAETMERE StorageClass BFREENENT, HSEEIEEMPRENX
EN A,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=gold"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=silver"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=bronze"
allowVolumeExpansion: true

SMBERIRFITE X

1R

f£F nasType, node-stage-secret-name, #l node-stage-secret-namespace. &EAILIIEESMBE
FHRFRERActive Directory £z,
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M RS R=E ENEREE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

Tf2: BhaR=EREIERATRNESH

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

T3 BMEERRENER

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

16



@ nasType:  smb ZFFSMBERMAYFILES. nasType: 'nfs B nasType: ‘null NFSHIEY
[idvit N

ek =gy

PIREIREREXHE, BITUTHS:

tridentctl create backend -f <backend-file>

NREHEIBRY, NEkicE LM, EaLUsTU TR KREEATUMELERR:

tridentctl logs

MEHEEREXHHREGE, EeJLIB/RIBIT create 85 <,

71Google Cloud/5ixAE Cloud Volumes Service

T BRAN{A(E IR R R HIEC B 5 &R T Google CloudfINetApp Cloud Volumes Service B
B N Astra TridentL &M G,

T #ZEHFGoogle CloudfJCloud Volumes Service fJAstra Tridentz

Astra TridentB] LITER P& H 82 Cloud Volumes Service 2z — "IR55 25"

* CVS-Performance:. ZEXiABYAstra TridentlRSZHEE, XFHMEMUHRSEEZESEM EEMNE = TN
#H,, CVS-PerformancefREZIEEIE—MEEHIZETL. ZIFHEXNELDLN100 GiB, EAILLEFE— "= 1R
LRl

° standard
° premium
° extreme

* *CVS*: CVSIRZRBRMISKIIAIAM. 1HaeksIREINTEF. CVSIRSERER—MRMIETL. FIfER7F
@M NE1 GBRIE, FEERZAIES50TE. HFMESHAZHNETEMMEE, EaILUEE—"
MRS RA"

° standardsw

° zoneredundantstandardsw

TEENAS
ECEFER "EH T Google Cloud B9 Cloud Volumes Service" [al, BEEHEUTEX:

* BZE T NetApp Cloud Volumes Service FYGoogle Cloudi
* Google Cloud P B 4=

* Google CloudfRE M netappcloudvolumes.admin role

17


https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-types
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-types
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-types
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-types
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-types
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-types
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-types
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-types
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-types
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident

* Cloud Volumes Service i FIAPIZZEA {4

[EimEC BT

B RIRERZTE— Google Cloud XIFFELES, BEHMKIEEIES, EaUEXEMGIH,

B Description

version

storageDriverName ZEIRTHTEFR AR FR

backendName BE X A FiE G

storageClass BFIEECVSARS LB ES
o
fEH ... software FEFCVSARSE S

1, BN, Astra Tridenti§F

FACVS-Performance RS E!
(hardware) o

storagePools {NFRCVSARSZ KA, BFIEERT

BIE SRR EBRYPIES L,

Google Cloud tkFIE%S . L&
B]7E£Google Cloud| JFP T £k

2o

MRFEAHZVPCHE. MAHNE
I, fELtIE=AP.
projectNumber EARZBIME.

hostProjectNumber &N
=]

Astra Trident€l/3#Cloud Volumes
Service EMGoogle=X1F, BIEE
XigiKubernetes5848Y. EHEIE
% apiRegion ATAFEZS
MGoogle Cloudit XA = _Eit%
BT e #H,

projectNumber

hostProjectNumber

apiRegion

BXIERERFEEIMNLAS,
Google CloudBR551tk F RYAPIZ £A

netappcloudvolumes.admin £

o

apiKey

©8#E Google Cloud REZ £
FEAXHR JSON REHRE (&
FEHDEHEENY) -
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Default
BN 1
"GCP-CVS"

XEhiZF 2R + " + API ZEAR—
b



proxyURL

nfsMountOptions

limitVolumeSize

servicelLevel

network

debugTraceFlags

allowedTopologies

SECE LI

Description Default

RERSHBFRIEZICVSIKFBY
FIRIEURL, LIEARSS2RFTLARE
HTTP 32, WAILUZ HTTPS £
2,

3FF HTTPS {18, BBLIIERIIE

, UATERERSSHERAEE

RiEPH,

g;i'iﬁ)%ﬁﬁ T BPIIERRIEARS

FELRITEI NFS $EE)H%EI, "nfsvers=3"
MRBEBRPERNEBILE. WEE "™ EHAER T REHISEH)
BRI,

H#&RICVS-Performances{CVSAR CVS-PerformanceZXIAE
S50 H"standard",

CVS-PerformancefEfJ standard CVSEXKIA{EN"standardsw"

, premium B{ ‘extreme,

CVS{EN standardsw 3§

zoneredundantstandardswo

AT Cloud Volumes Service & default
BIGoogle =ML,

HWEEHBRN EFERNIRIR TS, &
Bl \{"api":false,
"method":true}o

H}

PRAFEIETEE I THIE R H R EF
%E MWBEEEME, [NE7EEMLED
AEo

BEABKEHE. B

X StorageClass
allowedTopologies AMEFEFR
BiX,

fBign:

- key:
topology.kubernetes.io/reg
ion

values:

- us-eastl

- europe-westl

TR ATERIEHBOIAEECE defaults B850
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2

=

exportRule

snapshotDir
snapshotReserve

size

CVS-PerformancefR s B R

Description Default

MENSHAN, HMZ2U CIDR  "0.0.0.0/0
RTVERTHER IPv4 HIiFEY IPv4
FMAEHNES 7RI

i8] . snapshot BH false

NREBMBNET L " (3= CVS BRiAMERO)

AN, CVS-PerformancefR53 £ BAIA
79"100GiB",

CVStges//ME100 GiB,
CVSHRZREKRIGEIINE. BEE
CVS&/JMEN1 GiB, ‘DEE1 GiB,

U TR FIRME T CVS-Performance IRSZ R MR BIEE
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version: 1

storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2

apiKey:

type: service account

project id: my-gcp-project
private key id: "<id value>"

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y%m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-

project.iam.gserviceaccount.com
client id: '123456789012345678901"
auth uri: https://accounts.google.com/o/oauth2/auth
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token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—-admin-
sa%$40my-gcp-project.iam.gserviceaccount.com



mh2: BRSRRIRE

RGBT RiREC &R, BHERS KA NERIAE,

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y%m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth
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token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—-admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
proxyURL: http://proxy-server-hostname/
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 10Ti
servicelevel: premium
defaults:

snapshotDir: 'true'

snapshotReserve: '5'

exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

size: 5Ti



T3 EPCHECE

W RBIER storage BLEEIMMH StorageClasses XEEEN . BB [FEEE N UEBRFHESE
BIE X o

I AIG B RIFRE RIS E TR EBIFRIAE snapshotReserve 5%# exportRule F]0.0.0.0/0, FEM
HMIEFHITEN storage B ENEIMMEEN T HOHEMAM servicelevel. HFERLEMNESES
INME, BIHIrEAFIRIEX 9 performance # protections

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"

apiRegion: us-west2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
XsYgogyxy4zg701lwWgLwGa==



client email: cloudvolumes-admin-sa@my-gcp-
project.iam.gserviceaccount.com
client id: '123456789012345678901"
auth uri: https://accounts.google.com/o/ocauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
nfsMountOptions: vers=3,proto=tcp,timeo=600
defaults:
snapshotReserve: '5'
exportRule: 0.0.0.0/0
labels:
cloud: gcp
region: us-west2
storage:
- labels:
performance: extreme
protection: extra
servicelevel: extreme
defaults:
snapshotDir: 'true'
snapshotReserve: '10'
exportRule: 10.0.0.0/24
- labels:
performance: extreme
protection: standard
servicelevel: extreme
- labels:
performance: premium
protection: extra
servicelevel: premium
defaults:
snapshotDir: 'true'
snapshotReserve: '10'
- labels:
performance: premium
protection: standard
servicelevel: premium
- labels:
performance: standard
servicelevel: standard
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-extra-protection
provisioner: netapp.io/trident
parameters:
selector: "performance=extreme; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-standard-protection
provisioner: netapp.io/trident
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium-extra-protection
provisioner: netapp.io/trident
parameters:
selector: "performance=premium; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium
provisioner: netapp.io/trident
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-standard
provisioner: netapp.io/trident
parameters:

selector: "performance=standard"



allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass

metadata:
name: cvs-extra-protection

provisioner: netapp.io/trident

parameters:
selector: "protection=extra"

allowVolumeExpansion: true

* 85— StorageClass (cvs-extreme-extra-protection)ME B —NEIM, XEM——RIRHK

=1MaER Snapshot T 10% BYHE,
* Rfe—" StorageClass (cvs-extra-protection)fEiRMH10%RBINZEHEMITZE M, Astra TridentR

EEZRM A EI. HERBEERBINEER,

CVSHRS5 KRB R

T REIRM T CVSIRS XA RAIRE.,
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XEERNRIEEIRICE storageClass FEECVSIRESEERFERIAE standardsw IREEKF

version: 1

storageDriverName: gcp-cvs
projectNumber: '012345678901"
storageClass: software

apiRegion: us-eastd

apiKey:

type: service account

project id: my-gcp-project
private key id: "<id value>"
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gp8BR4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sa@my-gcp-

project.iam.gserviceaccount.com
client id: '123456789012345678901"



auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://ocauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
servicelevel: standardsw
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W RFIEHREICEF A storagePools BLEFEM,

version: 1
storageDriverName: gcp-cvs
backendName: gcp-std-so-with-pool
projectNumber: '531265380079"
apiRegion: europe-westl
apiKey:

type: service account

project id: cloud-native-data

private key id: "<id value>"
private key: |-

MIIEvVAIBADANBgkghkiGI9wOBAQEFAASCBKYwggSiAgEAAOIBAQDaT+0ul 9FBAwW1 9
L1AGEkrYUS5xd9K5N105JMkIEFNDSWCD+Nv+jdlGvt FRLaLKSRVXyFS5wzvztmODNS+
qtScpQ+5cFpQkuGtvIUI+N6qtuVYYO3b504Kp5CtqVPICgMJakK2j8pZTIgUiMum/
5/Y90TbZrjAHSMgIm2nHzFg2X0rqgVMaHghI 6ATm4 DOuWx8XGWKTGIP1cO0gPqJlgsS
LLaWOH4VIZQZCAYyW5IUp9CAMWgHgdGOUhFNfCgMmED6PBUVVLsLvcg86X+QSWRIk
ETQElj/sGCenPF7tilDhGBFafd9hPnxg9PZY29ArEZwWY 9G/Zj ZQXTWPgs0VvxiNR
DxZRC3GXAgMBAAECggEACN5¢c590G/gqnVEVI1ICWMAa1M5M2z09JFh1L11JKwntNP]j
Vilw2eTW2+UE7HbJru/S7TKQgASDnn9kvCraEahPRuddUMrDOvG4kT1/IODV6uFuk
Y0sZfbgd4iMUQ21smvGsgFzwloYWS5qzO1W83ivXH/HW/1igkmY2eW+EPRS/hwSSu
SscR+SojI7PBOBWSJh1V4ygqYf3veD/D95e12CVHERCkL85DKuUmeZ+yHENpiXGZAE
£8xSs4a500Pm6NHhevCw2a/UQ95/foXNUR450HtbjieJo50+FF6EYZQGEU2ZHZ08
37FBKuaJdkdGW5xgaI9TL7agkGkFMF4F2gv0OZM+vy8QKBgQD40oVuOkJD1hkTHP8 6W
esFlwlkpWyJRI9ZATLIOG/rVpslnX+XdDgOWQf4umdLNauShYEHOLU6ZSGs1Xk3/B
NHwR60XFugEKNi1iu83d0zS1HhTy7PZp0Zzdj5a/vVvQfPDMz70vsqLRdA7YCAbdzuQO0
+Ahg0ZtwvgOHQ64hdWO0ukpYRRWKBgQDgyHj 98ogswoYula+pPlySOpPwlmjwKyNm
/HayzCp+Qjiyy7Tzg8AUqlH10u83XbV428)jvg7kDhO7PCCKFg+mMmfgHmTpbOMag
KpKnZg4ipsgPlyHNNEoRmcailXbwIhCLewMgMrggUiLOmCw4PscL5nK+4GKu2XEL
JLqjWAZFMOKBgFHkKQIXXRAJ1kR3XpGHOGN890pZ0kCVSrgjubalef /5KY1FCt8ew
F/+alxM2iQSvmWQYOvVCnhuY/F2GFaQ7d0om3decuwI0CX/xy7PJHMkLXa2uazs4
WR17sLduj62RgGXRLX0c0QkwBiNFyHbRcpdkZJQuibYMhBa+757SxT4BtAOGAWMWT
UucocRXZm/pdvz9wteNH3YDWnJILMxm1KCO6gMXbBoYrliY4sm3ywJWMC+1Cd/HBA
Gecxd/xVuSmA2L2N3KMgl8Zhz8Th0G5DwKyDRJIgOQ0Q4 6 yuNXOoYE]jlo4Wjyk8Me
+t108iK98EO0UMZnhTgfSpSNE1bz2AqnzQ3MNOUECgYAqdvdVPnKGEfvdtZ2DjyMod
E89UIC41W])jIGmHsd8W65+3X0RWMzKMT 6aZc5tK9J5dHVMWIETnbM+1TImdBBEFga
NWOC6£f3r2xbGXHhaWSl+nobpTuvlo56ZRJIJVvVk71FMsiddzMuHH8pxfgNJemwA4P
ThDHCejv035NNV6oKyoO0tA==

client email: cloudvolumes-admin-sa@cloud-native-
data.iam.gserviceaccount.com
client id: '107071413297115343396"'



auth uri: https://accounts.google.com/o/ocauth2/auth

token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:

https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:

https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-

sa%$40cloud-native-data.iam.gserviceaccount.com
storageClass: software

zone: europe-westl-b

network: default

storagePools:

- 1bc7£380-3314-6005-45€9-c7dc8c2d7509
servicelevel: Standardsw

T2 EtAa?
SIBEREEEXHE, BITUTHS:

tridentctl create backend -f <backend-file>

MNBERAELN, NEEREERMNENE, EalETU TS REEAEUREREER:

tridentctl logs

HBEAHBIEREXHRREE, R LUBRIETT create a5,

At E NetApp HCI 5 SolidFire G

T RRUN{AITE Astra Trident ZZH 2 F1EH Element [5if.
VAR =]

Fe)EElementfGimZ8l. BEEHEUTEXK,

1517 Element M4MIS ZIFEFHE RS,
* NetApp HCI/SolidFire £EEIE R AP HER, JHETEES,
* & Kubernetes TET REPN LEEHM iISCSI TH, #8880 "TIET

FERR

\>&%1§ I%\"O

o solidfire-san FERMMIEFZFHMHEIREI: XHMR, o Filesystem volumemode. Astra Trident

FEBEHCIBXH RS XHHRYELEH StorageClass 57%E.
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REhiZ X IR FEFBIIAIRETC X RS

solidfire-san iISCSI iR rwWo , rox, rwx X RG, [RIAIR
15
solidfire-san iSCSI R rwWo , rox, rwx TXH RS, [RigiR
1%E,
solidfire-san iSCSI NHERSE TE, ROX xfs, ext3, ext4
solidfire-san iSCSI NHRS: TE&E, ROX xfs, ext3, ext4

Astra Trident 7ZEFA 1152 % CSI ECBIZFAIEMA CHAP , MNREFEANZ CHAP (XZ CSIH
() BuRE , NEB#HTE—SES. BUERIRE vsecunr AMEFEXFECS| Trident(HF
CHAP., &M, BB "ItbAk"s

@ DFIEAT Astra Trident B9E43E CSI HEZEA 1FEIHIRIH, NRECE ANTE CSI B FiaiT,
M Astra Trident J&{EH CHAP ,

NREHEEARE AccessGroups B UseCHAP IR EfG. BMNAUTMZz—:

* MNRAFINME trident KNEIHRILA. ERTEIRA,

* WNRFWMENARE, HE Kubernetes s 1.7 sk ESRRE, M={FERH CHAP
[EimAC &I

BXEIRECEED, B2 TR

B Description Default
version R 7 1
storageDriverName FEIRTHFE R Y 2 FR RZ% 79 "solidfire-san”
backendName BHE X B EFE G SolidFire + 7Zfi#& (iSCSI) IP ik
Endpoint fEFRAFEHER SolidFire SE8HY
MVIP
SVIP ZfE (iSCSI) IP #tibAluR O
labels ENVATHEHN—HER JSON B
HIFRE,
TenantName EFERANMER AR (WRKHD,
Te13E)
InitiatorIFace ¥ iISCSI mMEMRFIAREENIEO default
UseCHAP EF CHAP 3 iSCSI #{THIIE true
AccessGroups ZfEAIAIRIA ID FIR EH RN "trident " BYIHIR)ZERY ID
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o Description Default

=

Types QoS #5E

limitVolumeSize MRBEBRPEARNEBIIE, WE " FRIAER TAREI5EHE)
BRI

debugTraceFlags HPEHPRN EERE RIS, &~ T
5 {"api": false , "method " :
true }

(D #WEM debugTracerlags MIEEMDHTREHRA BEFAN AT

T BNEHECE solidfire-san BB =MEXBNIRNIERF

WRHIERT —MawmXH, &XHER CHAP B RIRIEHERYE QoS RIEXN =MEXREFITER, AR,
BIRFIRERERAEXFEERRERHEPHE—HF 10Ps storage classB Ko

version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: "<svip>:3260"
TenantName: "<tenant>"
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000
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wEl2: HEEMFEMERECE solidfire-san EEEIMBNIRTHIZER
R RR T EF R E YRR E X X4 LUK 5 | X LY StorageClasses,

EECERY. Astra Trident= 7 & ERVITE EHIZIEIREFMELUN. AT HEREN. FREERALUIRITENE
MEIHIAETE XITE,

£ FEMRINRAIEHREXXHH. AFEEFELIRE TIHERNRIAME. XEFMEBIRET type ESilver. [E
POBERHITEX storage B3, EUIRAIR. REFEBZIKEECHRE, MELFEHSEBES LEHIRE
HYERINMES

version: 1

storageDriverName: solidfire-san

Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: "<svip>:3260"

TenantName: "<tenant>"
UseCHAP: true
Types:

- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000
type: Silver
labels:
store: solidfire
k8scluster: dev-l-cluster
region: us-east-1

storage:

- labels:
performance: gold
cost: '4'

zone: us-—east-la
type: Gold

- labels:

performance: silver
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cost: '3'
zone: us-east-1b
type: Silver
- labels:
performance: bronze
cost: '2'
zone: us-east-1c
type: Bronze
- labels:
performance: silver
cost: '1'"
zone: us-east-1d

LU FStorageClassEXGIAT LiREM, A parameters.selector FEEH. F StorageClassEFi<1EH
ATRATFIEESNEN, SREEEEIHEXENAH.

S5—StorageClass (solidfire-gold-four)FMRESEIE—NEM, XEM——PEhETIRHTHEIEER

M volume Type QoS iEhf. mG—1 StorageClass (solidfire-silver)ARiRHIRE4EREMEME
Mo Astra Tridenti/RE IZEZEWEINM. FHBFRHEEFMEENR,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-gold-four
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=gold; cost=4"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-three
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=silver; cost=3"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-bronze-two
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=bronze; cost=2"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-one
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=silver; cost=1"
fsType: "extd"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=silver"

fsType: "ext4d"
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TRES(EE
L B

ONTAP SANIREHTEF

ONTAP SANIRzhiZ A

T #RYN0{A1{EEF ONTAP # Cloud Volumes ONTAP SAN IRGHFZFECE ONTAP Gif.

BXONTAP SANIESIIEFMEERERE

Astra ControlF] A{ERA SN BIRETLEFRIP. KEMEMIEENE (TEKubernetes&8¥ 2 [BI#%5h%) ontap-nas
, ontap-nas-flexgroup, #l ontap-san JEEIFERF. BB "Astra Control EFIFIIEZ A" THIFMEE,

* BAIER ontap-nas EATHEHIERIP. REMEMBaHERNEFTIEHEH,
* {#f ... ontap-san-economy MEANEFHAENITIZS TFTONTAP X HNAE,

* M ... ontap-nas-economy X HFEAEFERAENITESTFTONTAP ZiFH A=Y, LUK ontap-san-
economy ToAERIKEIIER,

* I5701£H ontap-nas-economy FUUEIERIF. RMEMEHEEERIT K.
FA PR
Astra TridenthZ LIONTAP S(SVMEE R FHIETT. BEMEM adnin £REHAFN vsadnin SVMAFABHHF
AENEMBIFNAR . X T ERTNetApp ONTAP fJAmazon FSXERE. Astra TridentR{E LR LIONTAP

FSVMERB R BHI1B1T fsxadmin AP S vsadmin SVMAB R EGHEACHNEMIZITNA . -
fsxadmin AP EEHEERARPNEREXH .

MNREMFER 1imitAggregateUsage 8. TEEHEIEGINR, T EAFNetApp ONTAP
@ HJAmazon FSx5Astra TridentE & B, 2ER limitAggregateUsage SHAERT
vsadmin #l fsxadmin FAPIKF. SRIETEULSE, EEEREEEK.

RIATTLITE ONTAP F 6l Trident IXEHFEF o] LAEABIRREI S ERBMAE, BRNFAENXEM. KZEHFR
2B Trident S THAEBEENEM AP, MMIEALRTERBESZHE,

HEZ{EFHONTAP SANIREHIZFERE Tl

T #R{EFHONTAP SANIRGHFEFED B ONTAP SRV E R & 19 30 IE %10,
D e

JtFFrE ONTAP [Fi, Astra Trident EEZE/DR SVM S E—1PES,

BicE, BERAIUEITENRMER, HelZIEEREPR—PNIREEFIFELE, Fla. EIUECE san-dev #
ML ontap-san BEhFEFFA san-default EHAMZE ontap-san-economy —1

FiEKubernetes T{ET S i ML EYRIISCSITE, FEN "EF TET A" THRIFMAEE,
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JTONTAP/Gi%#H1T B D I0IE
Astra Trident 12t T H#X% ONTAP GEim#{T S0 KIERIIET .

* Credential Based : EHFIEIIRR ONTAP AR ZMERL, BINERTMEXNEZLERAE. Hi0
admin 3¢ vsadmin MRS ONTAP AR AFES 4,

s EFEH: Astra Trident AR LUFARBHRETENIERES ONTAP £ ITERE, Itd, BRENMIAEEE
PIIEH, ZZ$AFEI(E CA IEPBH Base6d RiBE (WRFEH) G .

ERILIEFIE Rin. UWEEETRENGEZNETIEBNGEZEE, BR. —RINF—ME WIS
o BYMREIHMBHIIES A KM EIKREERRIFINET %o

@ NREZAR R TREIIER . WERIERAK. HAET—FER. BHEEXFPEM
T EMHBHEIETS Eo

BRETRENSHIE

Astra Trident 2E SVM e / £ECENEIEANEIEAES ONTAP FiR#HTBE. BINVERRERNTIE X
A, 5130 admin 5 vsadmine XA LIRS EKFKA ONTAP RASEFIFEDS, XLERRASATRESFEINEE API
NFHEAKFRB Astra Trident lrd<EH, AIUCIEBENX ZEERABHIEEAT Astra Trident , {BAREEINE
o

[EimRE X0 TR

YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSON

{
"version": 1,
"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",
"username": "vsadmin",

"password": "password"
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IR, BREXEEREUAXAENFHENE—E, QIEERRE, AP R / B0EFER Base6d H1T4RIEH
Zf#7 Kubernetes ZH, RIS EHEIREE—FE FMEENTE, Alit, XE—IT{XHEERNITHIRE
, H Kubernetes S Z & EIE 1T

BRETIERNSHIIE
FMMENFEHA LUERIERHS ONTAP EiR#{TEE. BHEXFTE=1"5%.

* clientCertificate : B IHIFPHH Base64 fi3{E,
* clientPrivateKey : XEXFA$AH Base64 ZRiS{E,
* trustedCACertifate . Z{5E CA iEHH) Base64 mhIE, INREARIES CA, MATRHIIESE, NRREE
FBrl{E CA, MELZEILIZE,
HANTERBIEUTSE,

p

1. £EREFPIEPNRA. £/, B2AE (Common Name, CN) iEBHNEENSHILIER ONTAP
BF.

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/0O=NetApp/CN=admin"

2. ¥¥0]{S CAIEHAINEI ONTAP ££8f, It EMFMHEER MR, MRKEMREIE CA, WAL,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca
<cert-authority>

3. 7Z ONTAP S8 L REZFIRIEBMNER (MTE 1 F18) -

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>

security ssl modify -vserver <vserver-name> -client-enabled true

4. H5IAONTAP Z2ERABXF cert BPIRIES £,

security login create -user-or-group-name admin -application ontapi
—authentication-method cert

security login create -user-or-group-name admin -application http
—-authentication-method cert
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5. FEREMMEBNXBZHINIE, & <SVM BIE LIF> fl <SVM &ZFF > i 9 EIE LIF IP 1 ONTAP &#F,

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver—-get></netapp>"'

6. {§/H Base64 XEPH, AT RS CA IEHHITHE,

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca baset4

7. ERAMN E—TREBNELIREIR.

42

cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

P mm== e LB e ettt
Fommmmmoe e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

Fommmmmmmomo= S e e e Fommmmmmmmescrrrrrrrre e reme s e emm o
P o= +

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl
online | 0 |

fommmmmmmmm== e LB et
Fommmmm== et +



E S INIE TS A BRI E

ERILIERHIE EiR U ERHEMS D IIE S A IR E TR, ?{ﬂﬂﬂlﬂfifﬁﬁkﬁﬁ ﬁﬁﬁﬁ%)‘—“‘%/%ﬁ%ﬂ’\]}%ﬁﬁ”ﬁﬂu
EHRAERIES; ERIERPNERAUERAETRAS / BENER. Ntt. SATMERIE B HIRIESEH

AINFNEMIIES%. RAE. FEREHENbackend jsonX . ZXHBEEERITHFAESEI tridentctl
backend updateo

cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e i fom e o
R remmmeme== +F

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R et R fessmsmess e s ss s oses s s s e=s
fmm====== fememe==== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma=s R fesssssssssscsesessosssassssassssasmaaa
from e fr e +

RERIN, BRI ONTAP LB ME, AR TRNER. BIEHse
() . TURRRRNSNES, 25, GHEERLERINES, G5 ONTAP EE I
B,

EERASPEN ECEENIAN, BASEMEZERINEERE, RYHEREMKRA, Astra Trident
AILLS ONTAP Gl T@ 5 H AR R EIRIE

fERXE CHAP X EEHIT R I0IE

AStra Tridentr] LUE AN A CHAPX}iISCSIZIEHITE A ILIE ontap-san #l ontap-san-economy RENFERF,
XEE/SH useCHAP I, BN true. Astra Trident® :l-JSVME'JEjUAFEjJ*EF_ﬁ@&EEEﬁXXF‘EUCHAPs
HMERXHFIKERF BMZE, NetApp ZiXERANE CHAP M iEEZH#HITEHIIE. BEERIUTEERSG:
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version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svm: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

@ o useCHAP B EZ—NMRTIET. HEEEEE—RK, RIABERT, WBEISE N false . BFHIEE
N true [5, TERBEHIKEN false o

tb9M useCHAP=true, chapInitiatorSecret, chapTargetInitiatorSecret,
chapTargetUsername, # chapUsername [GIHEXFPUNBEEFER, FLIBEIRG. PILUSTTREHXLE
B9 tridentctl updateo

T1ERIZ
BTG E useCHAP Atrue. FHEEIERIETAstra TridentE R EBIHACBECHAP, HAE1E:

* £ SVM Lig&E CHAP :

° JIRSVMBIFRIAB EhiZF R 2K B Anone FAINRE) M EF KB EFEHILUN. NAstra Trident= 4%
RINR2LAIGE N cHAP ARUERLECHAPRE IIZF IR BARA R 2 M ZE W,

° 9N SVM &% LUN , M Astra Trident 7&7f SVM L= H CHAP . X#Fa] LR SVM EBEFEN
LUN BYifial A2 BR o

* BCE CHAP BatiZF AR BArAF A MEE; AAE/EIRECE TEEX LR (M LEFR) .

BIiEEiRfE. Astra TridentiS8IZHNM tridentbackend CRDHIZECHAPZEEAFN B - & 771% IKubernetes®
$A. Ub/SUHA Astra Trident SIZRRIFRE PV &8 CHAP #1THEEMIERE,

R EEH B R

fEAT LUBE BT RICHAPSHEREFHCHAPEHE backend. json XX B EEMCHAPZR IS H
tridentctl update SR LARMIXLEER,

@ BHEIEMICHAPZ IR, M{ER tridentctl BHFGIH. B70Ed CLI/IONTAP Ul B#1Z(E
8 FHEE, Ef Astra Trident FTE R EBUXEEE K,
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cat backend-san.json

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",

"svm": "ontap iscsi svm",

"useCHAP": true,

"username": "vsadmin",

"password": "password",
"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

- e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

o Fom e
- o +

| ontap san chap | ontap-san | aad458f3b-ad2d-4378-8a33-1a472ffbeb5c |
online | T

e —— e — e e ettt
t——— R +

MBEEZERAZEMm; WREED SYM £8 Astra Trident B3, NMXLEERREREREENIRS. FEEEE
REHMENERE, IEERESRAFRITENRT. WAHERMEZAN PV BSRENERAERENETE.

ONTAP SANED & 3EINAN =1

T RRANEITEERY Astra Trident A EIEFIER ONTAP SAN IREhiERF., AT T i5in
AR E 5 AR B X AMa K f5 imPRET 2] StorageClasses HYIF4H1E B

[EUHECE TN

BXEIHECEED, FSI TR

o Description Default

version RN 1
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storageDriverName

backendName

managementLIF

dataLIF

useCHAP

chapInitiatorSecret

labels

chapTargetInitiatorSecret

chapUsername

chapTargetUsername

clientCertificate

46

Description

FEIREDAE P B R AR

B E X &1z iE G
&Ry SYM BIE LIF B IP it

EH1TIcEMetroClusterilJift, &44

FEESVMEIELIF,

I LEE ST £ REE S (FQDN),

WNRERLRIET Astra Trident. MAT

LB E AERIPVEItE --use
-ipv6 5o IPveHIAE AT 5 1E

SENX. H80: [28e8: d9fb: a825

: b7bf: 69a8: d02f: 9e7b:
3555],

X LIF BY 1P bk,
1570 NiISCSHERE, Astra TridentfsE

FH "ONTAP EZFEMLUNBRET" &I
I ZRRIESIEFTEAYISCI LIF, W0

R, MEERES datalLIF BE

BEHATE Yo
{EFCHAP}ISCSIBYONTAP SAN
RohIEE# 1T B P IRIE[fR/R1E]o

BN true 1ltAstra Tridenth[5im

BEBISVMECEHERNECHAP

EREAB R, SN EEE

FEONTAP SANIRGHIEFEL & fois"
TRRFMAEE,

CHAP B&iiEFZEiH. tERHA. N
FAEIN useCHAP=true

ENVHAFEN—AHEE JSON &R
BIPREE

CHAP BirE@ohiZF%E5H. MR
H. MANED useCHAP=true

NP WRA. WABER

useCHAP=true

BfrAP &, WRA. WHBFED

useCHAP=true

Z P iRIEHBH Base64 4RiL{E, FI
FEFEBNEHRIIIE

Default

ontap-nas, ontap-nas-
economy, ontap-nas-
flexgroup, ontap-san,
ontap-san—-economy

IXGHFZFF B FR + "_" + dataLIF

"10.0.0.1 ", "2001 : 1234 :
abed @ © : fefe]"
HSVMIk&E

false
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2

=

clientPrivateKey

trustedCACertificate

username

password

svm

storagePrefix

limitAggregateUsage

limitVolumeSize

lunsPerFlexvol

debugTraceFlags

Description

EFinE A% Base64 4wig
B, BFETFIERNBMHMIIE

Z{=1E CAEHH Base64 {REIME,
Bk, AFEFIEBNEHIIE,

5ONTAP &84 BEFrBRAF 2o
BTFEFEENEHIIE,

5ONTAP 25 BIEFRVER. A
TETRENS NI,

E{FMRY Storage Virtual Machine

£ SVM HRECEH BRI ERRIRIZ.
AR EN. BEMILSHR. &
FEQE—METRIER.

MREREBILES, NEKEE
KMo

AR EERIER FNetApp ONTAP
fEimiIAmazon FSX. BE7I8E
limitAggregateUsageo TRIHH

fsxadmin fl vsadmin BB

RERSERBERAENNE. HE
FiAstra TridentXx E i#17PR &,

NRIBREVER/NEILE. WE
BRI,

s EZREIENgtreeFILUNE
BRERNRAKR.

&1 FlexVol BYERA LUN %1, #4700
£50, 200EER

HWPEHERIN EFEANIARITS. &
5 {"api": false , "method " :
true }

FRAFEfEH I TR ERIR AR R4
BRSHiE. SNIEZER.

Default

WMEREBSVM. MR&E
managementLIF BI&E

trident

Y (BOAER AR L)

"(BRIAEIR S AR FISETE)

100

null
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useREST

BT EEENEIRECE XN

Description

BF 1 ONTAP REST API B9%57/R
B, * AR

useREST fEA— AT Gkt
. BWATFIRAFE. MARE
FIL{ERE, 18BN true

. Astra TridentifEEFHONTAP
REST API5S Gimi# T8 5. IthIhEE
FEEFEAONTAP 9. 1.1 MESHR
A, b5, FEFBONTAP ERAE
ABENGRIR) ontap NBTERF. X
— R ALEEFIE MR HE vsadmin
M cluster-admin B,

useREST MetroCluster R #5,

Default

false

TR IR R EAREETUERIBIARE defaults BEEEED. BXTA, BEUUTERESRG,

2

=

spaceAllocation

spaceReserve

snapshotPolicy

gosPolicy

adaptiveQosPolicy

snapshotReserve

splitOnClone

48

Description

LUN BY==[a) 3 e

TERIMEEN; "X (FFE) ="
&" (B)

FE({FFARY Snapshot L

ENOIEMEDE QoS &L,
FEARENEMEM / [FIHRY qosPolicy
g} adaptiveQosPolicy Z—,

£ Astra Trident FfEEFH QoS ZRE&LH
FE ONTAP 9.8 FEEARA, EiY
ERIEHEZ=QoSHEIEAE. HIFRE
BASINAFEIHLE. HE
QoS HKERAR XA TIEREHNE
S =35 LR,

ENOIENEDEEIER QoS &K
B&LH, RS NEEM / FiREY
qosPolicy 8 adaptiveQosPolicy Z
NREBOTMENEE DL

B TEER, MERXRIFDEME

Default

true

7

7

%1 snapshotPolicy N"XE". &

g

false



encryption

luksEncryption

securityStyle

tieringPolicy

SECET
TEHE—TMEXTRIAMENRG:

version: 1
storageDriverName:
10.0.0.1
svm: trident svm

managementLIF:

username: admin
password: <password>
labels:

k8scluster: dev2

Description Default

% LB EANetAppEINZE(NVE)
5 BIAA falseo, BEfERILLIEDN,
AT B E3R1E NVE BOIFRIH B
A NVE .

false

NRERHEATNAE. NI7EAstra
TridentP B & HIERIEEIE R
FANAE,

BEXEHMEE. EBN:. "Astra
Tridentd0{Al SNVEFINAEEZ & £

o

BRLUKSINZE, &0 "EHLInux ™
Fi—2EAIR E (LUKS)"

MENRERI
fER" T "HIE RS

unix

IEFF ONTAP 9.5 SVM-DR Z &l
BOERY " (XIRER "

ontap-san

backend: dev2-sanbackend

storagePrefix:
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: standard

spaceAllocation:

alternate-trident

'false'

snapshotPolicy: default

snapshotReserve: '10'
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BT ERCIEMNFIES ontap-san EENF2FE. Astra Trident=EFlexVol FIMNRIN10%MN B E.
@ UBHLUNTTEGE. LUN BERBFE PVC FiERIHEIA/NEITECE, Astra Trident 3§

FlexVol 11 10% (£ ONTAP HETRATTAAX/N) » BRMERKREMERNARRTE, e

BOARRIBALE LUN BRARBRE, BRIEEZSFATETE. XAERTF ontap-san-economy.

BFEXMEIH snapshotReserve. Astra TridentF#Z0 FFARITESE A/

Total volume size = [ (PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

1.1 2 Astra Trident [ FlexVol ZI7MNAN 10% LB LUN o##E. EHTF snapshotReserve = 5%. PVCig
K= 5GiB. HSK/NH5.79GB. AJHA/NAS5.5GB, o volume show BB ¥NERSUTRAIEZMIER:

Aggregate State i Available Used%

_pvc_89f1cl56_3801_4ded_979d_034d54c39514

online RW 18GE
_pvc_ed2ecbfe_3baa_4afbe_996d_134adbbbBebd

online RW 5.79GB 5.50GB
_pvc_eB372153_9ad9_474a_95l1a_@Bael5elc@ba

online RW 1GB 511.8MB

3 entries were displayed.

Ba1, AR NENNESERMITENE—T%,

RIRECE R

UTFRAIERTHAZSHESHREANBRANENEREE, XBEXERNREERETT E

@ IR Amazon FSx on NetApp ONTAPSAsta DentsE & fER. NIEBRINE HIEEDNSZR. M
RZIPHbL,

ONTAP SANSEEC &R

X2 ERANEREE ontap-san WRENFEF,

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm _iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
username: vsadmin

password: <password>
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ONTAP SANZ 4 =1REC & Rl

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm _iscsi eco

username: vsadmin

password: <password>

EFIEBF D IIERA

ERERRRETRGIP clientCertificate, clientPrivateKey, M trustedCACertificate (W
REAFECA. MELEMFIET backend. json HIDFIRARFFIHIED. TREHAMAESCAILES
Hbase644miS{E,

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: 1iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz



XA CHAP I

XL RGER G iR useCHAP BN trueo
ONTAP SAN CHAP: =l

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

ONTAP SANZZ £ CHAPI

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

RE A = i~ f51)

EXERAIFHEXXHH. APRBEFHEMISE TIFEIAME. FIU spacerReserve .
Jfufalse. # encryption Mfalse, FEIHMIEFEMEE D HFHITE Mo

spaceAllocation

Astra Trident=7E"Comments"FEEFIS BB, FF1EFlexVol EIRE, 7EACERY. Astra Trident=4F EHL
M ERNFEREEREIEFEES, AT HERI. FREERIT RIS AENEMBIASEE XITE,

EXLERAIR, FEEFEBZBITIRE spaceReserve,

52

spaceAllocation, M encryption {B. MELE



MEEBEIINME.
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ONTAP SAN/fI
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version: 1

storageDriverName: ontap-san

managementLIF: 10.0.0.1

svm: svm iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: 'false'
encryption: 'false'

gosPolicy: standard
labels:
store: san store
kubernetes-cluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '40000"
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
adaptiveQosPolicy: adaptive-extreme
- labels:
protection: silver
creditpoints: '20000'
zone: us_east 1b

defaults:
spaceAllocation: 'false'
encryption: 'true'

qosPolicy: premium
- labels:
protection: bronze
creditpoints: '5000'
zone: us_east lc
defaults:
spaceAllocation: 'true'

encryption: 'false'



ONTAP SANZZF MR

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm _iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: 'false'
encryption: 'false'
labels:

store: san_economy store
region: us_east 1
storage:
- labels:
app: oracledb
cost: '30'
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
- labels:
app: postgresdb
cost: '20"'
zone: us_east 1b
defaults:
spaceAllocation: 'false'
encryption: 'true'
- labels:
app: mysqgldb
cost: '10'
zone: us_east lc
defaults:
spaceAllocation: 'true'
encryption: 'false'
- labels:
department: legal
creditpoints: '5000'
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zone: us_east lc

defaults:
spaceAllocation: 'true'
encryption: 'false'

¥ iR RETE] StorageClasses

LU StorageClass® X # & [[EitfEimn0l]l. #H parameters.selector FERH. F StorageClass#i=
BHTATFRESHNEME, SEEEEEINVEPREXE N A H.

* . protection-gold StorageClassiFIREIEIFHIE— M EIMAM ontap-san Gk, XEW—iREEER
PRI,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: netapp.io/trident
parameters:
selector: "protection=gold"
fsType: "ext4d"

* o protection-not-gold StorageClassiFIRETEIFRHIE ZMME =P EPAM ontap-san fFik. REX
IR AV RIFR AR ZEgolds

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: netapp.io/trident
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* o app-mysqgldb StorageClassfBRETE|F Y E =P EIAM ontap-san-economy [Fif. X&/AImysqldb
KN BREFIREEFEANRENHE—,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: app-mysqgldb
provisioner: netapp.io/trident
parameters:
selector: "app=mysgldb"
fsType: "ext4d"

* o protection-silver-creditpoints-20k StorageClassiFIREEIRRYE — MM ontap-san /3
i, XEM—IRMIREIRIPAI20000™ME A KRBT,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: netapp.io/trident
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* o creditpoints-5k StorageClassiFRTEIFRIE =N EAM ontap-san FHIFiHMNSEEEIAA
ontap-san-economy [Gif. XEM——{EH=E/I500089t o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: netapp.io/trident
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

Astra Tridenti/RTEEZEM D EMM. HIBFRHEFEER.

ONTAP NAS IXcHi2F

ONTAP NASIXEHFE 7R

T FRUN{EfEEFAONTAPHICloud Volumes ONTAP NASIREHFZF Bl & ONTAP G,
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A XONTAP NASIRGHiEFHEEES

Astra Control A AfE IR GIRHETEFRIP. KEMENZoh% (FEKubernetesi 8% 2 [B)#25h%) ontap-nas
, ontap-nas-flexgroup, M ontap-san REhiEF. BB "Astra Control EFIFITESRMA" T HEIFHAIES.

* ERATER ontap-nas EATEEHIEFRP. KEMEMBEIENEF TIERH,
* {8 ... ontap-san-economy AN EFHENITZS TONTAP ZHFHNEE,

* f£A ... ontap-nas-economy X HFHANESFEHAENIZSTONTAP XA ERY. LUK ontap-san-
economy FTAERIRHIERF,

* J5701£R ontap-nas-economy FUUEIERIF. RIMEME SEEERIT K.

PR

Astra TridentiZ LAONTAP S SVMEIER F{2151T. BHFA admin E£EAF K vsadmin SVMAFHAEBER
RAENEMBIRIAR,

3+ FiEAHFNetApp ONTAP BJAmazon FSXZRE, Astra Trident/{FHEEELIONTAP S SVMEIE R B 51T
fsxadmin AP vsadmin SYMAFHAEHEBEACGHNEMBIFNAF. « fsxadmin AR EEEHEIERH
FHBERERBF.

NREFH 1imitAggregateUsage B8 FEEHEIERNIR, TR ERFNetApp ONTAP
@ BJAmazon FSx5Astra TridentE & H. 28R limitAggregateUsage BHAERT
vsadmin #l fsxadmin FAPIKF. WMRIEEIUILSE, EEEREGEEK.

BIAT] LITEONTAPHREIZR— A LI Z iRk shiz R EARIRFIE ERM AT, BRI FRIGXH M. KRS
hRZSHY Trident AT EZENEM APl , MMMEALTSEREES S HiH.

EEFFHONTAP NASIRTIIEFEC B 5%
T RRfEFAONTAP NASIREZFECEONTAPEIRMNER. FHIIEETN S H R,

£

* 3 FETE ONTAP [5i%, Astra Trident EEZE/DH SVM DEE—1NEES,

* BRBITE N RoER, HelBEmEP—NEIEFNEFEESL, flil. EUEE—MERNESE
ontap-nas IXshiZ AN A RVERREZE ontap-nas-economy —

* FiEKubernetes TET 2 AN ZEZ HAINFST B, 55N "IbAh BXFMAEE:
* Astra Trident{X 2355 SMB&EHEHEH ZIWindows T & _FiTTHIPod, 1EEM EEELESVMBE THIFAFEE,

FFONTAP/SI#1T ST
Astra Trident 12 7 /3t ONTAP BiEH T M IRIERIIE,

* Credential Based : EBFIEMNEL ONTAP AFHAFRBMELE, BNERATEXNEZ2ERAE. fi
admin 3 vsadmin LIRS ONTAP RSB RAFES M,

* EFEH: Astra Trident XA IR RIREENIERS ONTAP £E#1TEE, I, BIREXMAEESE
PisiEP, ZEAFIRI{E CAIEHHY Base64 4wi3E (WRMEA) (W) .
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B EHRRE RR. WEEETEENSENETIEBNAEZERE. B2, —RIHF—MHEMIIES X
o BUMRBIEMBMINIES A, BAMGIREEPRFRINET .

@ NREZAR R ZREIIER . WERIERAK. HAET—FER. BHEEXFPiEM
T EMHBHIIETS Eo

BRETRENSHIE

Astra Trident 2E SVM e / £ECENEIEARNEIEA S ONTAP FiR#HTBE. BIVERRMERNTIE X
. 5130 admin 5 vsadmine XHERILURSEKFKA ONTAP RASEFIFES, XLERRASATRESFEINEE API
NFHHEAKFRB Astra Trident hrd<EH, AIUCIEBENX ZEERABHIEEAT Astra Trident , {BAREINE
o

[EimRE X0 TR

YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

JSON

{
"version": 1,
"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",
"svm": "svm nfs",
"username": "vsadmin",

"password": "password"

IR, BREXEEEUANSERFENE—MIE, IERRE, BFRR / BB ER Base6s #H1T4RIEH
77fE7 Kubernetes 0, i / BEFEREM —EETHRIIENTE, Rit, X2—INXBEEEGRITIIRIE
, H Kubernetes S ZEEERHIT.
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BRETIERNS K IIIE
MM ENEEHA LUERIERHS ONTAP EiR#{TEE. EBHEXFTE=1"5%,

* clientCertificate : B imIEHHY Base64 4Ri3{E,
* clientPrivateKey : XEXFAARY Base64 ZRi5{E.
* trustedCACertifate : Z{51E CA IEPHY Base64 fRiZE, IRFEHRIE CA, MATHRHILBE, MRAFEE
FBR{E CA, MBUZEILIZE,
HANTERBIEUTSE,

p

1. £EMEFPIEPRA. £/MK, B2AEZ (Common Name, CN) iEBHNEENSHIRIER ONTAP
BF.

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. FEI{E CAIEHAINE ONTAP 8%, ItiRrseERFHEEERAIE, WRKEHAEE CA, WA,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca
<cert-authority>

3. 72 ONTAP S8 L REZFIRIEBMNER (MTE 1 F18) -

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>

security ssl modify -vserver <vserver-name> -client-enabled true

4. BIAONTAP Z2ERABLIF cert BRWIES %,

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>

security login create -user-or-group-name vsadmin -application http
—authentication-method cert -vserver <vserver-name>

S. FEAAEMAER NI Z DRI, & <SVM B2 LIF> 1 <SVM R #F > B HEIE LIF IP 1 ONTAP &#F,
SR ARLIFRIARS SRE&IKE N default-data-managemento
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curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vifiler="<vserver-name>"><vserver-get></vserver-get></netapp>"'

6. {5/ Base64 XIEH, HEAMAIE CAIEB#HITHRIG,

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

7. ERAMN E—TRIENVELIRER.

62

cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...OVaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

fems=msm=ma== fomemmeseso====== e e
o fro— e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

fomm - fom o e
R fremememm=s 4

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214
online | 9 |

R et fremsmeesecso====== R
femm==== femememm== 4



E S INIE TS A BRI E

TR LEH A EiR AR A S HIIEG A REEE. XMWANEER: E£RAFR I BHENERA L
EHRAERIES; ERIERPNERAUERAETRAS / BENER. Ntt. SATMERIE B HIRIESEH

AINFNEMIIES%. RAE. FEREHENbackend jsonX . ZXHBEEERITHFAESEI tridentctl
update backendo

cat cert-backend-updated.json
{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

Pommmmmmemm== Fommmmmeemeeee== LB e
Fommmmmoe Fommmmomos +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

S Fommemerememomom= e
Fommmmmme Fommmmmme= +

| NasBackend | ontap-nas | 98el9b74-aec7/-4a3d-8dcf-128e5033b214 |
online | 9 |

Fommmmmommmos e Fommcmcccosssssrsres e e e Ee Ee s e e e
Pommmmm== Fommmmme== +

WIRERI, FHERRUTE ONTAP LB MEN, AEHTEHRER. BIEHe
() LURRPFENS NS, 25, GHEERLERIES, AEALUM ONTAP E2EHHIR
BB
EHEHRRTUHCARBMBIE, RS2 ERIMBER. MPNEHREIESE, Asta Trident
LS ONTAP [EHHHTIBIE H ANER KAV EIRAE,
EIE NFS SRR
Astra Trident £/ NFS 5 ERB& SRz 63 HACE RV SRR

RS HERRET, Astra Trident 12T FEDN:
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* Astra Trident AJLIGhSEERSHERRAS; FIHMEFERAT, FREERSIBE—INFRRAHEST IP #iltsy
CIDR $RFIK, Astra Trident 2 BB FXEEENT R IP ANEFHREF, &, NRKEEEMA
CIDR , MET R LIXEIMEA2EEERERE IP #RARINEI S HRE,

* FHREEERATUFoHEESHERBARMMAN, FRIFERETEE T ARNSHRERATR, BN Astra
Trident Y2 FARIA S H KRB,

SEESHERR

CSI Trident 20.04 hix P LABIZSEIE ONTAP [FiREIFHRES, Xi¥, FEEESMAUNTETR IP IEERVF
pustnt=SiE], MARFEIEXERNMMN, EAKEU T FHRBER; BRSHRBABEFEFHTHEFES

Bf, Itboh. XBEBITF I EAEEEMIARIREI AR AFIPA FIEESCEAN TET Rifn. MMZHHEENE
e,

(D) 28 CSI Trident A S EhA GRS HHERS, A5 MR TIET 2RH NAT LI,

]l

HIERRNECEED,. FTER—MMaimE X R

version: 1

storageDriverName: ontap-nas
backendName: ontap nas auto export
managementLIF: 192.168.0.135

svm: svml

username: vsadmin

password: password
autoExportCIDRs:

- 192.168.0.0/24

autoExportPolicy: true

ERILIIAERS. EATBRESVMAHIRIES BASRORIS MR, A AV SCIDRAMY
() SEMNEINEASRES), HEEEE Nethpp BINHBESE, % Astra Trident £ SVM

TR R LRIt Thae sy TERIEHITHIIRER:

* autoExportPolicy BN true, XFK/Astra TridentiF AEIEFHERE svml SVMFE R L IEFNAT R
MNFOMIFR autoExportCIDRs HIHEIR, a0, UUID/H403b5326-8482-40db-96d0-d83fb3f4daecHliyfSim
autoExportPolicy IRBEN true SIERZRNHIFHEEE trident-403b5326-8482-40db-96d0-
d83fb3f4daec £ SVM ko

* autoExportCIDRs EIEMIHRTIFR, WWFERAFNEFER, #AIA% "0.0.0.0/0, ": : /0", MERREX,
M Astra Trident SAMIE LT = L3 EIRIFAE /5 CERV S B,

FMRAIR. FER 192.168.0.0/24 R THINTE, XRRUEHUSEERB Kubernetes T3 1P R0

%| Astra Trident SIEZBYFHRIEH, ZHAstra TridentEMEBITFAIENT REY. ESNRZT RBYIPHIUEHRYE
FRRHEATHIAER I H#1THE autoExportCIDRs, ik IP 5, Astra Trident R AHLIMNZEF R IP 2SS

64



HERERFN, FHAEMRNES N RelZ— N,

] LAEHT autoExportPolicy M autoExportCIDRs BFGiR. ErI LA BoIEENGEHHMNFT CIDR
, WElUMIBRIIER CIDR . MiFR CIDR BHIESHIVD, LIARMEEZETSMH. ST LOREER
autoExportPolicy AF/Ein. HEIRFIFEIENSHEER, XEEIKE exportPolicy B,

1EAstra TridentB| B EFHEFIFZE. EoUERAKERIF tridentctl SABMNEY tridentbackend CRD:

./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24
autoExportPolicy: true
backendName: ontap nas auto export
chapInitiatorSecret: ""
chapTargetInitiatorSecret: ""
chapTargetUsername: ""
chapUsername: ""
dataLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>

fileSystemType: ext4

T A EIKubernetesEE B H it EllAstra TridentiThlI238Y. MEGEHRN S HEBSHITER(FIIREE(I ML
FHIEERHUSEEIR autoExportCIDRs [GlH)o

B TS 5= JE, Astra Trident 2O EFREBAGR, DBIERIZT SA9ARIFN, @i M2 E Gimi S H SRS Al
BRIETI M IP , Astra Trident AJFALEREER, BRIELL IP THEEFPNH T RESFER.

MNFLUFIEERNRR. 1BFEREMEIR tridentctl update backend BEfafRAstra TridentBoIBEESHE
B XIGEIE— 1 LUSIE UUID s BT SRR, Bk L EENSSESEMEHNERMCIZENSH R,

(D HFrEE B EES HRBIEREHIFEISEIBHNS HERR, NREMLIZERER, NWFHEMN
AHHER, FIEEHRFTFHRE,

WREH T AT AR P ik, NARTELT R EEH/Z5) Astra Trident Pod o $Af5, Astra Trident EHE
EENEIRNSHEE, MURMIL IP B,

EEICESMBS
REHEEES. B UEREESMB%E ontap-nas REHFER.
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@ FZoiE, ENIESVM LEEREEENFSFHISMB/CCIFSHMY ontap-nas-economy i@AFA
ZBONTAP HISMB%E, SNRFKEEEEBHPE—MY. NAERE SMBERIERFKK.

FaaZ Al
EECESMBEZHI. EIURE LTt

* —PKubernetes&E2f. EFREE—MLinuxiTHlgs T 2 UK EL—1MNETTWindows Server 201989Windows T
ET =, Astra Tridentf¥Z#51ESMBE&EEE FIWindows T s _FiB1TRIPod,

* E/b—1E&Active DirectoryZ£iERVAstra TridentZ$h, LUIERZER smbereds:

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* EEB AWindowsARSZHICSIKIE, ECE csi-proxy. BEM "GitHub: CSIHLIE" 8 "GitHub: &
FWindowsHICSIHLIE" & B F1EWindows_EiE{THIKubernetes T &,

p
1. S FREBONTAP, ZRJLUEEZFIESMBHE. A LUEFAstra=iRfFfENEEIE— M=,

@ Amazon FSx for ONTAPEESMBHE,

TR MER U TR ANz —RIESMBEIEHE "Microsoft EIEIEH| 5" HEX MR EERRITEAONTAP
RITSHE. BEAONTAP Si<1TRECIESMBHE., FHITLUTIRE:

a. AKE, AHELIBRERRIZEM.

o vserver cifs share create MYSERIEHZER G ﬁﬁ-pathﬁﬁq:?aﬁﬂl‘]ﬂg@o WNRISTE R
BAREFE, WaHRK.

b. 8 51EESVMXEXHISMBHE:

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

c BIIRRELIBEE:

vserver cifs share show -share-name share name

() msm ol sve £3 THREE¥EEL.

2. pEERmE. HIMEEEUTHRBUIEESMBE, BXIEHATONTAP GinFrEFSXELE XL, ES N EA
FONTAP BYFSXED & ZEInFl ",
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=

smbShare smb-share

R LIsE L Tz —: f&F
FMicrosoft&E IRz H| & ONTAP
B ITRELERNSMBHEMZFR
; RiFAsta= IR ThEERIESMBH
EWRIR;, HE. EAILEESHE
=B IE 3 E R TIBRHEE R

ITFREEONTAP. LI A%
A9

& #34FAmazon FSx for
ONTAP/GIR MBI, REEX

o

*ATISEN smo MR AT, MEX smb
AN “nfso

MENZEER, ntfs & mixed XFSMBE

WIS BN ntfs T mixed
FSMBE,

ONTAP NASEZ & iEIA R

S Description

Nl

nasType

securityStyle

unixPermissions

T ERUNAI7E 22 Astra TridentB GIZEFI{EFAONTAP NASIRENEF. AT T RiRECER

FILL KB X a{alig R imRET 2l StorageClasses FYIFHHE B

[EiREC B T

BXEREEER, 520X

B Description

version

storageDriverName FEIRshIZRR BT
backendName BE X A FEEIR

Default
IREL S 1

"ontap-nas" , "ontap-nas-
economy-" , "ontap-nas-
flexgroup" , "ontap-san",
"ontap-san-economy-"

IXGHFZFF R FR + "_" + dataLIF
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managementLIF

dataLIF

autoExportPolicy

autoExportCIDRs

labels

clientCertificate

68

Description Default

EEB¥E] SVM BIE LIF 89 IP bt "10.0.0.1", "2001 :

abcd @ @ : fefe]"
1T IEMetroClusteriJift, &44
TIEESVMEIELIF,

] LEE ST £ REE S (FQDN)o

WNR(ERALEE T Astra Trident. 7]
LUBIS E AERIPVEILE —-use
-ipv6 5o IPveHIIE AT 5 1E
SENX. 5I90: [28e8: d9fb: a825
. b7bf: 69a8: d02f: 9e7b:
3555],

WY LIF 89 1P btk EERIHBILEKE B SVM (MR KHE

TE)(FIN)
BiIIETE datalIF, WNRFKIRMLL
288, NAstra Trident& MSVMIZEY
BIELIF, SR LUEERTNFSHEE
BRIERSELIREIE A (FQDN). M
BILARIZRTEIRDNS,. LUEE SR
HELIF Z 8] S B0 £ 2 1,

AUEIRIREREN. BSW .

WMNRFEHLEET Astra Trident. NIB]
LU & B NEAIPveiitE ——use
-ipv6 ITnE. IPveitb ARG
SENX. f5la0: [28e8: d9fb: a825
. b7bf: 69a8: d02f: 9e7b:
3555],

BRI RMEHRS R #R  false
1Elo

f#H autoExportPolicy
autoExportCIDRs &, Astra
Tridentr] L BshEIE S H 5K,

BT ifiEKubernetesTi s IPBYCIDR ["0.0.0.0/0", ":
53R autoExportPolicy BR
Ho

R autoExportPolicy M
autoExportCIDRs 1%&Ijl. Astra
Tridentr] LA BohE IR S H 5K,

ENWHTEN—HERE JSON B "
BARE

2 FiEIEBA Base64 fRidE, A "
FEFIEPMBHIIE

1234

. /0T



2

=

clientPrivateKey

trustedCACertificate

username

password

svm

storagePrefix

limitAggregateUsage

limitVolumeSize

limitVolumeSize

lunsPerFlexvol

debugTraceFlags

nasType

Description

EFinE A% Base64 4wig
B, BFETFIERNBMHMIIE

Z{=E CA LAY Base64 4RifE,
Bk, BTFETFIEBHNSHIIE
AT IEERIER /SVM NEBF &,
BFETEIENSHDEIE

EREFISERE /ISYM NEE, ATE
FEENSHIIE

E{FMRY Storage Virtual Machine

£ SVM FECEHERIEANEIS.
RERTEEM
MRERAEBILBESL, NWEE
KMo

* RERTIERT ONTAP BY
Amazon FSx *

MRBEBRPERNEI I E. WE
BRI

PMRIFRNERNEDLLE. WES
BERMo

tboh. E=FREIE AgtreeFILUNLEL
REBHNENRAKN
qtreesPerFlexvol EMATFEE
XA MFlexVol g Aqtree$l,

&1 FlexVol B9E K LUN £, @470
£50, 200 EER

HPEHIBRN EERIRIR TS &
5 {"api": false , "method " :
true }

15701 debugTraceFlags FRIE
S EEH I THRIEHRH R E 4R
HE¥#,

Ao ENFSZSMBERIZE,
EINEIFE nfs, smb AT, ERIA

BERT. FRENESRNFSHEIR
BER=,

Default

WMEREBSVM. MR&E
managementLIF BI&E

Trident

" (BRIAER AR HISERE)

"(BRIAE S AR HISL )

"(BRIAEIR R AR FISE )

H}

nfs
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o Description Default

nfsMountOptions NFSHEHIETRE S 2 fR5FRo !

Kubernetes}F A EBIIEH TR E

EEFMEEPIEE. BUNREEESR

FoRIETEHERED. NAstra Trident
BRI FRFEME G E X

FERERVFERIET,

MREFEENEREXHEFRIEE
BE#HEIR, N Astra TridentRETEx
BRI A MBS B iRt

I,

gtreesPerFlexvol &1 FlexVol BIER K qtree %, 71 “200”
7£50, 300 EEMA

smbShare T EA ™Rz —: & smb-share

HMicrosoftE Iz H| & 3y ONTAPH:
SITREAIENSMBHENRZTR;

ARiFAsta= iR EITNEELIESMBHEE
R, HE. BrILESHET
LARA XS & TiB A E = 1510,

X FAZBONTAP, LS E A%
B

Lt EE3FFAmazon FSx for ONTAP
iR AAEI. REEAS,

USeREST FF{ER ONTAP REST API 9%5/R false
B, * AR *

useREST {EA— M RATN S ARE
&, BWAFULIME. mMARE
FEIERE, 1IRE Y true

« Astra Tridenti§ffEFIONTAP
REST API5 EimE TiE S, LthIhEE
FEFHONTAP 9. 1. 1M E=hR
7S, Ltboh. ERRIONTAP ERAE
WATENGHIR] ontap MAER., X
— R A FIE N K#HE vsadmin
M cluster-admin B,

useREST MetroCluster ~3 13,

AT EEEN G E RN
TR AR R EA R EETUERIBIARE defaults BBEED. BXTH, BEERUTRERH,

B Description Default
spaceAllocation LUN BY=SiBl 72 e true
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2

=

spaceReserve
snapshotPolicy

gosPolicy

adaptiveQosPolicy

snapshotReserve

splitOnClone

encryption

tieringPolicy

unixPermissions

snapshotDir
exportPolicy

securityStyle

Description

TEFMER; "L (&) =0
" (B

E{FMAAY Snapshot K&

ZHEIEINEDERY QoS HREELA,
ERENEEM / FIRAY gosPolicy
g} adaptiveQosPolicy Z—

ZREIENEDENBIEN QoS &R
BX4H, RS MEMEM / FiREY
qosPolicy Z¥ adaptiveQosPolicy Z

[e}

A% ontap-nas-economy.

FREROFNENER DL

BIETeER, MERXRIFDZ5ME

1£#7% £ /S FANetAppE INZE(NVE)
; BRIAA false. EfFRILLIEDR,
WIIEEEEE L3RG NVE BOIFRI /3
FA NVE .

MRERIHEETNAE. NI7EAstra
TridentfPECEREMEEIE S
FANAE,

EXEFMEE. BB "Astra
Trident?f1{fEl SNVEFINAERR & 1E A

o

fER" T "HIE RS
MERRI

EHIBRI WM . snapshot BR
EFEANSHER
MENZeER,

NFSX#F mixed Ml unix E&HIR
o

SMBS‘Z?% mixed fl ntfs Z&I&

Lo

Default
7o

p

%1% snapshotPolicy N"E" &

U\”J#glm
false

false

IEFF ONTAP 9.5 SVM-DR Z &l
BOERY " (XIRER "

T FNFSER"777"; JFFSMBEH
T (RER)

false

default
NFSERIAEN unixo

SMBERIAEA ntfso

7£ Astra Trident I QoS RELHAFE ONTAP 9.8 FES AN, EIVFEAIELE QoS HKERA
() | mEEmAslmETFE RS S, 2 QoS BEABHIE TIERSNEEILE T L

Ro
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HECE T
THE—TEXTRIAMERRG:

version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:
k8scluster: devl
backend: devl-nasbackend
svm: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: premium
exportPolicy: myk8scluster
snapshotPolicy: default
snapshotReserve: '10'

iEFTF ontap-nas # ontap-nas-flexgroups M. Astra Trident=RFERAMBITE S EFRSR
fRrlexvol BIKR/NSsnapshotReserveEEEMPvCcHEE, HAFIEK pvc BY, Astra Trident =#
RftECIZAREZSTEINRIR Flexvol . WITEAIHEBFE pvc FKREIFMEKRNAIEZE, MAE
INFERIERN=IE, F v21.07 Z#l, WRAFIEK pve (B30, 5GiB ) , #H snapshotReserve
7 508 , MREIKE 2.5 ciB HWAIETE, XERANBFRIBRHUEENEM snapshotReserve @HH
B— 1B tb. ETrident 21.07F. FHAFIEKRMNERETIE]. Astra TridentEX T snapshotReserve ¥#FRR
BIMNENBDL. XFAERTF ontap-nas-economyo S IATRAILLT BETERIE:

HEGENT:

Total volume size = (PVC requested size) / (1 - (snapshotReserve
percentage) / 100)

33F snapshotReserve = 50% , PVC &K =5GiB , HEA/\7 2/.5=10GiB, AJAKXK/NF 5GB , XEAF
£ PVC IBERFIEKRIA/N o volume show B NERSUUTRHIZEPUAILER:
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Vserver Volume Aggregate tat 'pe Size Available Used%

_pvc_89f1lcl56 3801 4ded4 9f9d _034d54c395f74
online Rw 18GB

pvc_eB372153_9ad9_474a_951a_088ael5elc@ba
online RW 1GB

2 entries were displayed.

TEF4R Astra Trident B, FtaiREMNINE ERFREB LR IGBEES. MTEALZZFCIENE, ENIARE
SR/, DUEMZRFIFTMAIE. H190. BEFEH2 GiB PVC snapshotReserve=50 ZRIMNERZE. E0lig
1 GiBRIAIE=ia), 0, KFEK/NEAEA 3GIB A ANAIEFE— 6 GiB £ _Ligft 3GiB f9AI E =8,

xIRECERA
UTFRAIERTRAZSHEHREANBRANENESELE, XBEXEHRNRESETT .

@ WNERTEFR A Trident BY NetApp ONTAP _EfEF Amazon FSx , ##iX A LIF 8% DNS &#F, A
2 P H#ufik,

HRIXECE <code>ontap-nas-economy</code>

version: 1

storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

MR{EECE <code>ontap-nas-flexgroup</code>

version: 1

storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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SMBEMRIREE

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
nasType: smb

securityStyle: ntfs
unixPermissions: ""
dataLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password

EFIEBRI SR INIE

Xe— EEHEETRGl, clientCertificate, clientPrivateKey, #
trustedCACertificate (MRFEARECA. MANHEPFIET backend. json M FIRARFIHIER.
ZRZEANAECAIEFRRIbase644miL(E,

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

dataLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXR0ZXJwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix
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B5)S ke

IR 2R T WAl Astra Trident (ERATHAS S H R EMIEN EESHRRR, HREXTHENL
ontap-nas-economy M ontap-nas-flexgroup JoIIEFo

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password
nfsMountOptions: nfsvers=4

{EFIPV6thE

I RFIERT managementLIF {EHIPveiit,

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: "[5c5d:5edf:8f:7657:bef8:1090:1b41:d491]1"
labels:
k8scluster: test-cluster-east-la
backend: testl-ontap-ipv6
svm: nas_1ipvé6 svm
username: vsadmin

password: password



{#EFASMB#%HEJAmazon FSx for ONTAP

o smbShare {EFASMB&RIFSx for ONTAPEE S,

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

datalLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXROZXJIJwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

RE A = i~ f51)

ZETHETRHNRFIRREXXGHF. NPABFEMNSE TIREMIAME. B30 spacerReserve J.
spaceAllocation Mfalse. #l encryption Hfalse, EINHMEFMEELD PHITE N

Astra Trident=7E"Comments"FE IS B EITE. 7EFlexVol EIZE T R ontap-nas FFlexGroup
ontap-nas-flexgroup. {ERCERY. Astra Trident= R BN _ ENFIEREEHIEIZEES. AT HERR. &
EEIE R A LURITE A8 B A E E XIRE,

EXLERGIR, EEEFEMSEITIRE spaceReserve, spaceBAllocation, M encryption {H. MELE
MEBEHIAE
E=EmHA o
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ONTAP NASfl

version: 1
storageDriverName
managementLIF: 10
svm: svm nfs
username: admin

password: <passwo

nfsMountOptions:

defaults:
spaceReserve: n
encryption: 'fa

gosPolicy: stan
labels:
store: nas_stor
k8scluster: pro
region: us east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us east 1
defaults:
spaceReserve:
encryption: '
unixPermissio
adaptiveQosPo
- labels:
app: slack
cost: '75"
zone: us east 1
defaults:
spaceReserve:
encryption: '
unixPermissio
- labels:
department: 1
creditpoints:
zone: us_east 1
defaults:
spaceReserve:

encryption: '

: ontap—-nas
.0.0.1

rd>
nfsvers=4

one
lse'
dard

e
d-cluster-1

a

volume
true'
ns: '0755"

licy: adaptive-premium

b

none
true'
ns: '0755"

egal
'5000'"
b

none

true'

unixPermissions: '0755"

- labels:
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app: wordpress
cost: '50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: 'true'
unixPermissions: '0775'
labels:
app: mysqgldb
cost: '25'
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"



ONTAP NAS FlexGroup:Rfjl

version: 1
storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: flexgroup store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '50000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: gold

creditpoints: '30000"'
zone: us_east 1b
defaults:

SpaceReserve . none

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: silver

creditpoints: '20000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

protection: bronze
creditpoints: '10000"
zone: us_east 1d
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defaults:

spaceReserve: volume

encryption: 'false'

unixPermissions:

I GTTET



ONTAP NASZZF MR

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: '6000'
zone: us_east la
defaults:
spaceReserve: volume

encryption: 'true'
unixPermissions: '0755'
- labels:

protection: bronze

creditpoints: '5000'
zone: us_east 1b
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0755'
- labels:

department: engineering

creditpoints: '3000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

department: humanresource
creditpoints: '2000'
zone: us_east 1d
defaults:
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spaceReserve: volume
encryption: 'false'
unixPermissions: '0775'

B EiHSTE| StorageClasses

LU R StorageClassEXIEE M [FE /S0, A parameters.selector FEEH. & StorageClass#l
2FEHTATRESNEDNL, SBEEERIERENE N AHE.

* o protection-gold StorageClassiFMRFEIPRIE—NFIE Z PN EIMAH ontap-nas-flexgroup fg
i, XM B —IRMHBRERIPAIA,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: netapp.io/trident
parameters:
selector: "protection=gold"
fsType: "ext4d"

* . protection-not-gold StorageClassMEtEIFRHYE = NFIFEMEMEA ontap-nas-flexgroup
[Gif. XLt B —IRHEETRIAIMRIPEIIRIM,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: netapp.io/trident
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* o app-mysqgldb StorageClassiGBRETE PRI AP EIAM ontap-nas fGif. XEAmysqldoZEEAIR A
FEFRHEE DA E R —t,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: app-mysqgldb
provisioner: netapp.io/trident
parameters:
selector: "app=mysgldb"
fsType: "ext4d"

* o, protection-silver-creditpoints-20k StorageClassi&RgtE|FAYE =B ontap-nas-

flexgroup [Gif. XEM—IRMHREERIFF20000™ME AR,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: netapp.io/trident
parameters:
selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

* o creditpoints-5k StorageClassiFRTEIPRIE =D EAM ontap-nas FHIFIHME Z N EIAA
ontap-nas-economy [Gif. XEM——{EH=E/I500089:t™~ Mo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: netapp.io/trident
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

Astra Tridenti§/RTEZEZM N EMA. FHRFRBEFHEER,
B datalLlF YIMAECES

TR UTEARECE R ECRBUELIF. HERBITU TS, NG IHJSONS R EHAVEIELIF,

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>
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@ EE%PVCE%EU—/PEJZ%/PPM\ MABRAFFENNPod. ARKEMER. FHEBIELIFAEE
o

iEFF NetApp ONTAP A9 Amazon FSX

% Astra Trident 53&FT NetApp ONTAP Y Amazon FSX &&1E M

"1& T NetApp ONTAP B Amazon FSX" @— 2t EMNAWSARS. rI{EE - Bah#l
1IZ1THNetApp ONTAP FEIRERARIRHESZIFHNXH RS, EBHERTFTONTAP BYFSX.

1EE] UF) RIS SEHINetAppIhAE. HAEFIEIRETHAE. FIRFIBEAWS EFMEEUERIE @
M. REM. ZEMMEY EM, FSX for ONTAP X1FHONTAP X4+ R A HEEFM EIEAPI,

pu

XHRGEZE Amazon FSX RV EBRZIR, FINTAEPERERY ONTAP &8, &1 SVM H, EALIGIE—1
20 E, REERRBXAMXHREFEEXRATRIHIESR. EEIEMAT NetApp ONTAP #J Amazon FSX
, Data ONTAP RfEAN=HFEITEX R SR M. MBI RGEETTA * NetApp ONTAP *

BT 3% Astra Trident 5iEATF NetApp ONTAP B Amazon FSx & &ER, &r]LIFA{RTE Amazon Elastic
Kubernetes Service (EKS) H3infTHY Kubernetes &£ AILIECE B ONTAP F {0 HIRA Xk At E.

iEFF NetApp ONTAP BJ Amazon FSX {8 "FabricPool" L EIEFER. @I T, EaURIESIESTREH
B RAGEIREETE R o

AEEM
* SMB#&:
° SMBEX#H#FEHH ontap-nas XRIREHTEFo

° Astra Trident{¥Z & SMBEEEH ElWindows T3 = _EiE1TAIPod,

* TridentZToAMBRTERB B T Boh& B EIAmazon FSXX U RS LEIENE. EMIER PVC , EEEFshfiFR PV
# ONTAP B9 FSX &, ERFIEICIREER , BHRITLLTIRE:

° TBMEER " IREEE " REEIEAT ONTAP By FSX XS, RECIZTIERIBRABMER, B
TR ERFIR IR,

° %Hﬂ AR ERIR " B, RRABmHE&EN. RRBIEMFILUE Trdent BIIMERE, MERE—TFhT
o

v Backup and maintenance - optional

Daily automatic backup Info
Amazon F5x can protect your data through daily backups

Enabled
© Disabled
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IRShiER
f&a] LAEA LR IR BhAZ 45 Astra Trident5i& FH FNetApp ONTAP EYAmazon FSxEERK :

* ontap-san: BRBEMNSIMPVEIZEBZHAmMazon FSX for NetApp ONTAP &HAI—PLUN,

* ontap-san-economy. BCENEMPVERE—TLUN. ¥ FNetApp ONTAP %#. & Amazon FSXHILUN
HEEAEEN.,
* ontap-nas. ECENEMPVER—MEF FNetApp ONTAP BY5EEAmazon FSX%E.

* ontap-nas-economy. ECEMEINPVEIZR—qtree. ¥ FNetApp ONTAP &. &1 Amazon FSXHqtree
HEZEAEEN,

* ontap-nas-flexgroup: EEEMEIMPVEIZR—MEFRTNetApp ONTAP FlexGroup HI5EEAmazon FSX
%o

BXRIEEFFMER. EED "ONTAP REpIERFE",
SWIE
Astra TridentiR (I F# Z 2 IIFE .
* EFIEH: Astra Trident KA SVM ELRERIERS FSX XHERS LA SVM #HITE(S,

c EFEIE: ErIUEA fsxadmin XHERAHAF vsadmin ASVMECERAF.

Astra TridentR{E39iE4T vsadmin SYMAR RESHERAENEMEIMES, 10
(1) FNetApp ONTAP #Amazon FSXEE £sxadmin HIRBIRONTAP HIFIF admin B
Po EN1BRZVEIER vsadmin A Astra Tridents

U EHRREUEETERENA EZMETIEBN A A2 E#EE), B2, REZ IR EREMER. WSk
SIBERN, BB EMEHINIESZE. KM EIHREEPRBRIE 5%,
BEXBRBMIIENFHAER. F2RERTENRIZEF RN B HDIIE:

* "ONTAP NASH {4 3% "

* "ONTAP SANES {458 F"

THREZER

* "Amazon FSX for NetApp ONTAP 14"
* "G 3XEFAF NetApp ONTAP HJ Amazon FSX MEE X E

£ & T NetApp ONTAP fJAmazon FSX

&0 LUEIE AT NetApp ONTAP FJAmazon FSXX RS 5 Astra TridentSER. LAFRTR
7£Amazon Elastic Kubernetes Service (EKS)Fiz1THIKubernetes& 8 0] LAFC & FHONTAP
IR SZIFERA KA LS
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R
LtEGh "Astra Trident Z23R"EBIFEAFONTAP BIFSx5Astra Trident&ERL. BEE:

+ EEMIMEAmazon EKSEE S H B1EKubernetes&E ¥ kubectl BRE,

s AT MEEM T ET =iA1a A E Amazon FSx for NetApp ONTAPX {4 £ 4:#1Storage Virtual Machine
(SVM)o

* WEBILENI(ET R "NFSEISCSI",

@ HRZEAmazon LinuxFlUbuntuFr BT s R T BI#H1TIR(E "Amazon Machine BREER"  (
AMIS ) , BEREUATFER EKS AMI 38,

* Astra Trident{XZ##i5SMBEEZ EIWindows T = _Liz{THPod, 15& M EFECESMBE THIFMAEE.
ONTAP SANFINASIXEHIZFER
(D mEErSMBEEE. MBI EERESVBE SIREH .

g
1. FEREP—FhEFZE Astra Trident "SFZ757%"

2. IREESVMEELIF DNSEFFR, fBlal. FHAWSHLITREEX DNSName FAIZEE Endpoints —
Management IE{TA LG

aws fsx describe-storage-virtual-machines --region <file system region>

3. BIENMREIES "NASFIHSHIUIE" & "SANSIHS 7 IUIE"

BRI UM AT LA R R AT R EFER SSH BREINXHERS (Hla0, ZEIEB) . FH
fsxadmin AP, QIEXEHRSGNEEENZREUMTHEIEDNSEZFR aws fsx describe-

file-systemso

4. ERERIEBMERE LIF B9 DNS BRI EmXMH, AT RGIFR:
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YAML

version: 1

storageDriverName: ontap-san

backendName: customBackendName

managementLIF: svm—XXXXXXXXXXXXXXKXXX .L5—XXXXXXXXXXXKXXXXKXX . fsx.us~—
east-2.aws.internal

svm: svm01l

clientCertificate: ZXR0OZXJwYXB...ICMgJd3BhcGVyc2

clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz

JSON

{
"version": 1,
"storageDriverName": "ontap-san",
"backendName": "customBackendName",
"managementLIF": "svm-XXXXXXXXXXXXXXXXX.fs-

XX XKXXKXXKXXKXXKXXXXXX . fsx.us—-east-2.aws.internal",
"svm": "svmO1l",
"clientCertificate": "ZXROZXJIJwYXB...ICMgJ3BhcGVyc2",
"clientPrivateKey": "vciwKIyAgZG...OcnksIGR1lc2NyaX",
"trustedCACertificate": "zcyBbaG...b3Igb3duIGNsYXNz"

BEXUERmNER, B TEE:

> “fEFONTAP NASIREHIEFEC & R iH"
° " ONTAP SAN IR FE & R im"

4

EEERG. ERILGIE "FiEE, IEESUNLREEEZE Pod H

EBIESMBS

TR LA AECESMBE ontap-nas WEpEF. FEMAT ONTAP SANFINASIRGIIZFERL el TH B
FaZal

7 HEERECESMB% ontap-nas WEITERF. NAFUHRE AT &G

* —PKubernetes&Ef. EFRBEE—MLinuxiThlgs T 2 URELD—1NEITWindows Server 201989Windows T
ET 5, Astra TridentfN 3518 SMB&EIEE ZE|WindowsT 52 _Eiz1THIPod,
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* E/b—EEActive DirectoryZiEHIAstra TridentZH, MUEKZR$A smbereds:

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* BEE AWindowsREZHICSIIE, ACE csi-proxy. 1BEM "GitHub: CSIHTIE" 8§ "GitHub: i&F
FWindowsHICSI{LIE" & FEWindows_LiziTHIKubernetes T 50
T

1. 8JESMBHE, ErIUFEARAUTHRHMARZ—CIESMBEERE "I\/Iicrosoft"éﬁ?i{%']‘m“",\¥Y1¢9€ﬁf¥$
FTTHEAONTAP S 1THRE. EFEAONTAP i TREAIESMBHRE., HHMITIU TR E:

a. NBEXVE, NHECIEBRRBIZEM,

o vserver cifs share create ML EECIEHZFHEINE-pathiEMHPIEENRER. NRIEER
BARFE, WapRRK,

b. B 5EESVMEEHSMBHE:

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C. IWIFRTBELERE:

vserver cifs share show -share-name share name

() #BR bl sV £ TREE¥EEL.

2. QIEEEIRRY. MAECE U TABRLUIEESMBE. BXIEMATONTAP FiniFTEFSXECEETL. FS W &
FONTAP HIFSXEC & ETAR A"

B Description Al

smbShare o EL TRz —: & smb-share
FBMicrosoft EIE{T %l & L ONTAP
mYITRECIEANSMBRENR
R, HE A IFAsta=iEZITHAES]
ESMBHER AR,

JFFAmazon FSx for ONTAPfG
im. WWBHIENE

nasType WAIEE S smb YR AT. NMEK smb
i*y‘j ‘nfso
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S Description A5

securityStyle HEMNZEET, ntfs 5 mixed ¥} FSMBE
ATIZE N ntfs of mixed F3
FSMB%.,

unixPermissions HENER, XFSMBE. HmE "
To

& T ONTAP FIFSXED & &I AN~ 151
T RRIEFATFONTAP AYAmazon FSXMGIRECE 1D, AATiett T BiRicE R G,

[EiREC B I

BXEREEER, 520X

= Description ]l
version YREEN 1
storageDriverName FEIREHIZF AR TR ontap-nas, ontap-nas-

economy, ontap-nas-
flexgroup, ontap-san,
ontap-san—-economy

backendName BE X B FiEEin IXGHFZRFRAFR + " " + dataLIF
managementLIF g8t SVM B2 LIF 89 IP sk "10.0.0.1", "2001 : 1234 :
abed @ © . fefe]"

1T iEMetroClustertlJit, &44
TIEESVMEIELIF,

] LEE ST £ REE S (FQDN),

WNR(ERALEE T Astra Trident. 7]
LB E AERIPVEIlE --use
-ipv6 Fr&o IPveHIIb AT 5 1E
SENX. 5l90: [28e8: d9fb: a825
. b7bf: 69a8: d02f: 9e7b:
3555],
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dataLlIF

autoExportPolicy

autoExportCIDRs

labels

clientCertificate

clientPrivateKey

trustedCACertificate

username

90

Description

X LIF B9 IP ik,

* ONTAP NASIREHIZF*: EBilis
TEdataLlF, SNERFRIEMHULSE
MAstra Trident& MSVMIREXER
BLIF, &olLIEER FNFSIEH R
EM L PREE R (FQDN). Mme]
LIBIZEEIFDNS. LUETEZ MR
ELIF Z 8] SR fa & F17, vl LATEH])
BISEREN. 1BEEW .

* ONTAP SANIRZHFERE*: &
FiSCSIFETE. Astra Tridentfs
FHONTAP JEF M4 LUNBRET K & T8
U ERERTEFTEMISCI LIF, 308
BEMAE X T dataLIF. NMIS4EREZE

= =

Ho

WREALEE T Astra Trident. NIF]
LU E NEAIPveiitE -—use
-ipv6 ITnE. IPveHiE AT SE
SENX. Hg0: [28e8: d9fb: a825
. b7bf: 69a8: d02f: 9e7b:
3555],

ERBEMEIEMEHFHRE[HR  false

1Elo

R autoExportPolicy
autoExportCIDRs &, Astra
TridentA] LA Bh B IE S H 5K,

FFiHikKubernetes T s IPHICIDR "["0.0.0.0/0 ", ":

53R autoExportPolicy BEE
o

R autoExportPolicy
autoExportCIDRs &, Astra
Trident®] LA B 5h EIE T H 5K

BWYVHAFTEN—AHEE JSON B
RIARE

= PiRiE B Base64 4Ri3{E, F
FEFIEBNEHIEIE
EPinE A% HA Base64 Jwi5
B, BTFETIERNEHIIE
Z{=1E CA L HHY Base64 JRi3(E,
%, ATETEBHE R,

AT EERI SR SVMBIA R R,
BTFETRENSHEIE. f

. vsadmine

Nl

: /0 ll]ll



2

=

password

svm

storagePrefix

limitAggregateUsage

limitVolumeSize

lunsPerFlexvol

debugTraceFlags

nfsMountOptions

Description NGl

AT EERI SR SVMII R, A
FETFRENS DRI,

E{FAM Storage Virtual Machine  #NSR$EESVMEIELIFNKAE,
£ SVM R EFHENERANEIZR. trident

BIBETAEN. BEEMILSH.
BEELIB—I B EIR.

J&/N+EEAmazon FSx for NetApp &7,
ONTAP,

R fsxadmin M vsadmin 5

MEEKNEREAFERBRTERIN

FH%EJ F{ERAstra Tridentdt Ei#1TR
I [o]

MRBFBRPERNEILE. WE " BOAER TRRESLHE)
BRI

tbsh. E=PREIE 7qtreeFILUNLEL
REBNENRAKN
qtreesPerFlexvol EMATFEHE
X & MFlexVol BgzAqtree#i

S FlexVol IR ALUNEUARE 100
50. 2005EEIA,

{YSAN,

HWIEHRN EFERANARINS. & T
5 {"api": false , "method " :
true }

15711ER debugTraceFlags BRIE
BIEERITHIEHRRHFEZ AN
HEF i,

NFSEHIAIAE S 73 MR 120

Kubernetes}FA EBIIEH TR E

EFMEEPIEE. BUNREFME

hoRIETEFEH A, MAstra Trident
B EhRE(FERFMEEIRICE X HF P

FERERVFERIED,

MREFEENEREXHETRIEE
LR, N Astra TridentR 1%

Hﬁﬂ’ﬂiﬂ'l&%kiﬁ%&ﬁ?ﬁﬁiﬁ
i,
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S Description A5

nasType BEENFSESMB&E I, nfs
EIEE nfs, smb AT

AR BN smb W FSMBE, *
MRIGERT. MEHAANFSE,

gtreesPerFlexvol 8 FlexVol B95xK qtree £, w71 200
7£50, 300 EEN
smbShare BaLIEE U EmMz—: f# smb-share

FBMicrosoft® iE?:fE'JL‘IJZONTAPnp
LITRmEIENSMBE ;E’J%ﬁ’]’
HE AIFAsta=IRE|INEERI ESMB

HE=R,

3tFAmazon FSx for ONTAP/G .
B HE2NEDN,

USeREST BF{EFH ONTAP REST APl B9%/R false
S, * FHATE *

useREST fERN— M AT SRR
. BWNATFIRAFE. MARE
FEI{ENEH., EBEHNN true

. Astra Tridenti&fEEFHONTAP
REST API5 iRl iTiE s,

HIHREEEFEAONTAP 9. 111K FE
ShRAs, ttIh. EFIBIONTAP ER
BBENTERGHIRE ontap AR
Fo X— s Al@id FRE XK B

vsadmin M cluster-admin f8

o

T3 datalIF YIBECER
SR UEVIREE R ENEUELIF. HERBEITUTHm S, AMEIRISON IR EHIEUELIF,

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>

@ QE%PVC EEE—PHZMPod. MHBRAFFENNPod. ARKEMER. FHEUELIFAEE
Ko

FAFEE SN IR E LM
TR AR R EAREETUERIBIARCE defaults BEEED. BXTA, BEERUTRERG,
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2

=

spaceAllocation

spaceReserve

snapshotPolicy

gosPolicy

adaptiveQosPolicy

snapshotReserve

splitOnClone

encryption

luksEncryption

tieringPolicy

unixPermissions

Description

LUN B=iB1 A ER

TEMEEN; "k (KFE) ;"
5" (B

E{FFARY Snapshot L
ZEHBIENEDEH QoS LA,
RSN EFEMEEIRRIqosPolicy
g{adaptiveQosPolicy Z —o

£ Astra Trident FfEEFH QoS ZRE&LH

=2 ONTAP 9.8 S{ESARAS,

BINERIEEZQoSHRARA. Hif
RERBADHNATF ST HDE,
HE QoS RESAREXFIE TIEfE
NEFHEXH LR,

Default
true

none

none

ENEIRNEDERIBIEN QoS &R °

B&LH, EFENEENH G
AJqosPolicys{adaptiveQosPolicy 2

o}

A% ontap-nas-economy.

FREROTAENER DL

BIZTER, MERXRIFDE7TE

1T¥% _E B FNetAppEBIIZ(NVE)
5 BIAA false. BEfERILIED,
AT S EE 3RS NVE BOIFRIHE
FA NVE »

NREFUWEA TNAE. MTEAstra
TridentRECEREREERTE
FANAE,

EXFAEE. E5N: "Astra
Tridentd1{fal SNVEFINAEE &{E A

[e}

BRLUKSIZE, F&0 "EALinux

Si—EEAIRE (LUKS)"

{YSAN,
EFHIER none

MEREL,
I FSMBERE N,

%1% snapshotPolicy /¥ none,
else"

false

false

snapshot-only I&@FFONTAP
9.5 SVM-DRZ HitVFEZ &
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o Description Default
securityStyle MENLTEER, NFSERIAEN unixo

NFS#F mixed fl unix Z&HiR SMBEIAMEN ntfso
o

SMBE‘Z?% mixed Ml ntfs TR

o

il

f#H nasType, node-stage-secret-name, # node- stage-secret—-namespaces Ea] LIIEESMBHE
FIRMHFrEERYActive DirectoryEE, SMB&EXIFER ontap-nas NRIXKENTER.

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: nas-smb-scC

provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-nas"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

5 kubectl Sl /FiH

BImENX T Astra Trident 5SEERAZIBINXFR. EFIF Astra Trident WA S5 ZZ RS
HITIBE, UK Astra Trident d0{EI MiZ7E 11%%2?‘@3%%0 23t Astra Trident f[§, F— L/'ZIE
tli2/5l%. o TridentBackendConfig BiIBENXRIRENX(CRD). &AL IEEZE
idKubernetes RESIZEFM E IR Trident/GiH. &R LUERARITIIZIE kubectl 8§
5Kubernetes7 & N EFMBICLIT B,

TridentBackendConfig

TridentBackendConfig (tbc, tbconfig, tbackendconfig)@—NarRANTNEMFIIHCRD. AIBFE
IEAstra Trident/5ifi kubectlo, MITE. Kubernetesf17ZfEEIE 5 v LIEH @ idKubernetesin ST R EEIEME
Biein. MEAHEAGSITERIERF (tridentctl) o

Bll##8Y TridentBackendConfig MR, FERELUTIER:

* Astra Trident 2IREZIR BN E BohtIEEIR. IWEENZPRTA TridentBackend (tbe,
tridentbackend) CRo

* o TridentBackendConfig Mi—#4fE %] TridentBackend XEHAstra TridentliZE,

B TridentBackendConfig A% —IFT—MEt TridentBackendo BiI& & NEFIRENATFIIHAA
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BEHRNEZED,; BEER Trident RNEFR IR RIA o

(D TridentBackend CRSHAstra TridentEaitliE. & * AR * BHEN]. NREFHGH. 5@
IHEBRHITILIRME TridentBackendConfig MR,

B, BB WL TFRA TridentBackendConfig CR:

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

TR ABFERRIRG] "Trident Z3i2F" FAREET S / IRSHTHIEEB R,

o spec RBNEIRIFENEESE, FRFIP. FiHfER ontap-san FERIIER. HERLILAFIRIEE
28, BXAEFEERDIEFNEERDSIR, B2 "FEREFNEIRLEEEE

o spec FBTILEIE credentials Ml deletionPolicy FE&. XEFEEHEFFIZAY
TridentBackendConfig CR:

* credentials: JJI[Z’(R?&TLEZ\iE—?—ER\ BERTREEAR/RSHITEHRIENER, LEEIEENAFE!
#28 Kubernetes Secret . EREFBEUANAFNEE, FALSSHIEIR.

* deletionPolicy: WFERENXTEMFERABINHMITHIIRIE TridentBackendConfig BEfibR. B©RILEA
TR AgeEZ—:
° delete: XFEMIPRXFHE TridentBackendConfig CRIUANMKEXMGIR. XEIAE,

° retain: HHIBES TridentBackendConfig CREMIR. FBIREXNFE. SIERHITER
tridentctlo FMIPRIRESIGE N retain ﬁifFﬁH)'—L'B%&EUE,HHHﬁZK(Z‘I.O4ZHIJE’]H)§2|K)#T%“’J@U§¥EI'\JE
. WWFERRIER LATEZ [EEH TridentBackendConfig BEIE,

[EIRMI R FRER#FITIRE spec.backendName, WMRKIEE. NEHNZFIFILEHHZFF
@ TridentBackendConfig X% (metadata.name), EiXERERIZERIHZFR

spec.backendNameo

FAAEMNGIR tridentctl ;R B XELA TridentBackendConfig XR, ERILUAERERE
ISR kubectl BT TridentBackendConfig CR.ATUNMEEMEREIBECE S E (!
i spec.backendName, spec.storagePrefix, spec.storageDriverName’ %)

o Astra TridentiBmh4EFEIEN "TridentBackendConfig {E R EIFIE G,
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SR
LSRRG kubectl. BT TR E:

1. BlEE "Kubernetes #172", LZEAEIE Astra Trident STEEERE / RS BEFIENER,

2. 8 TridentBackendConfig MR, HPBEEXFMHER / RSFMAER, H3IAT L—PPelE
HYE R,

tiERIRE. BRI LUERAMEREIRES kubect]l get tbc <tbc-name> -n <trident-namespace> FHUE
HMiFAEE,

%1% i Kubernetes 13
BE—IME, EFESEHRNIARER. XEENFERS /I FEFEEN. UTE2—1n5):

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml
apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-san-secret
type: Opaque
stringData:
username: cluster-admin
password: password

TRLETEMNEFHTENNEFLMESHNFER:

FEF EHE F IR M FEgia)ER R

Azure NetApp Files clientld NBRRE ISR ID

Cloud Volumes Service for GCP private_key_id EHZIAN ID, BB CVS BIER
ATEY GCP BRS5HKF BY API 4
By —a&k 9

Cloud Volumes Service for GCP private_key EHZ(H, BEE CVS BIERARN

GCP RSB H9 APl Z2$ARY—2B5

Element ( NetApp HCI/SolidFire Ui fEAAFEER SolidFire S£8¥8Y

) MVIP

ONTAP username BFEEDIEE /ISVM BB &,
BTFEFERENEHIEIE

ONTAP password EIET|&ERE /ISVM RS, BFE
FEIRNB R IIIE
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FiEF aNEF R

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

M
& P imtX PR A

BR#&

chaplnitiatorSecret

chapTargetUsername

chapTargetinitiatorSecret

FEgin) itk

EFinE A% A8 Base64 4Rhg
B ATETIEPHNEHIE

NP &, W3R useCHAP=true
, MAKFED, EATF ontap-san
# ontap-san-economy

CHAP BapiZFEH. 1R
useCHAP=true , MANFEDL, &
AT ontap-san | ontap-san-
economy

BirAF&. MR useCHAP=true
, WANE, EBATF ontap-san
# ontap-san-economy

CHAP BirathiZF%5H. R
useCHAP=true , MIAHNFE, &
FBF ontap-san # ontap-san-
economy

BEFS| BT BEREIEAINE spec.credentials FER TridentBackendConfig £ F—F HEIER R

o

%29 6I# TridentBackendConfig CR

WME. EAILEIET TridentBackendConfig CRIEMRGIP. BEAMGEL ontap-san KehiEFEERH
BI#ZH TridentBackendConfig MR TR

kubectl -n trident create -f backend-tbc-ontap-san.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

$3% . WIFAVIAFS TridentBackendConfig CR

)

£. BT TridentBackendConfig cr. ERILISIEPIRES. 1BEEWLLTRE):

kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-

bab2699%e6ab8 Bound Success

BRI EHRHRFELSEER TridentBackendConfig CR.

MEgRT AR TMEZ —!

* Bound: TridentBackendConfig CR5GIHXEL. FIREE configRef IREN

TridentBackendConfig CRAJUID,

* Unbound: FA#EH ""s o TridentBackendConfig MRAHBEEIGiH. FTEMEIERN

TridentBackendConfig BAINER T CRSTFILMER. IWMERLREERE, BT EBEXERA

"Unbound (BEUH4EE) "o

* Deleting. TridentBackendConfig CR deletionPolicy BI&& Ndelete, &

TridentBackendConfig CRIG#HMIFR. ERTEEIDeletingtRiso

° MNBRFHAFEEKAEEIBRKPVC). 1BMIFR TridentBackendConfig T Astra TridentflbRS %
Xz TridentBackendConfig CR.

c MRBIHFEE—ITHZD PVC , MEHANBIFRIRES. o TridentBackendConfig CREEEWMFH NMIBR
ME%, fRUHF] TridentBackendConfig RBEMBRFIEPVCEZA MR,

* Lost: 5XBXMUEI% TridentBackendConfig BN EMPET CRHM TridentBackendConfig CR

5| BEMRNER. o TridentBackendConfig TiBFERAMA. HEIMERCR deletionPolicy ft

o

* Unknown: Astra TridentB/5HE 5 XN GIRAIRESHEEFE TridentBackendConfig CR.AIU0. 40
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EAPIfRSE 28RN EY tridentbackends.trident.netapp.io f/DPCRD, i

XEIE

EUtFEr, EmMTZhEIERR! thoh, ErILESZMESE, FI Ein Sl immER"

ERILUETT A R ap < SRIRENE K IHRTIFAER .

kubectl -n trident get tbc backend-tbc-ontap-san -o wide

NAME BACKEND NAME BACKEND UUID
PHASE STATUS STORAGE DRIVER DELETION POLICY

EREAF T,

backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£f60-4d4a-8ef6-

bab2699%e6ab8 Bound Success ontap-san delete

b, EIE BT LASREXBIYAML/JSONS%f#E TridentBackendConfigo

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: "2021-04-21T20:45:112Z"
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san

namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
storageDriverName: ontap-san
svm: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6f60-4d4a-8ef6-bab2699e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo B & backendName #] backenduuID AN BIE/GIHEY TridentBackendConfig CR.o
lastOperationStatus FEEFRRLRIEIERVIRE TridentBackendConfig cr. AJLA AP LA (0. A
PEHRERTELAR spec)zHAstra Tridentfifi &k (5140, 1EAstra TridentEFEahERIE]). FTLARALN, AL
TBKM, phase RRZIEJKXRAMIKRE TridentBackendConfig CRMGiIR, E LEAVRHIF. phase BEHF
EE. XELKE TridentBackendConfig CR5GiRXEL,

BRI LIBTT kubectl -n trident describe tbc <tbc-cr-name> 8p<% LIFRENEHBHENIFAEE,

@ EREE BTN E S KBXRIEiR TridentBackendConfig FWRFEMA tridentctl, T HEY]
?ﬁﬁﬁﬁ&ﬁqﬁ% tridentctl # TridentBackendConfig, "5Z LI,

£ kubectl ITEIFEIE
TRRMNFERRITRIREIEREIE kubect 1o
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llE3 =Y

fE& TridentBackendConfig. EALIFERAstra TridentBlif/{RE G (ETF deletionPolicy) - M
[Gim. 1BHR deletionPolicy IRE Ndelete, XMIf& TridentBackendConfig. IBHEER
deletionPolicy IRENFRE. XFAIURFREIRIMAEE. HolERFHITEIE tridentctlo

kubectl delete tbc <tbc-name> -n trident

Astra Trident A& MIBR EEFE B BIKubernetest| 2 TridentBackendConfig. Kubernetes FAF fa TiRIER
o MFRMZERIRIUIND. REERIRRERVIER, A MEERBR.

EERIN AR

IBITUA TS
kubectl get tbc -n trident

AT LUIETT tridentct]l get backend -n trident 3 tridentctl get backend -o yaml -n
trident REVFAIBERIRAVFIR, IHIFREFGEIEEAEIENEN tridentctlo

Eiain
BRI IaEE SFRE!

* FRREAFNEEEENR. EEMERE. BFEAPFERANKubernetes Secret TridentBackendConfig 7
TR, Astra Trident FERIREN R ESIEEERGE. BT TS LUES Kubernetes Secret :

kubectl apply -f <updated-secret-file.yaml> -n trident

y EEEE?E?’B%‘& (FIgNFR{EFRAY ONTAP SVM BIEFR) o
EXMER . TridentBackendConfig AU EEZEIIKubernetes BFXT K,

kubectl apply -f <updated-backend-file.yaml>

&, WA IMEHITELL TridentBackendConfig criz{TUA TaE<

kubectl edit tbc <tbc-name> -n trident

MREHEMEY, NEHNEFREE LREMEER. BB IETREERTUBELERR
kubectl get tbc <tbc-name> -o yaml -n trident 3§ kubectl describe tbc <tbc-name> -n
tridento
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MEHEBIEEEXHFHNREGE, ErRIUERIETT update 8%,

{8 tridentctl {TEIHEIE
THEENPMERNITRIREIEIR(E tridentctls

elf=I=rs
BIRE EIREEXT, BTN TR

tridentctl create backend -f <backend-file> -n trident
MREHEIEEN, NEKEEEHRINAE, EILUsTU TaSREERAEUBRELAERRA:
tridentctl logs -n trident

HBEHBEREXHRNREE. BRFISITEE create %

llEEE
E M Astra Trident FRIIBRIEN, TBHITIUTIRIE:
1. KRR R

tridentctl get backend -n trident
2. fipREs:

tridentctl delete backend <backend-name> -n trident

@ 9N2R Astra Trident MIL/RIRECE T HEFERISHIRER, NHFREHEELHEERE, BG4
S50F " RR "OIRES, T Trident IFALSEEXLEEMIRIE, HEREMBRLL,

EEIEER
BEBEE Trident 7TEEMEIR, BHRITUTIRE:
s BIREWHE, BETUTHS:

tridentctl get backend -n trident
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* BREFTAFAESR, BBITUTH<!

tridentctl get backend -o json -n trident

Eiiain
BRMNEREEXHE, BTUTHS

tridentctl update backend <backend-name> -f <backend-file> -n trident

ﬂﬂ%l‘iﬁﬁ%ﬁ?&)& NEHEEHNREKERIRNER LR EeILUETUTHRLSKEERAEUBRER ERE

tridentctl logs -n trident

MEHEEREXHPNEEE. BRFEZITENA update 8%

HaxE fE R R mBYTFiESR

XE— Al REEA LS REAEE 5JSON—RIZHAYRR tridentcetl FIHRITRAVIL, LHRIERRE
R jq SSRER. EFEREZEARER.

tridentctl get backend -o json | jg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]’

XMERTFFEACNENGI TridentBackendConfigo

Al
ERiREIEIRINZ 875
T BRON{AITE Astra Trident PEIEfFiR
BT EEGIRAYIEIN
FERfE " TridentBackendConfig' i 7E. BIE G A] LUEE FFtiFH A N BB G, Xt AT ia)@:
* AJLAMERBIZGIR tridentctl BEHITEIE TridentBackendConfig?

s AILUERARIERUR TridentBackendConfig FIEAHITEIE tridentctl1?

EIF tridentctl [FIRHfER TridentBackendConfig

ENNEBEEREFERENEWRAENTE tridentctl B AIEEHZEIKubernetes R HE
TridentBackendConfig X%,
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XiERFUTIER:
* FAEEENGIR. &EB TridentBackendConfig AAE(IREAEIER tridentctls

* FARENHGI tridentctl MEM "TridentBackendConfig W RIFE,

EXFMHERT, BRNSERE, HA Astra Trident Rt RIEH T E#H{TIEE, EERATLUEEFEUTHEMA
z—

* PEE(ER cridentctl WEEBERAECIZENGIR,

s ERENGERIR tridentctl FIFTHY TridentBackendConfig TR, XEMEREGRRISERIT
B2 kubectl MAR tridentctls

FREEEERI kubectl. BEEQE TridentBackendConfig HEFMERiH. FTHEHEBENAT NI
RIRIE:

1. BlZ Kubernetes 1%, LZR(AEIE Astra Trident S1Z(E5EERE / IRZBEFAENER,

2. Bl# TridentBackendConfig MR, HABEEXFMHEER / RSFMES, H5IBT L—FHoliE
HZH. HIVNMEEMENEESE(II0 spec.backendName, spec.storagePrefix,
spec.storageDriverName %), spec.backendName HIIKENINE RFIHHIRE TR,

F 0L HERH

IDRElfES TridentBackendConfig MRMPEDMEER. NWEERNEIHREE, Y:EJJZIZT_I_'\WJEP, BIgEFERUT
JSON EXEIET fFif:

tridentctl get backend ontap-nas-backend -n trident

P cemsmesememe= P m===
Fommmmmmrmemsrrrrrrr e reme e ee e e o Frommmmom= Fommmmmmm= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

e e e Fommmmmmocmeomooo=
Fommmmcccosssssrsrss e e s T E e e S e e Fommmmmm= Fommmmmmm= +

| ontap-nas-backend | ontap-nas | 52f2ebl0-e4c6-4160-99fc-
96b3bebab5d7 | online | 25 |

Tttt Fommmmmmmmeme===

oo sesesesse s s s s e s o= o= +

cat ontap-nas-backend.json

"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.10.10.1",
"dataLIF": "10.10.10.2",
"backendName": "ontap-nas-backend",
"svm": "trident svm",

"username": "cluster-admin",

104



"password": "admin-password",

"defaults": {

"spaceReserve": "none",
"encryption": "false"
by
"labels":{"store":"nas store"},
"region": "us east 1",
"storage": [

{
"labels":{"app":"msoffice", "cost":"100"},
"zone":"us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"

"labels": {"app":"mysqgldb", "cost":"25"},
"zone":"us east 1d",
"defaults": {

"spaceReserve": "volume",
"encryption": "false",
"unixPermissions": "0775"

%1% 62 Kubernetes #1%

RIE— I EERRERENNE, MUATREIFR:
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cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident
secret/backend-tbc-ontap-san-secret created

%2 . G TridentBackendConfig CR

T—%E6I2 TridentBackendConfig ¥ B4 EEIEBHIAICR ontap-nas-backend (JAZASRFIFTR).
MEAEUTEXK:

* RENX T HBEMNGEIHREFR spec.backendNameo

* EBESHMSRBEIRER.

* EIH(INRFE ) MRS [RiREiHREIRREAE R,

* ZIEED Kubernetes Secret &, MARUAX AR R RH,

EXMBER T BE/R TridentBackendConfig U0 FFIR:
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cat backend-tbc-ontap-nas.yaml
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ store
region: us east 1
storage:
- labels:
app: msoffice
cost: '100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755'
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

B3P WIEAPIKES TridentBackendConfig CR

25 TridentBackendConfig BEIE. EMEMINA Bounde B©IRNRMSINE GimtER Y Ei%3 TR

UuID .
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kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e

Rt ettt F—————— o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

WE. EmRBERAHITTEELEIE tbc-ontap-nas-backend TridentBackendConfig XK,

EIE TridentBackendConfig [Gimf#H tridentctl

‘tridentctl® AAFYIHERLIENGIR
‘TridentBackendConfig o It4h. BIERFLUEFBEERLEEIEFIR tridentctl®
B “TridentBackendConfig® HMfR 'spec.deletionPolicy’ IKBEN “retain’o

F 0L HERH

man. R TERESEREIEN TridentBackendConfig:
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

MEHP A LB X —& TridentBackendConfig ERINEIEHLE R iR EimEIUUUUID],

%15 . A deletionPolicy IRE M retain

TR T HE—THNE deletionPolicyo HWEEBIZGEN retain. XHEA] LAMBREH AT
TridentBackendConfig CREMIER. BHEXNEE. AIEAFHITEE tridentctls

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain

()  W2#AITT—%. B3E deletionpolicy BEX retain,
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%25 . MIF& TridentBackendConfig CR

=g— @MPBR TridentBackendConfig CRIAIAIG deletionPolicy IREM retain. EOJLIAREMIT
BRI -

kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

fosessssssssssas==== R e
e e et fomm - +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

fom fom e
R R fomsmm==== +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49bb-b606-
0a5315ac5f82 | online | 33 |

fosesssssssasmas==== fosssssmss==sms=a
fessssssssssssesessosssssasssssssasaaaa femmmm=== fommmmm=a= 4

IFREY TridentBackendConfig MR, Astra TridentI =G EHMIBR. AL EIRA S
BIRFAESE
WA LABIRTFESE, BIRREFHEEUNEBNAEHES,

RIHFESR

BEEN I R ARFERUINAEE XLEERAFAER, BS W

BIEFER.
BRI, BITUT®S:

kubectl create -f <storage-class-file>

<storage-class-file> WERAFMEENHFR.

R BRTE A
E M Kubernetes FRIBRFESE, BIETUA TS

kubectl delete storageclass <storage-class>
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<storage-class> NERNENTFHESE,

BT F AR A RAMERRIFAZE, Astra Trident AL HHATERE,

Astra Tridents8&IEA=T fsType BIENS. WNFiSCSIEkH. EiN5RHILHE
(D parameters.fsType TEStorageClassH, &N MIFRINE StorageClassesHFEHEMEIEEL]
parameters. fsType BiEE.

ERUBFME

* EBEFIWE Kubernetes FESE, BETUTaRL:

kubectl get storageclass

* BEFE Kubernetes FEEIFAER, BEBITUTHS:

kubectl get storageclass <storage-class> -o json

* EEF Astra Trident WEIFFMER, BESTUTHL:

tridentctl get storageclass

* EEF Astra Trident NEISFEEIFAER, BEITUTHL:
tridentctl get storageclass <storage-class> -0 json

RBERNIAFESE

Kubernetes 1.6 1811 7 IRERIATFMEEBITHEE, WMRAFREXALERR (PVC) HIEEXAMNE, MItEF
A TEE XA LS.

* BT BEIERTE X RINTFES storageclass. kubernetes.io/is-default-class EFEIRENXH
Atrue, RIFME, ERIEMETATERFEIINA false o
* BRI LUER U TS RINBEMELE HEIAFIEE:

kubectl patch storageclass <storage-class-name> -p '{'"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"true"}}}"'

* @, EHAILER T o LRIBREVAFRERITE:
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kubectl patch storageclass <storage-class—-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"false"}}}"

Trident REIZFEHREE RS HATERRA,

@ IR ERTE, EBRREEE— M EAIAFER. Kubemnetes TERA E AR IEEIRE ZMFE
X, BETAMGRILBINANEFEL—F.
HE F R SR

XE— Rl RPRERI LB RE#E 5JSON—IECiRHAYR tridentctl Astra Trident/SimXY KAV
tHo IHRIERMER jq SSAER. EARERRALRILEAER.

tridentctl get storageclass -o json | jgq '[.items[] | {storageClass:
.Config.name, backends: [.storage] |unique}]’

MITEIRIE
£/ CSl ifh

Astra Trident ] LUBE E A EFHEIZEFHIEEMI NN E] Kubernetes 285 HITI = "CSI
FRFNIIEE"S

5%
£ CSI $h#hINRE, AILUMRIEXKISA A BB SR RIREIA—NNBD T R. W%, EBERRMER,

Kubernetes BRI IEMET HENT R TR UUITF— M KERNAFRETRAEXEEF, el IFRE
Xigzial, ATEFESKEEAFATIEAHECES, Astra Trident £ 7T CSI #hih.

THE CSI RHINNREMESER "It

Kubernetes 1t 7 mME—EHERT

* {#F volumeBindingMode IREN Immediate. Astra Tridenti§tlE%E. MASRMEMATS. CIE
PVC R EEHEMMNSERE. XEMIAE VolumeBindingMode HIIERF RRHISLHEFRFMRFIHIE
B SIEXAMER, FREMBTIEKD Pod BIITRIER,

* {#H volumeBindingMode IRE N WaitForFirstConsumer. {EItEIFEIZEFERAPVCHPodZHI. i
RAPVCAIAMEAA S, i, SHSRIERIEREHITIEH RSO,
(D . waitForrirstConsumer SEMAFBBIGIMGE. IIMEARIT CSI HEHDEERER,

EREHNNE
S{EM CSI A, EBRERELTF&ME:
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* IBZ{THYKubernetes&EE "7 #FHIKuberneteshi 28"

kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99dt",
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:49z2",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}

s EFEPNTH RN AR TS| AHEINEABNRE (topology. kubernetes.io/region
topology.kubernetes.io/zone) o TERZE Astra Trident ZHij, EEPMT R ENFEEXLERE *, L
f§ Astra Trident BETEIRBIFEFM.

kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{ .metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"1linux", "kube

rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"nodel", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/master":"", "topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-a"}]

[node?2,

{"beta.kubernetes.io/arch":"amdo64", "beta.kubernetes.io/os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node2", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/worker":"","topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amdo64", "beta.kubernetes.io/os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node3", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/worker":"","topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-c"}]

$1F:. SRR
BILAIZIT Astra Trident #ZfiEfaln, MUERETAEXKEEEREMEES. S EHRETTUEE—AERN

supportedTopologies RN IFH 2 XA XIFFIFRAIR, M FEAILL/SIRAY StorageClasses , RETE
2K/ KigHitRI BREFIEKEY, FREIEE.
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THEHE—TEREXRH:

YAML

version: 1

storageDriverName: ontap-san

backendName: san-backend-us-eastl

managementLIF: 192.168.27.5

svm: iscsi svm

username: admin

password: password

supportedTopologies:

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-a

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-b

JSON
{
"version": 1,
"storageDriverName": "ontap-san",
"backendName": "san-backend-us-eastl",
"managementLIF": "192.168.27.5",
"svm": "iscsi svm",
"username": "admin",
"password": "password",
"supportedTopologies": [
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-a"},
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-b"}

]
}

supportedTopologies ATREENFHNKIFEN D XTIR, XEXIFN S XRRAIE
(i)  storageClass iRt A iFfETIR. WTFBAFMHRBHMBHREFSKE StorageClasses ,
Astra Trident ¥7E/5iREIES,

AT LAE X supportedTopologies BB NMEMEMI— BEEWLUTRAE:
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version: 1

storageDriverName: ontap-nas

backendName: nas-backend-us-centrall

managementLIF: 172.16.

svm: nfs svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes

topology.kubernetes.
- topology.kubernetes.
topology.kubernetes.

storage:
- labels:

238.5

.1o0/region: us-centrall

io/zone: us-centrall-a
io/region: us-centrall
io/zone: us-centrall-b

workload: production

region: Iowa-DC
zone: Iowa-DC-A

supportedTopologies:
- topology.kubernetes.
topology.kubernetes.io/zone: us-centrall-a

- labels:
workload: dev
region: Iowa-DC
zone: Iowa-DC-B

supportedTopologies:
- topology.kubernetes.
topology.kubernetes.io/zone: us-centrall-b

ELERBIP. FER region M zone IBERNEFHEMI(IE, topology.kubernetes.io/region

topology.kubernetes.io/zone IEEFEBHNERE,

% 2. EXARARFMY StorageClasses

RIBREBE T RIRMHERVIRIMEZE, BILUE StorageClasses EX NEEHRIMER. XRHERE PVC 1EK
IEREXR RETFREM, LUIKRAIER Trident ECEMERNT R F&o

BEILTRA:

io/region: us-centrall

io/region: us-centrall
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: netapp-san-us-eastl
provisioner: csi.trident.netapp.io
volumeBindingMode: WaitForFirstConsumer
allowedTopologies:
- matchLabelExpressions:
- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b
- key: topology.kubernetes.io/region
values:
- us-eastl
parameters:

fsType: "ext4d"

7£ EiRStorageClassEXH. volumeBindingMode IXEH WaitForFirstConsumer, {ELLFFEIHIBERD
PVC 7 Pod 5| B ZHIASHITIZ{E, f. allowedTopologies IRMEFEAMNDIXMXIFH, o netapp-
san-us-east1 StorageClassi1E L BI##PVC san-backend-us-eastl EIARTE X MGk,

%34 SIEMEER PVC
832 StorageClass FHIGHME IR, EMERLULIE PVC,

BEB RG] spec LT

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl

ERLERBIE PVC SR TER:
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B{E Trident IR EHFHLE

kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding

EI PVC , I57E Pod HfER PVC o BT RA:
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apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

ltpodSpeci&KubernetesTE AT 52 it ¥IPod us-east1 Xigd. G MFBIERT i

eastl-a B{ us-eastl-b PX,

BEEIU T
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kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

BHERIULEE supportedTopologies

AUEHBEE EmUAEIEYIR supportedTopologies ] tridentctl backend update. XAZEM
BEENE, #FENBATREEMPVC,

THREZER
* "EERBNER
RS P =bri s
* "SRERMEAD R KB
*IREMNAE"
fERRE

f&e] LAGIER KA TSE%(PV)EI’JKubernetes VolumeSnapshot (BRR). LUZEIFAstra Trident&
BB REI A, Lo, R UMMEERRBREIE— M HE. BIFA_clone , ZIFHIRER

ontap-nas, ontap-nas-flexgroup, ontap-san, ontap-san-economy,
solidfire-san, gcp-cvs, M azure-netapp-files KEIFEF,

FHaZ Hl
SR MR IRIRITHI2SF B E X AIEE X (CRD), XEKubernetesiZ4mHHER (5130: Kubeadm. GKE
. OpenShift)BYER R,

WNRIEFIKubernetes 3 AR A B S RIRIZTHIZZFICRD. 15BN [EEEIRRIZHIZE].

(D) RECKERSAREBSREA. BOURRRZHSE. CKE-CANENIMRALHS.

%14 . Bl VvolumeSnapshotClass

HEREIEEIE— N EREE,
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cat snap-sc.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:
name: csi-snapclass
driver: csi.trident.netapp.io

deletionPolicy: Delete

o driver }EMAYER J1=IKCSIIKEIFEF, deletionPolicy FJLAE Delete B Retaino, &= N
Retain. FHEEE LNKEVEREBSRE. BMEEFEAN ML volunesnapshot X REMIBR.

BEXEMEE. BB WFEE: /trident5|A/objects.htmi#Kubernetes -volumesnapshotclass-
objects[VolumeSnapshotClass]o

£ 2% CIZIME PVC BRI
LR BRI I A PVCRIRER,

cat snap.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:
persistentVolumeClaimName: pvcl

EUERBIR. AR ANPVCEIERER pvel RIBABRIFIZKEN pvel-snapo

kubectl create -f snap.yaml
volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots
NAME AGE
pvcl-snap 50s

X2 T volumeSnapshot X HRo VolumeSnapshotZEUFPVC. H5XEX VolumeSnapshotContent &
TEFRRIBRIIT R

A LIFRIR VolumeSnapshotContent BIRTR pvel-snap VolumeSnapshotdyistER,
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kubectl describe volumesnapshots pvcl-snap

Name : pvcl-snap
Namespace: default
Spec:
Snapshot Class Name: pvcl-snap

Snapshot Content Name: snapcontent-e8d8alca-9826-11e9-9807-525400f3f660

Source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl

Status:

Creation Time: 2019-06-26T15:27:297

Ready To Use: true

Restore Size: 3Gi

o Snapshot Content Name FRiR¥FEEILIRIREIVolumeSnapshotContenti %R, o Ready To Use BEFERR
BIf# F Snapshot | ZFBIPVC,

% 3 4. M VolumeSnapshots 8l PVC

R BIERREREIZPVC,

cat pvc-from-snap.yaml
apiVersion: vl
kind: PersistentVolumeClaim
metadata:

name: pvc-from-snap
spec:

accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io
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dataSource ERIER R /IBIVolumeSnapshottEPVC pvcl-snap fEAEIER. LIRIEEIETR Astra
Trident MIRERGIEE PVC . 8I& PVC fa, RILUGEMINNE Pod £, HEEREMEEM PVC —HER.

(O 2ESHERNSEZETLRPVC datasource,

MIFRE S IRFEBIPV

@Fﬁﬁﬁﬁ KEXRERRIKAMER, HEWNHY Trident EXFEFHA " ETEMER "R MIERERIRUMIBRAsta Trdent

EESRIRITH2S
SNR1EHIKubernetes 3 AR A B S RERIEHIZBFMCRD. WA LURIN FRR#E T8 E,

TR
1. BIEHREBCRD,

cat snapshot-setup.sh

#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

2. gIERRARITH2R,

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/setup-snapshot-controller.yaml

@ NBEMNE. FTF deploy/kubernetes/snapshot-controller/rbac-snapshot-
controller.yaml HEH namespace 5 T8,
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fERRRRE SHE

AINERT. REBERATFRERS. UERAEEMESERERENSHNFREM ontap-nas M ontap-
nas-economy JXEIFEF. B .snapshot BRUBEMREBIRE LR,

fEAvolume Snapshot restore ONTAPER 1T R EE & X R EI SRR I RAVIRE,

clusterl::*> volume snapshot restore -vserver vs0 -volume vol3 -snapshot
vol3 snap_ archive

(D) EEsSnapshotflssy, MEERERHESR, SR SnapshotBIAEHEMERRNERSESR.

WEESHEEE
* BRE
* "VolumeSnapshotClass"

BRHE

i@ Astra Trident , Kubernetes BF AJLIE G2 ERNEHTTT B, EREXT &
iISCSI #1 NFS HEFrEECEMER.

BFF iSCSI &
EaILAfEA CSI BEcEfRZFY B iSCSI kAME (PV)

@ S HFSCSIEY B ontap-san, ontap-san-economy, solidfire-san JRohiEFHE
EKubernetes 1.16 BB AR,

7R
& iSCSI PV SfELL T R

* ¢miEStorageClassTEX LIIZE allowVolumeExpansion FERIEE M trueo

* YREEPVCENXFHEH spec.resources.requests.storage URMHEEN K/ ZXKNBHIKXTFRE

Ko
* BIRE PV K/, BT PV IEHEE Pod o 5% iSCSI PV A/NBY, BFFHIER:
° WIR PV E#E Pod , M Astra Trident R RFEEHRINE, EMEMIREFEEXHRAXI.

o SN FERIERE PV IK/NES, Astra Trident ¥ BEFEEGIHKNE. & PVC 45E % Pod 5, Trident

SEMPARGEHFRBXHRSA K. 7AfG, Kubernetes K1Y RIZIERINTTREEH PVC K/
UTFRFIERTY R IiSCSI PV BV T{FRIE,

% 1 BCE StorageClass LI iSHT B
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cat storageclass-ontapsan.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"

allowVolumeExpansion: True

3t F EFTERIStorageClass. B HEHHFITHRIBLUIERE allowvolumeExpansion %,

% 2. FRELIER StorageClass ¢l PVC

cat pvc-ontapsan.yaml
kind: PersistentVolumeClaim
apivVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Astra Trident KEIE— N KAME (PV) #FRBESIKAMERE (PVC) XEBL

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i RWO

Delete Bound default/san-pvc ontap-san 10s
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E 3. EXEE PVC B9 POD

FtRfFIR, eI T —1ERBIPOD san-pveo

kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name: san-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc-protection]
Capacity: 1G1i
Access Modes: RWO
VolumeMode: Filesystem
Mounted By: ubuntu-pod
4w BFPV

ERECIENPVMIGITEEN2GI. 1BHREBPVCENXFHEH spec.resources.requests.storage £2Gio
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%\-

'fd X

kubectl edit pvc san-pvc

# Please edit the object below. Lines beginning with a '#' will be
ignored,

# and an empty file will abort the edit. If an error occurs while saving
this file will be

# reopened with the relevant failures.

#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 2Gi

5% Wit &

S,

EaLL@ideE PVC , PV #l Astra Trident ERYA/NVRIGIHT BESIERIEIT:
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e
e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e
fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=
fem======== e Bt fmm====== fememe==== 4

BFF NFS &

Astra Tridentz#5Xf _EECERINFS PVi#1TEY B ontap-nas, ontap-nas-economy, ontap-nas-
flexgroup, gcp-cvs, # azure-netapp-files Gifo

% 1% BCE StorageClass LI &Y B

EAENFS PV K/, BIEAEAEERTIREXRMEFEIEUATFEY B allowvolumeExpansion FE&

WEN true:

cat storageclass-ontapnas.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontapnas
provisioner: csi.trident.netapp.io
parameters:

backendType: ontap-nas
allowVolumeExpansion: true

MREBRIEEHIETMEMEE. WREERARIENEFMEEENT kubect]l edit storageclass KA

&Y o
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% 2 {EREEIEM StorageClass 8l PVC

cat pvc-ontapnas.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Mi
storageClassName: ontapnas

Astra Trident 2 A1tk PVC 83— 20 MiB NFS PV :

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 20Mi
RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE
pvc-08f3d561-b199-11e9-8d9f-5254004dfdb7 20Mi RWO
Delete Bound default/ontapnas20mb ontapnas
2méd2s

$E3%: BHPV

ERHEIER20MIB PVIAEA1GIB. 154IEPVCHIHITIZE spec.resources.requests.storage |1
GB:
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kubectl edit pvc ontapnas20mb

# Please edit the object below. Lines beginning with a '#' will be
ignored,

# and an empty file will abort the edit. If an error occurs while saving
this file will be

# reopened with the relevant failures.

#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 1Gi

E4F . Wity B

SR LL@deE PVC , PV #ll Astra Trident ERIAR/NRIGIEEEA/NEEIER TIE:
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kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom— +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fom o
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |
et ittt L fommm - fom e
fom - oo fom - e +
PN

el UIERE I B FEEEIKubernetes PVE A tridentctl importo

AR FREEIN

BRI LU ESNEAstra=IHE| AT E

c B BEEFARUHESFRENEHES
* M—P R ERIEENTE

* BEERREHPENKubrenetesSEEE
* ERMERE BRIELNT R N AR IR

EEEIN
SEANEZHI. BEEUTEES,

* Asta=IRFE IR REES ARW (I 5)KEMONTAPE, DP (3IERIP)XENE ESnapMirrorBicE. EBES
NAstra=IH7ZEZ fil. BRI HREGX R,
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* HNBNSNEEEDERNE. ESRASRERANG. BRELE. ARRITEAN.

@ XN FRELHEE. FJyKubnetesFERIREILAIAERE. H B UBMMG EEEE
F|Pod, XFIRERFEHUREIRIT,

* Fid storageClass AMEPVCLIEE. AEAR BESNHEAERILLSE. CIEEHESERFEMEER
EEEFIEM I RR#HITIERE, ATEERERE. BRSNREAFTE®ZEM, ALk, BMEEITF5PVCH
BENEFEERALEN RSP, SABREEXK,

* WEEXNEPVCHBENIRE, FHREEFSANER, RAKFEE PV, HFAHESE— Claims Ref,

o BIUERIRRVIEE N retain EPVH, Kubernetes BIH4FE PVC 1 PV &, S EFHEIUNERIR UL F
BRI B R,

° FFERMIEIURIE ABT delete. MIBRPVEY. FHESIEHMIFR,

* BRINBR T, Asta=infFfEEIEPVC. HIEEIREMBFlexVolfILUN, ERILUEE --no-manage BF S
NEREENIRE. MRERER --no-manage’F, AER BEXNKRNESRBEHRNARNPVCHPVHITERIE
ke, MEEPVE. FaMFEEES. HEERENSONEABRSHMRFESR AR,

NREBX AU TIEAFHFER Kubernetes , BFHETE Kubernetes MNP EIRFMEENERAE
HA, MLEIEEHR,

* PVC #1 PV RERII—MRE, ATFHETEESAUK PVC 1 PV 2EEBEHE. RRAECEMBRILIRE,

SANE
AT LAER tridentctl import IS AE,

p

1. QI AAMEBERPVC)XE@EIM. pve.yaml)e PVCXHENEIE name, namespace, accessModes
, M storageClassNameo, fEWAILIERE unixPermissions FEPVCENXH,

AT RS RA:

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: my claim
namespace: my namespace
spec:
accessModes:
- ReadWriteOnce
storageClassName: my storage class

(D amaspvanmErSHHSE, XTELEERLESAGIEN,

2. fff tridentctl import ML LUISEESENAsta=THIRGEIRNEMUREEE EH—FRSERZR(
f5%0: ONTAP FlexVol. Element#. Cloud Volumes Servicel&12). » -f IEEPVCXHHNBRREESE,
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tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-
file>

Nl

BEUTESATA. THRZZEFNIEER.

ONTAP NASFIONTAP NAS FlexGroup

Astra=ININREX FHEAS NS ontap-nas M ontap-nas-flexgroup WEFEF.

@ * o ontap-nas-economy REIFZFTLESNFEEqtree,
* o ontap-nas #l ontap-nas-flexgroup RENIEFARAIFFERAEENEZM,

EREIENE & ontap-nas REHFEFEONTAP £8f FHIFlexVol, #HS N\FlexVol ontap-nas IREiEF
N ITERIEMEFE,. ONTAP &8f L E7F7ERIFlexVol AJLUEN RN ontap-nas PVC, [E##. FlexGroup volstB]
LIERE N ontap-nas-flexgroup PVCo

ONTAP NAS/fl
UTEZEENIEZEEZNBIRA,
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REL

UTFREIESANE RS nanaged_volume U FHAK/GEH ontap nas:

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

e tomm - fom -
fomm - o e pomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o fomm - fom e
fomm o fomm fo—m +
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6a4-b052-423b-80d4-8fb491alda22 | online | true |

o fo—m fom -
fomm o fomm - fomm - +

FZES

fEFBY --no-manage &%, AEA BAMNEHITED

o
A,

#
UFREIS N unmanaged volume L ontap nas /gim

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-
file> --no-manage

o e Fomm -
fom - o fom— - fomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fommm————— fomm -
fom - o fomm - fommm - +
| pvc-df07d542-afbc-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5ab6f6ad-b052-423b-80d4-8fb491ald4a22 | online | false |

o - fommm - fomm -
fom— - o fom - e +

ONTAP SAN

Astra=ININEEZ IFEABZANE ontap-san RENFERF,

Astra=IR/FER] LIS AN E S 2 NLUNBIONTAP SAN FlexVol, iX5—2 ontap-san W&hiEFE. FF HFlexVol
S PVCHILUNEIZEFlexVol, Asta=##{I S A\FlexVolFiEHE S5PVCRE X XEX K,

ONTAP SAN/fI
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UTEREEMIEREETFNEIRA,

KK

=t
WFZELE. Asta=IHiEEEFlexVolE& & N pve-<uuid> ¥EFlexVol FRILUNAE L 1uno,

TSN ontap-san-managed L#F7EHYFlexVol ontap_san default /gif:

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-

basic-import.yaml -n trident -d

fossssssss=sssesess s osssososssssssssssss=s Fem=m==== e et
fem=======a fememmesessss s s e sese s eessasaa s f=m===== fememema=a +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
fossssssssssscessssssssesosossssssssssssa=s femmmm=== fomssmssmemaaa
fressmm=a==s L R L e X
| pvc-d6eedf54-4e40-4454-92£fd-d00fc228d74a | 20 MiB | basic |
block | cd394786-ddd5-4470-adc3-10c5ced4ca’57 | online | true |
frosssssesmssmeme s oo s e n s s e s e e froccsssssmeea==
femm======a R fe======s e +
FREE

UFRBIS N unmanaged example volume £t ontap san fgim:

tridentctl import volume -n trident san blog unmanaged example volume

-f pvc-import.yaml --no-manage

e L L Fommmmomos Fommmmememesemos
et ettt Fommmmmms Fosommmmes +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmcmcosososssrs e e e e Ee T e E eSS eSS Fommmmmme= Pomemmsmsmssemss
Pommmmmmm== e cemes e s s s s s s s s ssss Pommmmm== o= +
| pvc-1£c999¢c9-ce8c-459c-82e4-ed4380a4b228 | 1.0 GiB | san-blog |
block | €3275890-7d80-4af6-90cc-c7a0759£555a | online | false |
Fommmmmmemsmesessse s s s s e e o= o=
Fommmmmomo= B e e e Fommmmmoe e +

IR EIFELUNBRET ) 5Kubornetes T3 s IQNHEZIQNAigroux. SN FRAIFFR. EEWKEEEIR: LuN
already mapped to initiator(s) in this group. EHEEMIFFEINIZFHECHMRETLUNAREZAN
5o
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Vserver  Igroup Protocol 0S Type Initiators

k8s-nodename.example. com-fe5d36f2-cded-41f38-9eb@-c7719fc2f9f3
iscsi linux ign.1994-05.com.redhat:4c2elcf35e0

unmanaged-example-igroup
mixed linux ign.1994-085.com.redhat:4c2elcf35e0

Element

Astra= 7 # 2 FFERNetApp ElementfR{HINetApp HCIES AN solidfire-san JREhFER.

@ Element IXBiEFFEENERIT, BR. MRFEEENEZM. Asta DentiiiR[EIFEiR, 1F
NIEEERR. "fEE. REE—NEINHIARENS,

Te &R
UTTRAEFN element-managed Gl EHIH element defaulto

tridentctl import volume element default element-managed -f pvc-basic-
import.yaml -n trident -d

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s femem==== R e

e e e e e e e e e P fro— e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o e fom -
frems=m=a==s et R fremememm=s I
| pvc-970celca-2096-4ecd-8545-ac7edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9¢c42-e38e58301c49 | online | true |
fossssssssssssesessssoses oo sssssssss s R fossmessmemae==
fe========= femessesssssssasss s e se s esssss s f=m====== fememe==== 4

Google =F&

Astra=TNNRESFFERFANE gep-cvs WEpigF.

E7EGoogle=FEH S ANetApp Cloud Volumes Servicez#38#%. BEIRERRBTE XS, BK
() GRENSUBEN—EHH. GF2E /. G, NRSHEEN 10.0.0.1: /adroit-
jolly-swift. BTN adroit-jolly-swifto

Google Cloud Platform:if!
UTRBIERN gep-cvs fGimLHE gepevs YEppr BE&{E adroit-jolly-swifte
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tridentctl import volume gcpcvs YEppr adroit-jolly-swift -f <path-to-pvc-
file> -n trident

fos=ssss=s=ssscsessssssssosossssssss==ssa=s femem==== R e
e e e e e e e e e e fro— e +

| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o e fom -
frems=m=m==s fremeoeesessssse e s e s s s o s R fremememm=s I

| pvc-ad6ccab7-44aa-4433-94bl-e47£fc8c0fad5 | 93 GiB | gcp-storage | file
| ela6e65b-299e-4568-ad05-4£0a105c888f | online | true |
fossssssssss s e se s s oses oo sssssss s s R e e
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

Azure NetApp Files

Astra=ININEEZ#FFHAS NS azure-netapp-files M azure-netapp-files-subvolume JREIFERF,

@ E2Z NAzure NetApp Files%. BIRERFRTZE. BRERENSHEREN—IH. UTFZE
:/o BIE0. WNERIEFEHERIFN 10.0.0.2:/importvoll. HBEIEN importvolls

Azure NetApp Files =l
UTRBIEFN azure-netapp-files fgif LM% azurenetappfiles 40517 HEEE importvolls

tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

Fommcmcmcososososrsre e e e T T E eSS e Fosmmmmmes Foccsmsmsssmsoss
Pommmmmmm== e e Pommmmm== o= +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

Fommmmmmemsmesesesese s s s s e ss s o= P
Fommmmmomoe B e e e e e e Fommmmmoe Frommmmomos +
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274£-d94b-44a3-98a3-04c953c9%a5le | online | true |

Fommmmmmmmomeorrrrrrrrre s re e mm o e Fommmmmemesemos
Fommmmmmmms et Fommmmms Fommmmmme= +

AR TEIZEHENFSH

£ Astra Trident, ERILIEEGRBZEFRIRE. HAE— RSP LB T EPHE
ZEo
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{#FAstra TridentVolumeReference CR. &R LUE—1 % NKubernetesip & =

ZReadWriteMany (rwx) NFS#, ﬁtKubernetesﬂK*)lﬁrF/i’%E% BEBEUTME:

* BT Z MRS IFREESRBGRE SN
s EATFFRBE Trident NFSHIRTHIZEE
* FRF FtridentctiHAE M EMIEARYIKubernetesThEE

B ER T N Kubernetesii & 8] Z [BIFINFSEHEHE,

SiE] Z B| ettt

"primary" o
namespace

namespace

secondary
TVol «€—>» Tvol

=
3
2

.......................

Storage
Volume

TridentVolumeReference

AENNSEBEEIKENFSEHE,

o FEERPVCUHZESE

Rep B =EEPIAE B R T IHERPVCHEIIERIIR,

RTEBmSRATEFEZCRIINIR

EREER MBI RATENFIE &R FEIETridentVolumeReference CRAVIXR,
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e X Bird & =ialelE TridentVolumeReference
Bt & eI A & %8I TridentVolumeReference CRLLS|FIEPVC,

o B R=E R e EMEPVC

Bires R T EINFIEECIZEME

&R Biran R =iE

NTHREEE. BT
T RE=EERR %@o

p

PVCLAEEFIRPVCH RV IR TR

HEFERGBTEMEE. EHEERNBRHET

SEFTEENDENRE. &

1. BB TEREE: “BIEPVC (pvecl). UEF5S5BIrmB T EHZNINIR (namespace?)

shareToNamespace triEo

kind: PersistentVolumeClaim

apiVersion: vl
metadata:
name: pvcl

namespace: namespacel

annotations:

trident.netapp.io/shareToNamespace: namespace?2

spec:
accessModes:

- ReadWriteMany

storageClassName: trident-csi

resources:

requests:

storage: 100Gi

Astra Trident28lIZEPV X E[GiHNFSTE(EE.

© BRI LUERES

DIRFIRFGPVCHEL Z Mo R =8, HId:

trident.netapp.io/shareToNamespace:
namespace?,namespace3, namespacedo

@ ° ERILIfER

HZRFFEsRTIE *, Fli0:

trident.netapp.io/shareToNamespace: *

o & IEMPVCLAEHE shareToNamespace BERNARINTRE,

2. *EREER QEBEXAEHHITkubeconfig. LUIEFBIrsm&AT

#TridentVolumeReference CRAIIX R,
3. *Birmn B TEIFfEE: BB TEPEIES | BIRaE e TridentVolumeReference CR pvcilo
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apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?2
spec:

pvcName: pvcl

pvcNamespace: namespacel

4. *BirenBTEIFTEE: *QIEPVC (pvc2) (namespace?) shareFromPVC B FIEERPVCHTRE,

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

annotations:

trident.netapp.io/shareFromPVC: namespacel/pvcl
name: pvc2
namespace: namespace?2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

()  BiPVCHAIKTINFREFEPVC,

#ZR

Astra Tridenti2BX shareFrompvC fEBIRPVC LARIIIRE. FHREMPVRIZN—TINEE. MEBSZEEHD
RPVRTFERIR. HARZERPVEMERIR. BIRPVCHIPVERNIEESE.

BsEZES

ST BREZ N e B TEJHEMNE, Astra TridentEfBRx R TE_ EEIAE. FHRIFHHFZENEM
R TEIAYIANE. MIFRS|IEENFIEaRRTEIG. Astra TridentiEIBRiZE,

£/ ... tridentctl get BIEAMNES

fEA[tridentctl XARFEAR. EAILUETT get BTFRBMEBEN TS, EXFMER. BEENHEE
Jtrident referation/tridentctl.html[t ridentctl S8 FEIN],
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Usage:
tridentctl get [option]

flags

* -h, --help:. HBEH,
* ——parentOfSubordinate string. BFEWEREHIAMEE,

* ——subordinateOf string. BEHEEGINENTE,

BRI

* Astra TridentTAfHLIE BfRas BT RIS AR RS, BN ERAXANEREMHIZRGIEBEHLZEHE.

* fERBEBI IR RIBGE FHRPVCHYIAIR) shareToNamespace 8% shareFromNamespace tr+ 3R
TridentVolumeReference CR.EBHUHIAR. HAIAMIERMEPVC,

* TEEMBEE LRITRIR. EMEREE.

BXRIFEES ...
BT REXESZTEEHEAMEMER. BRITUTRE:
- BiHE ESSSAZERES: WEGETEEHEARHel0"

* B LRYET "NetAppTV'

54% Astra Trident

Asta Tridentig{t 7 —2HPrometheusistnimm. BT 41T Asta TridentBY4ERE,

LA
B3t Astra Trident 12AVIEHR, ER]LIBITLATRIE:

* (REAX Astra Trident IBITIRRAMECERIET R, &R LI ERIENMINIZE UK ER S EBRTIAS Gk

=4
HITEE,
 MBEGREABRER, ATHRERREENSEHEUNRSANEEES,
s PR AR ENSHENMRE X R,
* BRERI%ERE, ERILLT 7 Astra Trident 5iaimi@ S FHHITIREFREAIBYEL,
@ ZIANER T TridentlViEfri 2 EREEEOL 8001 7L /metrics S, &3 Trident BY,
XLEERRERIAN * BBE * o
BEENHRA
s &7 Astra Trident B9 Kubernetes &%,
* — Prometheus 5, BILLZE "B 2e{k Prometheus ZFE" 8&, EHRILUERIE Prometheus {ERIBIT"
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%1% EX Prometheus Bfx

&N E X — Prometheus BARIAUEEISIRHIRENE X/5in Astra Trident EIEREE, BEIENES, X &
=" N BUIE Prometheus 1 Grafana 5 Astra Trident 5 & B XM ZRIE R, BENE T AT Kubernetes
%ﬁqﬂ LU21E R B 191517 Prometheus , LIXRUNMEIEIEE ServiceMonitor 33KEX Astra Trident B938%5.

% 2 % 6132 Prometheus ServiceMonitor

B(SEATridentiEtF. B EIE— M ISIEIPrometheus ServiceMonitor trident-csi BREZHGIIF metrics if
M. =~f§l ServiceMonitor ¥1 FFA7R:

apiVersion: monitoring.coreos.com/v1l
kind: ServiceMonitor
metadata:
name: trident-sm
namespace: monitoring
labels:
release: prom-operator

spec:
jobLabel: trident
selector:
matchLabels:

app: controller.csi.trident.netapp.io
namespaceSelector:
matchNames:
- trident
endpoints:
- port: metrics
interval: 15s

Ltk ServiceMonitorfE X I ZIR [EIAYIERT trident-csi BRSB. HEIIEH metrics IREWEH S,
Itb. PrometheusIIEECE 7 T fi#Asta =Mt (X
FetTo

FRT B MAstra TridentIRIGHIIEFTR Z I kubeleiR AFF TIFZ4EHT kubelet volume * i@id B 2HIIEIRHR S
BEEIENT. Kubelet BILUEMHEXEEIENE, Pod RELMENEMEIHRIEINEE, 550 "Iha",

% 3% {£H PromQL &if Trident 15%x
PromQL FEEIE S 6 R[EIRT 8] 53 R IR FRIA .
AT LAER LT PromQL &1
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FREX Trident T TIRRER

* &8 Astra Trident B9 HTTP 2XX MR BB 7 B

(sum (trident rest ops seconds total count{status code=~"2.."} OR on()

vector (0)) / sum (trident rest ops seconds total count)) * 100
* ELRESHIER A Astra Trident 89 REST MR H 23 tb

(sum (trident rest ops seconds total count) by (status code) / scalar
(sum (trident rest ops seconds total count))) * 100

* * H Astra Trident HU{THUIR IR IGREEESE] (ZFD) *

sum by (operation)
(trident operation duration milliseconds sum{success="true"}) / sum by
(operation)

(trident operation duration milliseconds_ count{success="true"})

5%EY Astra Trident FEE 2

» ERN THIE

trident volume allocated bytes/trident volume count

* BN EREENEETE

sum (trident volume allocated bytes) by (backend uuid)
RERBNERERESR

()  a7EmEPRE kubelet $51TRY, 7 2B ALLHEE,

* BT ENERTEIESEL

kubelet volume stats used bytes / kubelet volume stats capacity bytes *
100
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T iR % Astra Trident AutoSupport ENHER

ZANBERT, Astra Trident 228 HT52M NetApp &KX Prometheus 1IEIRMEARFIHRE Eo

* EPH1EAstra TridentEINetApp&iXPrometheusiEfrfIE R FiREE. 15%E —--silence-autosupport

TEAstra TridentZ &£ HAE]ARIC,

* Astra Tridenti® A] ARIBEZE B B2 HE A X EINetAppZ1FEB| ] tridentctl send autosupporte

FEMAL Astra Trident A EEERE. ERXRBEZHI, ERNIES NetApp BY
"BRAABER"S

* BRAERHWEA, BN Astra Trident &M X 24 EHEEXAE.

s A UERIEE HEFREIESERE --since fr&. HI¥0: tridentctl send autosupport
--since=1h, IEEBEIIEMKIX trident-autosupport container
FEAER M= iR, el LUAMIRENA2ZIRAR "Trident AutoSupport”s

1R

150

* Trident AutoSupport FZWEHEHMAZMES (Pill) HPAFER. EMHR "EULA" FERTF=IhTF

ERRIREART . EEILUFH T fi#NetApp Xt BB L £ S ERIAE "Lhad",

Astra Trident ZIXBMAEFH RFIWO0T

items:
- backendUUID: £ff3852el-18a5-4df4-b2d3-£59£829627ed
protocol: file
config:
version: 1
storageDriverName: ontap-nas
debug: false
debugTraceFlags:
disableDelete: false
serialNumbers:
- nwkvzfanek SN
limitVolumeSize: "'
state: online
online: true

* AutoSupport JHE R &KX E| NetApp B9 AutoSupport i s, SNREFERAB IMRFHEDZRME. NoT LUE

B --image-registry R

s fSETLUBT N RE YAML XA4RECE IR URL o RILUERSTRLEIRIE tridentctl install

--generate-custom-yaml BIEBYAMLXEH RN --proxy-url FIBE trident-autosupport A28

trident-deployment.yamlo

2 Astra Trident 545

B2 FREIENR. NERAERBENXYAML --generate-custom-yaml F7i& ) FHX E# 7458 MR
--metrics AAFIABNFE trident-main
PN
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