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* B3 kubectl get nodes MEURIERE I LUEERIFAERKubernetesE8%,

* EAMVERESBMZZT BN EE,

RIEER AR R R I2
HRTER. BEFEENRZ.

737k TR
Tridentiz 8% (F3h) Kovz<
"Bl
TridentiZ B #F(Helm) o
Ulk<
tridentetl "TREBA R
HERETEZ AR

ERILURE B R BT 5. EHRITIIR(EZRI. BE R TEI:

o ZEMEZ Astra Tridenthd, BBKERERNGE. NRESFEHASPE tridentetl. ERFERBIERZRR
& tridentctl FFiEIEAstra Tridentt Z#FIXH, B, NREFERIRERFITEHE. NNRE



TridentOrchestrator CRMIEE spec.uninstall=true H#Astra Trident,

* MREHIBEETIRER. WERPRIEEBZEHSABILLEPE tridentctl EFfEAstra Trident. &R RS
TridentOrchestrator FI&E spec.uninstall=true & Astra Trident, SA/SMIFR
TridentOrchestrator MIREREE, ARG, BAILUERARE tridentctlo

* NREEANZETRERNFHHE. HEEEAETHelmMTridentiRESIEE. NN FFahENHLEERE
ER. ARBHITHelm& R, X#F, Helm Fie] AERFEIREMIREREZE Trident $2E5. RFH
1Tt 1E, WETF Helm Y Trident #EREPBRFKY, HERTEIWIEHIRAITERIERIR, MRER
‘tridentct B FEFE. R LUERAETHemiVEZE., MAZBER)=,

Hh B A E LM
7€ VMware Tanzu Portfolio /= fa_t &% Astra Trident BY :

* BRI AR TR H.

* o --kubelet-dir IFEMNIRE FkubeletB RHIIMUE, BINBER . ER
/var/vcap/data/kubeleto

fEEEkubeletilE --kubelet-dir BAIEAF TridentEfER. Helm# tridentctl EE,

fEFATridenti2ER &2
FrhEPETridentiZE R (FREER)

1B AFEhERE TridentiREGR L R 3 Astra Trident, L3RG ERTR L. H
. Astra TridentFiEE R BRMERSEEET R EIMERF. NREE T ARG EMER.
1B "IHAVLEE T IE"

B XAstra Trdent 23.04EEE R

RATUEELL T E XAstra TridenttVEEE &,

<strong> 1755 X Astra </strong> FI{Z &

* 7E. 7ETridentz3FKubnetes 1.27, TEFKKubernetes Z BiFH£& Trident,

* Astra Trident= ™ MR HITESANIMIEPERA S HRZACE. #IEN find multipaths: no
fEmultipath.confX &5,

EAIFZRRECE find multipaths: yes B{ find multipaths: smart multipath.confXXff
PRERSEIEHAY. TridentBZINfEMA find multipaths: no H21.07hRi,

FahEfETridenti2ER HZETrident
BHER "TEMAR" DRREEREIREHHAENIFR ISR IE R R 2%,

FFea 2z Bl
FiaREZ . BEFRILnuxENHRIICET EEEE—NMEEZTH. "2 Kubernetes 81" H A
B NERRNG

10



(D f£AOpenShift oc MARE kubectl £ FEFIERGIF. BT RS admin*BHER oc

login -u system:admin 5 oc login -u kube-admine

1. I8iFKuberneteshiR7s

kubectl version

2. WIEEEREIE AR

kubectl auth can-i '"*' '*' —--all-namespaces
3. WIFERE A LUMDocker Hub/E Eh{E B AIPODH@iE PODMLE IS A i R 4 -

kubectl run -i --tty ping --image=busybox --restart=Never --rm -- \

ping <management IP>

$F1F5 . THTridentZEREFE

Astra TridentZE 12 F B8 S EPE TridentiRER M ZZEAstra TridentFFERIFAIENS. M FEFHFIRENGEHThRZS
BITridentZEFER "GitHub_ERY assets B9

wget https://github.com/NetApp/trident/releases/download/v23.04.0/trident-
installer-23.04.0.tar.gz

tar -xf trident-installer-23.04.0.tar.gz

cd trident-installer

%25 6l TridentOrchestrator CRD

S

Bl TridentOrchestrator BENXRIBENX(CRD), & E3Z TridentOrchestrator MEBENZE R,
{FEAHENICRD YAMLIRZ deploy/crds LB TridentOrchestrator CRD,

kubectl create -f
deploy/crds/trident.netapp.io tridentorchestrators crd postl.l6.yaml

$£34 . EETridenti2{ER

Astra TridentZERZFRE T —MEXMH. THTRERERMEBEXRBENR, FRAILIRGIE S Hn] LIS FAER
EiRERAHE AN E T Astra Trident,

* XFiE1TKubornetes 1.24T( BB Ry AAIEEEE. 56EMA bundle pre 1 25.yamlo

11


https://github.com/NetApp/trident/releases/latest
https://github.com/NetApp/trident/releases/latest
https://github.com/NetApp/trident/releases/latest
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https://github.com/NetApp/trident/releases/latest
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https://github.com/NetApp/trident/releases/latest
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* WFizsfTKubernetes 1.25F EShRASHIEEEE. 7B bundle post 1 25.yaml,

FaZ Al

* BABER T, BIERAZIRRERERF. AILUEREPEIRIESR trident SREE, YR trident BARE(E
NMFE. BERU Tt EaR =i

kubectl apply -f deploy/namespace.yaml

* FIERB TR EBIRIER trident MATIEL. BH serviceaccount.yaml,
clusterrolebinding.yaml #l operator.yaml FHEREMBEIEXH kustomization. yamlo

a. Bl kustomization.yaml FAMU TS, HEH_ <bundle>_JJ bundle pre 1 258
bundle post 1 25 R#EMEAIKubberneteshii s,

cp kustomization <bundle>.yaml kustomization.yaml

b. R THLHFENLE. HAP_Data <bundle>=E bundle pre 1 253K bundle post 1 25 tR#E
f&BIKubberneteshit s,

kubectl kustomize deploy/ > deploy/<bundle>.yaml

p
1. IR IRHEREIRIERA:

kubectl create -f deploy/<bundle>.yaml

2. WIERRECNRRER. BEMEIFE.

kubectl get all -n <operator-namespace>

(D) 1 Kubemetes SEB¥-RREEH * —MRBIERISIEI * o JA/VBIRE Trident HBFRAS BB,

4% . B3 TridentOrchestrator FH&Z&ETrident

ME. EBRILIEIE TridentOrchestrator FH &% Astra Trident, W ETLLEIR "BEE N TridentZ 2" ERFN
B TridentOrchestrator &

12



kubectl create -f deploy/crds/tridentorchestrator cr.yaml
tridentorchestrator.trident.netapp.io/trident created

kubectl describe torc trident

Name : trident
Namespace:
Labels: <none>

Annotations: <none>

API Version: trident.netapp.io/vl

Kind: TridentOrchestrator
Spec:
Debug: true
Namespace: trident
Status:
Current Installation Params:
IPv6: false

Autosupport Hostname:

Autosupport Image: netapp/trident-autosupport:23.04
Autosupport Proxy:

Autosupport Serial Number:

Debug: true

Image Pull Secrets:

Image Registry:

k8sTimeout: 30
Kubelet Dir: /var/lib/kubelet
Log Format: text
Silence Autosupport: false
Trident Image: netapp/trident:23.04.0
Message: Trident installed Namespace:
trident
Status: Installed
Version: v23.04.0
Events:
Type Reason Age From Message —---——- —————-— ———— ——m= === Normal

Installing 74s trident-operator.netapp.io Installing Trident Normal
Installed 67s trident-operator.netapp.io Trident installed

ErallEoe™N

AILUEE M7 ERIEEIRE,



{£F TridentOrchestrator status

Pr=0~

YIRS TridentOrchestrator IEREZEER

SR HERBERENTrdenthikZs, TR

HH'EI\ E’J'{kll_a\

TrldentOrchestrator B A Installingto Installedo WIREMRE Failed K&, HERERTE

"$ﬁ§ E IL;\ 0

BiTIE.

Status

=P

S

BRE
IETEENE,

B
KW

ETEEH

error

[EIE{EAPODBIRIRS
o] LB E A B LIEPodBIRES KA Astra Trident®

kubectl get pods -n trident

NAME

AGE
trident-controller-7d466bf5c7-v4cpw
Im

trident-node-linux-mr6zc

Im

trident-node-linux-xrp7w

Im

trident-node-linux-zh2jt

Im
trident-operator-766£f7b8658-1dzsv
3m

{£F tridentctl

/J \
AN

ER]LAER tridentctl MEZRZERIAstra TridenthRZso

14

Description

BRIERIEEFEA L% Astra Trident
TridentOrchestrator CR.

Astra Trident B IhZ&E,
2R IETEHIE Astra Trident. EA

spec.uninstall=trueo
Astra Trident B E1%,

BRERTARE. 24, EHTaEE
Asta_‘”‘/)ﬂlhit ?9.%1’!5741—:EE)JEEUMZ%UEPWEO gn
RICRENAFE, WEEHITHERR.

BERIEAEEMINA RE

o TridentOrchestrator kXfEMH, EEEF—1
715,
TRERETM:
READY STATUS RESTARTS
6/6 Running 0
2/2 Running 0
2/2 Running 0
2/2 Running 0
1/1 Running 0


https://docs.netapp.com/zh-cn/trident-2304/troubleshooting.html
https://docs.netapp.com/zh-cn/trident-2304/troubleshooting.html
https://docs.netapp.com/zh-cn/trident-2304/troubleshooting.html
https://docs.netapp.com/zh-cn/trident-2304/troubleshooting.html
https://docs.netapp.com/zh-cn/trident-2304/troubleshooting.html
https://docs.netapp.com/zh-cn/trident-2304/troubleshooting.html
https://docs.netapp.com/zh-cn/trident-2304/troubleshooting.html
https://docs.netapp.com/zh-cn/trident-2304/troubleshooting.html
https://docs.netapp.com/zh-cn/trident-2304/troubleshooting.html

./tridentctl -n trident version

o fmm e +
| SERVER VERSION | CLIENT VERSION |
fom e frmmm e +
| 23.04.0 | 23.04.0 |
Fom e oo +
=178

MERILLY "eIR eI FImMEFMEE. BEEHEEEHEIPodH",

FohERE TridentiR 5 (ARAIRT)
o] U FhEPE TridentiR{E R AR EAstra Trident, LI RIGAIBERIGS <. H

B, Astra TridentFT BRI R SREEETE T REMRT. NRELELTARGEMR. 15

£ "TRESBERIE"

HXAstra Trdent 23.04NEEZE
EATRIELL T A X Astra TridentlIEE(E B
<strong> 1755 X Astra </strong> I &

* WTE. 7ETridentZ3FKubnetes 1.27, EHFKKubernetes ZFiFZk Trident,

* Astra Trident= ™ MR HITESANIMIEPER ZHRZACE. #IEN find multipaths: no
fEmultipath.confX &5,

EAIFZRFECE find multipaths: yes B{ find multipaths: smart multipath.confXXff
PHRERSEIEHAY. TridentBZINfEMA find multipaths: no H21.07hRiE,

FohEBETridentiZERH ZE Trident

BHEER "TEMAR" DRREEREIREHHAENIFIR ISR IERI R 5%,

FFeaZ Bl

BEFRILinuxENHKRIIE B EEEIRIE R TIEAM "SZ15HY Kubernetes 221" H BIZRBE L ERIFFN,

@ f£AOpenShift oc MARE kubectl £ FEBFIERGIH. BT RS admin*BHER oc

login -u system:admin 8 oc login -u kube-admine

15



1. I8jFKuberneteshi s :

kubectl wversion

2. IIEEREFEIR AR -

kubectl auth can-i '*' '*' —--agll-namespaces

3. IFEEE ] LUMDocker HubEEh{E FEBIPODHIEIEPODMLRIF RITZE R 4

kubectl run -i --tty ping --image=busybox --restart=Never --rm —-- \
ping <management IP>

F15 . THTridentLERZFE

Astra Trident2E 12 F H B8 R ZPE Tridenti2ER % EEAstra TridentFF ERIFFENS. M TEFHIRENGR RS
B TridentZ3EF2F "GitHub_EAY assets #F93"

wget https://github.com/NetApp/trident/releases/download/v23.04.0/trident-
installer-23.04.0.tar.gz

tar -xf trident-installer-23.04.0.tar.gz

cd trident-installer

24 6l TridentOrchestrator CRD

Bl TridentOrchestrator HEXEIREX(CRD), R TridentOrchestrator HEEENXEIR,
fEFRAFENEICRD YAMLARZS deploy/crds LB TridentOrchestrator CRD:

kubectl create -f deploy/crds/<VERSION>.yaml

$3% . BRI RIERRLUE

£9 /deploy/operator.yaml. $B#T image: docker.io/netapp/trident-operator:23.04.0 LA
R BRBRIG R RAVAIE . Your "TridentfICSIBRER" B LU F— M EMREAREBEMRA. EFECSIBREGRE
L FRE—EMRAP. Flan:

(/7

image: <your-registry>/trident-operator:23.04.0 HIREMESIBAF—EMERF,

* image: <your-registry>/netapp/trident-operator:23.04.0 YR TridentP&5CSIIEITF
AREBYEMTRA,

16
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$4% . ZETRIdentiRER

Astra TridentZZEREFRET —MNEXH. TRTRERERMEBEXEN R, FERLLRLIE AR LR IRHER
ZRERHERRIARE T Astra Tridents

* XFizfTKubornetes 1.245(E R hitAsHIEEE*. B bundle pre 1 25.yamlo
* }TFiE1TKubernetes 1.255 B shiAsAIEEE. 75 bundle post 1 25.yamlo

Fraz Al

* FOAMERT. BEERZRRERF. AILUEREEIRIER trident BRTE. MR trident BETIE
EE. BEAU TS EIZaR T

kubectl apply -f deploy/namespace.yaml

* FIEMRBTEIFEEIR(ER trident MR TE. B serviceaccount.yaml,
clusterrolebinding.yaml #l operator.yaml FHEREMREIEXH kustomization. yamlo

a. Bl kustomization.yaml EAMU TS, HEH <bundle>_JJ bundle pre 1 258
bundle post 1 25 IRIEEAIKubberneteshiiZs,

cp kustomization <bundle>.yaml kustomization.yaml

b. FFAUTHLHFS LS. H Data <bundle>Z bundle pre 1 25 3 bundle post 1 25 iRiE
& H9KubberneteshR 7o

kubectl kustomize deploy/ > deploy/<bundle>.yaml

p
1. SIERRHEERER:

kubectl kustomize deploy/ > deploy/<bundle>.yaml
2. WIFREBECIRIRER. HENEIFE,

kubectl get all -n <operator-namespace>

(D) 7 Kubemetes SBITRELE * —MBERRE* o IB/OIR Trident BERIS S,

F54 . EPEMRGEMRAE TridentOrchestrator

Your "TridentAICSIBRE" BI LML F—NEMRSEAFREM KRR, BFIECSIBGERAUII FE—EMERP. &
#T deploy/crds /tridentorchestrator cr.yaml RIEEMRECE RME M EE,

17



— INEMERPEIIR G

imageRegistry: "<your-registry>"
autosupportImage: "<your-registry>/trident-autosupport:23.04"
tridentImage: "<your-registry>/trident:23.04.0"

RENEMZRABIBRER
pAYLk il sig-storage £ imageRegistry ERRENEMERMUE,

imageRegistry: "<your-registry>/sig-storage"
autosupportImage: "<your-registry>/netapp/trident-autosupport:23.04"
tridentImage: "<your-registry>/netapp/trident:23.04.0"

%64 6l TridentOrchestrator HZ&ETrident

ME. EJLLEIEE TridentOrchestrator FZ&#EAstra Trident, &R LUEIRMARLEEIR(E "B E X TridentZ 2"
ERAFBEM TridentOrchestrator ML TREIERT TridentfICSIBUG I FARRLEMERFHIZLE,
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kubectl create -f deploy/crds/tridentorchestrator cr.yaml
tridentorchestrator.trident.netapp.io/trident created

kubectl describe torc trident

Name : trident
Namespace:
Labels: <none>

Annotations: <none>
API Version: trident.netapp.io/vl
Kind: TridentOrchestrator

Spec:
Autosupport Image: <your-registry>/netapp/trident-autosupport:23.04
Debug: true

Image Registry: <your-registry>/sig-storage
Namespace: trident
Trident Image: <your-registry>/netapp/trident:23.04.0
Status:
Current Installation Params:
IPv6: false

Autosupport Hostname:

Autosupport Image: <your-registry>/netapp/trident-
autosupport:23.04

Autosupport Proxy:

Autosupport Serial Number:

Debug: true
Http Request Timeout: 90s
Image Pull Secrets:
Image Registry: <your-registry>/sig-storage
k8sTimeout: 30
Kubelet Dir: /var/lib/kubelet
Log Format: text
Probe Port: 17546
Silence Autosupport: false
Trident Image: <your-registry>/netapp/trident:23.04.0
Message: Trident installed
Namespace: trident
Status: Installed
Version: v23.04.0
Events:
Type Reason Age From Message —-—--——- —-—————-— ———— ——m= === Normal

Installing 74s trident-operator.netapp.io Installing Trident Normal
Installed 67s trident-operator.netapp.io Trident installed

19



FERE,

AILUEE M7 ERIE SR

{£M TridentOrchestrator status

FIRZS TridentOrchestrator IEREZEEENIN. HERELEMNTridenthkds, EZLE

EHAlE). RORTS

TridentOrchestrator 8f¥H Installingto Installed, YIREMERE Failed RS, HHEIRERTE

" AfEIL_A o

BiTIE.

Status

=F|

T

BRE
IETEENE

B
KW

IETEEHT

error

EEFEAPODEIERE
SR LU B E B AIEPodBIRAS K Astra Trident&

kubectl get pods -n trident

NAME

AGE
trident-controller-7d466bf5c7-v4cpw
Im

trident-node-linux-mr6zc

Im

trident-node-linux-xrp7w

Im

trident-node-linux-zh2jt

Im
trident-operator-766f7b8658-1dzsv
3m
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Description

RIERIEEEALLEZEEAstra Trident
TridentOrchestrator CR.

Astra Trident B Ih &%,
2{ERIETEEIE Astra Trident. EA

spec.uninstall=trueo
Astra Trident B E1%,

BERTARE. 24, EHTaEE
Asta =i /JﬂlJﬁt ?5.%1’!5 AR TJJEEUMZUKM hiRE
RICRENAFE, WFEEHITHERR.

BREREEEMNARE

o TridentOrchestrator XEH,. BEE=2R—1

EZE

o Yl

TRERETMK:
READY STATUS RESTARTS
6/6 Running 0
2/2 Running 0
2/2 Running 0
2/2 Running 0
1/1 Running 0


https://docs.netapp.com/zh-cn/trident-2304/troubleshooting.html
https://docs.netapp.com/zh-cn/trident-2304/troubleshooting.html
https://docs.netapp.com/zh-cn/trident-2304/troubleshooting.html
https://docs.netapp.com/zh-cn/trident-2304/troubleshooting.html
https://docs.netapp.com/zh-cn/trident-2304/troubleshooting.html
https://docs.netapp.com/zh-cn/trident-2304/troubleshooting.html
https://docs.netapp.com/zh-cn/trident-2304/troubleshooting.html
https://docs.netapp.com/zh-cn/trident-2304/troubleshooting.html
https://docs.netapp.com/zh-cn/trident-2304/troubleshooting.html

{£M tridentctl

AT LUER tridentctl KWERERMAstra Tridenthk s,

./tridentctl -n trident version

fom e o +
| SERVER VERSION | CLIENT VERSION |
Fom e o m e +
| 23.04.0 | 23.04.0 |
fom e from e +
T—#178

MAERUT "SR EmMEFEESR. RESHIEEEHEIPods",
fEAHelmZBE Tridenti®(E R (TR EER)

&) LIEAAHelmBBE Tridenti®2{E R H L3 Astra Trident, T2 IEERIR T3, H
. Astra TridentFr B RSB MEREFRET R EMERS. NMREEET ARG EMER.
TEER "IRVEE L IE"

HXAstra Trdent 23.041VEEE R
fEAZm R L B X Astra TridenttVEE(F B
<strong> 175 X Astra </strong> fJ{5 2

* MTE. 7ETridentZiFKubnetes 1.27, EH K KubernetesZ BiF£& Tridents

* Astra Trident= ™ &2 FITESANIFIRPEA S HRIFECE. BB find multipaths: no
7Emultipath.confSX 451,

EAIFZRREERN find multipaths: yes B{ find multipaths: smart multipath.confSXff
PRERSEIEFHRY. TridentBZINfEMA find multipaths: no B21.07hRi,

ZRETridentiZ{ER H FFHHelm%Z 2 Astra Trident
fEFTrident "HelmEFR" & 0] LI—F ZBE TridentiRER H L& Trident.
BEE "TEMR" URRGE ZERRSHH N ENIFE SR ERYZEE,

Faazal
BR7T "HEFHRFH" BFE "Helm higds 3%

P
1. ZxflAstra Trident Helm7EhE&=E

21


https://artifacthub.io/packages/helm/netapp-trident/trident-operator
https://artifacthub.io/packages/helm/netapp-trident/trident-operator
https://artifacthub.io/packages/helm/netapp-trident/trident-operator
https://artifacthub.io/packages/helm/netapp-trident/trident-operator
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https://v3.helm.sh/

helm repo add netapp-trident https://netapp.github.io/trident-helm-chart

2. ffMA ... helm install HAEMEBIEE— AW, WLLTREIFFIR 23.04.0 2EEREMAstra
TridenthikZ<o

helm install <name> netapp-trident/trident-operator --version 23.04.0

-—-create-namespace --namespace <trident-namespace>

@ MREE A Tridentf| iR =T(E). MEE/R --create-namespace SHAR B ZH s

=l
TRILMERA helm list EEREFAMER. FINBI. R=TE. BR. RS, MARFRE. AEITRS.

FEREHRE L A E R
TEREEHRE), ATLOBE RS UL RECE KR!

IR Description

--values (& -£) EEBSBERNYAMLX . AILZRIEELE, &G
MBS AR

Blgn. EFEARVERIAE debug. IBITUTES --set BpUE 23.04.0 BEELERAstra TridenthRZs :

helm install <name> netapp-trident/trident-operator --version 23.04.0
--create-namespace --namespace --set tridentDebug=true

FCEEI

IR values. yaml X (B FHelmBERMN—Z 0 e E T R#IIKMEZIAES

1IN Description Default
nodeSelector FFPODZSECHITI RATEE
podAnnotations POD#rE

deploymentAnnotations ZBEINE

tolerations PODZECHVE(E

affinity BFPodEcHIME X

22



il

tridentControllerPluginNod
eSelector

tridentControllerPluginTol
erations

tridentNodePluginNodeSelec
tor

tridentNodePluginToleratio
ns

imageRegistry

imagePullPolicy

imagePullSecrets

kubeletDir

operatorLoglLevel

operatorDebug

operatorImage

operatorImageTag

tridentIPvo

tridentK8sTimeout

tridentHttpRequestTimeout

tridentSilenceAutosupport

tridentAutosupportImageTag

Description

PodBYEMT RikiRes. HEM 7
E@??%U%%Pod%ﬂ*ﬁ)ﬁ%d T HREARE

ZE=Kubernetesi{PodMIR5E, &
B TR HI2Podf I =Pod T
fRIXAE R,

PodBIE T mikiRes. EEM 7
%??%U%Podﬂ:ﬁﬁPod THIEAE

& EKubernetesXtPodBI A 8. 18
B0 7 RIEHEI2EPodf I SPod T
EAERE,

PRRAYEME trident-operator "

, trident MIEMER, B=LUE
REIAES

EHMRIZENREE trident-

operatoro

RERMRIEINE A trident-
operator, trident MEME %,

AIFE Ekubelet N ERIRASHIEM(L
&
ARFETridentiZERTRI B ERS )&

BN. trace, debug, info,
warn, error BY ‘fatalo

SR TridentiR(ERFRY B TR 51
B HDEBUG,

AFEEBEMIMMER trident-

operatoro

AFEENRC trident-
operator B,

ARFEIPVeEREH{FEHAstra
Trident,

BEKZ#Kubernetes APIZ{ERY
ZRIASOFVEBET(IIRA AT, M LAFY
NEAI),

ERBEHTTPIERAIEAIA0TD BT
0s FBRIRYTPRIFEERT Bl RAVF
fERRIE,

A AAstra TridentE
HAAutoSupport &

SVFE = Astra Trident AutoSupport
BEsHBRIGATIC,

Default

IfNotPresent

"Ivar/lib/kubelet™

"info"

true

false

o

"905"

false

<version>

23



1IN Description Default

tridentAutosupportProxy i Astra Trident AutoSupport 28 "
B HTTPRIEFTTENR,
tridentLogFormat & B Astra TridentBEIERIE "text"
(text 8% json) o
tridentDisableAuditLog X Astra TridentEFZ B &R Fo true
tridentLogLevel AV Astra TridentBI BELFIKE "info"

M. trace, debug, info,
warn, error ¥ fatalo

tridentDebug A1 Astra TridentBI HERFNIEE false
H debuge
tridentLogWorkflows AW REREAEERIBAERELER ™
B3 EMAstra Trident T{E,
tridentLogLayers AFNBEEAESERIEAETRZLEER "
B EMAstra TridentZo
tridentImage AIF B EAstra Tridentd9iR{&R, ™
tridentImageTag RIFEEAstra TridentBIIEARId, ™
tridentProbePort ARIFEERTKubernetes;Erh/FiE "
IR MBERIA IR O
windows AFEWiIndows TIET =2 L% false
I Astra Tridento
enableForceDetach AT RE RS D EEE. false
excludePodSecurityPolicy MEESIEFHIRIZERPODRE false
HE&o

T iR H|28Pod T S Pod

Astra TridentfEA—MZHIZEPODIETT. HEEETHE N TET R BT — 1T =P0OD, TV HmPODAIEE
A AT REE = E Astra Trldent%EI’JEHU:Lﬁo

Kubernetes "1 ;3E3% 28" M "SRR E" AFRHIPodERET R B IET A EiE1T. A ControllerPlugin’
M NodePlugin. EAJLIIEEANRNEE

* iITHBEM AR SR EMNEE, FINRBRIEZEK /],
* TR SEFEERIIT R,

T35
MEAUT "SRR ERMEFMEE. BEEEESHEEEHEIPodH

fEFAHelmZBE Tridenti®(E 5 (ARHIER)

&) LIEAHelmBBE Tridenti2{E R H L3 Astra Trident, iZiEF MBI ERI= T2, E
. Astra TridentFR BN B 3G IFEE LT BEMERT, WRELE T HMGIMER. 1
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5 "tEEE R

B XAstra Trdent 23.04NEERZ S

RN 5I%R LT B XAstra TridenttfVEEF LS.
<strong> 5 X%Astra </strong> FI5 &

* MTE. 7ETridentZ1FKubnetes 1.27, FHKKubernetesZ BiF£& Tridents

* Astra Trident= ™ M52 B TESANIMERERAZRZECE. BIEN find_multipaths: no
7Emultipath.confSX 4,

EAIFZRRECE R find multipaths: yes B{ find multipaths: smart multipath.confXXff
PREESBIEFHRK, TridentBZIER find multipaths: no B21.07hRiC,

ERE Tridenti2ER F{FHHelm % ZE Astra Trident
fEATrident "HelmE X" #£8] LA—F ZFE Tridenti2 R FH L& Trident,
BHEER "LEMAR" DRBRHEREIRSHHNEIFRIEFIE M R EIETL,

Fraz Al
bR "HEFHRFMH" EBFE "Helm higds 3%

HIE
1. Z"hNAstra Trident Helm 72§ :

helm repo add netapp-trident https://netapp.github.io/trident-helm-chart

2. f§F ... helm install FABEMREEIMRMUBIRE— B Your "TridentFICSIBRE" AILMIF—1

AMRIAEHGEM RS, BFFECSIBUGERAANL T E—FMERF, TERfFlh. 23.04.0 SRBERE
BYAstra TridenthRZ<o
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— INEMERPEIIR G

helm install <name> netapp-trident/trident-operator --version
23.04.0 --set imageRegistry=<your-registry> --create-namespace

-—-namespace <trident-namespace>

RENEMRFAYBRE
A ailuaml sig-storage ]| imageRegistry ERAREMRAUE,

helm install <name> netapp-trident/trident-operator --version
23.04.0 --set imageRegistry=<your-registry>/sig-storage --set
operatorImage=<your-registry>/netapp/trident-operator:23.04.0 --set
tridentAutosupportImage=<your-registry>/netapp/trident-
autosupport:23.04 --set tridentImage=<your-
registry>/netapp/trident:23.04.0 --create-namespace --namespace
<trident-namespace>

@ MREEATridentB|Zen R =TE. MEER --create-namespace A= CIEE e
=ial,

/(_JR__“J\@}EH helm list & E 1¥ 1§/u\\ @Uﬁﬂgﬂ’\ DI'—‘% |E—|_|\ .ﬁ ’Iklu\\ mﬁﬁﬂ%’%—mﬁzﬁ\ *u'ﬁ%:l«—_rhﬁ%o

EREHAEIL A E IR
L&A, AJLUBIRTH AL RECEE:

eI Description

--values (& -£) EEBSBENYAMLX . RIS RIEELIE, &G
MBS R

--set ERLIT LEEE S,
BN, ZBeIMIBRINME debug. BT T --set BLULE 23.04.0 BEEREMNAstra Tridenthi s :

helm install <name> netapp-trident/trident-operator --version 23.04.0

--create—-namespace --namespace --set tridentDebug=true

FCEET

bR values. yaml XH(BFHelmERN—E D )IRM T BT RRHEEIAE,
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PRI

nodeSelector
podAnnotations
deploymentAnnotations
tolerations

affinity
tridentControllerPluginNod

eSelector

tridentControllerPluginTol
erations

tridentNodePluginNodeSelec
tor

tridentNodePluginToleratio
ns

imageRegistry

imagePullPolicy

imagePullSecrets

kubeletDir

operatorLogLevel

operatorDebug

operatorImage

operatorImageTag

tridentIPvo

tridentK8sTimeout

Description Default
FAFPODZECAY T mARE

POD#RE

BERE

PODZECHYE(E

FFPod7 EcRIHER 1%

PodBIE T = ikiRes. EEM 7
iRz 28 PodA T mPod T #RIFLAS

S Ye]

& =KubernetesXPodMI R 8. 18
20 T #REEI2Podf I = Pod T
AR,

PodBYEth Ty mik#Ras, BEEW 7
iz HlEEPodA T mPod T #RIFA(E

IENO

& =KubernetesifPodMIRiE, 15
B0 T RIEEI2EPodf T 5Pod T
AR,

MRIRAYEMER trident-operator
, trident MIEMER, BTLUE
ZEINME,

WERMGIZENREE trident -

operatoro

WERMEGIEENE trident -
operator, trident 1 EME %,

IfNotPresent

RIEFBZKubeletNEBRSH ML "var/lib/kubelet™

B

AR TridentRIERFVEELRFE  "info"
BN:. trace, debug, info,
warn, error 8{ fatalo

AR TridentiZ2{EFTRIBERFNIR  true
B ADEBUG,

AFREBEMNIRER trident-

operatoro

AFBEENNRC trident- "
operator B,

AIFEIPVeEREP{EHAstra false
Trident,

BEAKZ ¥ Kubernetes APHZERY  ©
ZIAIOFVEBRT (IR AAE. W LLFD
N,
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1IN Description Default

tridentHttpRequestTimeout {ERABEHTTPIEXKAIZAIA0FIERT "o0s™
0s NBETHILPRIFEAYEl, AT

WAL=
tridentSilenceAutosupport FIFEHAstra TridentE false
HAAutoSupport IR
tridentAutosupportImageTag FiF7Es=Astra Trident AutoSupport <version>
REHIRERAFIC,
tridentAutosupportProxy f¥FAstra Trident AutoSupport 28 ™
BEHTTPARIE#HITEIR,
tridentLogFormat & BAstra TridentBEICRIE I "text"
(text T json) o
tridentDisableAuditLog 2 Astra Trident®E1Z B ERRFo true
tridentLogLevel AV Astra TridentBI HELFIKE "info"

M. trace, debug, info,
warn, error By fatale

tridentDebug RiFEAstra TridenttI HERFNIKE false
79 debuge
tridentLogWorkflows AFNREFEAEICRFEETRZLEER "
B3 EMAstra Trident T{E,
tridentLogLayers AFNREASIEEHEERILEE ™
FAYFERIAstra TridentBo
tridentImage AiIFELBEAstra TridentAyi R, ™
tridentImageTag IFEEAstra TridentA9BR&ERIZ. ™
tridentProbePort AIFBEERAFKubernetes&oh/FiE "
IR MBI ERIA IR O
windows AFEWindows TET S LR false
ZE Astra Tridents
enableForceDetach AVFB RS EINEE. false
excludePodSecurityPolicy MEIE I BT HRIZERPODEZE false
HE&o

T fiRIE |22 Pod 1T = Pod

Astra TridentfEA—MEHIZEPODIZTT. HEEBETHNE N TET A LB T— 1T APOD, T =PODAIEE
A AT REE =& Astra Tndent%ﬂ’]ithﬁo

Kubernetes "5 176 #%28" M "B AFIRE" BT RHIPod7ERE T mElEIET = EiB1T, {#H ControllerPlugin®
#M NodePlugin. ERJLIIEELIRMNES,

* ITHIBEM AR SREMNEIE. FINRBRIEZEK/,
* TR SEFEEREIT R,
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T—F175
MERILLY "eIE e FmMEMEE. BEEHEEEHEIPodH",

BENXTridenti®{EFR L

ERATridentZ2{ER BT LIEARRIE M B E X Astra TridentZ2E TridentOrchestrator
MRINREENLZEHITEEN.. FEHBLHTEAERE TridentOrchestrator 8
. IBEREMFR tridentctl £RBENXYAMLB R UBRIEEZEEHITER.

T R H28Pod AT S Pod

Astra TridentfEA—MEHIZZPODIETT. HEEBETHNE N TET A LB T— 1T HAPOD, T RPODAITEE
Al geEIEF Astra Trident&EB A _EIETT.

Kubernetes "1 s 176 #%28" M "B AFIRE" BFREIPodERE T mEEIET = _EiB1T, {#H ControllerPlugin®
M NodePlugin. ERJLIIEELIRNES,

* IThlgtEM A R SR EMER. FIANRIBAIEE R/
* TR SEFEERIIT R,

[iGy=$viai]

spec.namespace {EFFEE TridentOrchestrator FRNEE T Astra Tridentiyen & Tial, Itk
(D 580 %3 Astra Trident BEEEH * o MREIMPUTLLIRME. WRSH
TridentOrchestrator BEENBVIRE Failedo Astra TridentREEEE & =T8T,

WRIFMN B THHKXEE TridentOrchestrator BM.

B Description Default
namespace AT % Astra Trident B985 g %5|8]  default
debug 77 Astra Trident 2B false
enableForceDetach ontap-san #ll ontap-san- false

economy 1XfRo

A] 5KubnetesIEIEE T =%
HIINGN)EEFEH. FEEEIERAE
BETRETIRRAEEREEE
HENTENHTSMTRIFT
50
*XE223.04Fp—INSt 8 IhEE, *
217 [8 X2 HI B E4E %] T

MREBFAMEERE,

windows BN true BAEWiIndowsT{E false
TE R,

useIPv6 ZRET IPv6 BJ Astra Trident false
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2

=

k8sTimeout

silenceAutosupport

autosupportlImage

autosupportProxy

uninstall

logFormat

tridentImage

imageRegistry

kubeletDir

wipeout

imagePullSecrets

imagePullPolicy

controllerPluginNodeSelect
or

controllerPluginToleration
S

nodePluginNodeSelector

30

Description
Kubernetes 12 {F#BAY

AE @ NetAppA&iXAutoSupportif£h
a

Bxzh

AutoSupport ZEH A28

FF &% AutoSupportFy IR Ayt
i
=N

BT EZ; Astra Trident B94RE

E(EEY Astra Trident BEIC R
I [text , json]

BLRIEM Astra Trident BR{ER
REFEMRAVERR. 18

<registry
FQDN> [ :port] [/subpath]

FH_EH kubelet B RBIKEZR

EfPRARITE 2 MIPRRZEIRSIR
Astra Trident

MR 25 AR AR IR 0N S

5N

RE Tridentz B ATHYBRIRIZENR
B%. BRIEN:

Always LAIRLLIRENBRIR,

IfNotPresent (NET R LEAE
TEBRGES A 1R BZ PR R

Never MAIZENARIER,

PodBVEMTI RikiRes. EiESHE
il

pod.spec.nodeSelectore

ZEEKubernetesitPod I AR, &
BSERREI
pod.spec.Tolerationse
PodRYELfth T3 mikiFEes. EESHER
BRI\

pod.spec.nodeSelectore

Default
30

false

"NetApp/trdent AutoSupport
: 23.07"

ll<a
href="http://proxy.example.com:888
8ll"
class="bare">http://proxy.example.
com:8888"</a>

false

X

"NetApp/TRIdent: 23.07"

"k8s.gcr.io/sig-storage"(K8s 1.19+)
¥ "ka.io/k8scsi"

"Ivar/lib/kubelet"

IfNotPresent

TEVAE; AIE

TEVAE; AIE

TENAE; AIE



o Description Default
nodePluginTolerations B =Kubernetes3tPoddi R, & TRAUIAE; A%
B 5HEEE

pod.spec.Tolerationse
() AR POD SHENHAER, SHBR 5 Pod HELTI A,

B RaH I 4EE R

Al 3B ARGIETFF ontap-san #l ontap-san-economy ¥R, EREFABHIMF ZF]. HMTEKubbernetest
B LBRIEEETAXAINGN), BXFMER, FEN "Kubnetes: T RIEERE XA

HFAstra=Im7Z &K FKubbernetes NGN. F|ILLiE7IMIBE out-of-service BITIKRAAIER
MNP aRsSEEMEE. BEREFTAERUXFNIEAZ NI, RAaSEti ARz
A e fa M R IR EE R F

LKubnetesEEEIE AN 7B node . kubernetes.io/out-of-service=nodeshutdown:NoExecute
T S HMFESHE enableForceDetach IREN true, Asta TridentiSHET 2RSS, F:

1. B EHEIZT SRS ERI/OIE,.
2. BAstra=iH T R RIFEH dirty HFHERYIFAL L),

EHREMBIASNEFTNE) LA, ShEA (Trident ISHISSIBBIMIIRHBIER
(D dirty) RETEASa=ITPRERENSIIE SR DAL HPVCAILE I TR 3 EDETE EBE T 0B 1T
RRRIFABRERER). LTIENHARRIES clean (TRLLIHHAT),
MRS B TPRRHARIASRIE. Asta Trident:

1. BWEHBMRT R EFRIBRE AR,

2. yu% £T_L:_FEFI cleanable %/L,\(Eﬂﬂ”&%ﬂﬁﬂq:l'—ﬁﬂqﬁlgﬁ #E. '5&3:)'*/@\ Ready )Iklb\) #ﬁﬁﬁﬁﬁﬁj
MEAMRZEHZT #H. AstaZIRRARE T REFERN clean AAWB T RAHHHELHE.

[Ry=wany il
TR LIEENXER EARE M TridentOrchestrator BRENZE,
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M EXBEXEE

XE—MNEFBENXEETR.

cat deploy/crds/tridentorchestrator cr imagepullsecrets.yaml
apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullSecrets:

- thisisasecret

Tf2: ERT RIERSEEE

RIS ER T SRR A 5 4R 28 BB E Trident:

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
controllerPluginNodeSelector:
nodetype: master
nodePluginNodeSelector:
storage: netapp
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f513: 7EWindows T{ET & FER=

IR EI35 B T SNl FEWindows T{ETS & _E2FE,

cat deploy/crds/tridentorchestrator cr.yaml
apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident

windows: true

{EAtridentcti#{ T
{EAtridentcthH# T

e LA %% Astra Trident tridentctlo. UEETEFAIBERIHE L. ,\':F' AStra
TridentFTEEN B es R BB FHIETRFIMERD, UBENX tridentctl ZE. iBEL"
BHENX tridentctl ZFZ&",

B xAstra Trdent 23.04VEEE L2
TRARNE LB X Astra TridenttVEEF B,
<strong> 1755 X Astra </strong> I 2

* WTE. 7ETridentZ3FKubnetes 1.27, EH K Kubernetes Z FiFZk Trident,

* Astra Trident= ™ M52 HITESANIMIRPER S KRZACE. BIEN find multipaths: no
FEmultipath.conf>X 5,

EFAAIEZRREERN find multipaths: yes B¢ find multipaths: smart multipath.confSXff
FREESEIEHAK, TridentBZIFER find multipaths: no B21.07hRiC,

fEF %3t Astra Trident tridentctl
BHEER "TEMAR" DRBREERZREFREHHAENIFR ISR IE R R EIEDL,

FaaZ Al

HFHRZTEZH. BERILinuxENHRIITERTEEEE—NMERIEITH. "SZ#50 Kubernetes 585" #H A
B NERRNG
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(D f£AOpenShift oc MARE kubectl £ FEFIERGIF. BT RS admin*BHER oc

login -u system:admin 5 oc login -u kube-admine

1. I8iFKuberneteshiR7s

kubectl version

2. WIEEEREIE AR

kubectl auth can-i '"*' '*' —--all-namespaces

3. WIFEE A8 LIMDocker Hub/EEh{E B MR PODH@EITPODMEIF R E R S :

kubectl run -i --tty ping --image=busybox --restart=Never --rm -- \
ping <management IP>

$£14 . THTridentZERFE

Astra TridentZ 2 2F & n] 832 Trident Pod. ELERATHRIFEIKESHCRDIIR. HAIIELCSI sidecars AT TAD
BEUNIGEMMEIEE ENFIRE N TEHHIRINEMRAN TridentZ 32 "GitHub_ERY assets Zf93"
ERBIF. EREER<trident-installer-XX.XX.X tar.gz> TridenthR2~E#_Astra Tridents

wget https://github.com/NetApp/trident/releases/download/v23.04.0/trident-
installer-23.04.0.tar.gz

tar -xf trident-installer-23.04.0.tar.gz

cd trident-installer

$254 ;. L3 Astra Trident

B TEFT R & TiEl X #Astra Trident tridentctl install @< ERILURMMEMBSECRIEEREGE
RAIE,
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FRAERRTU

./tridentctl install -n trident

— INEMERPBIBR G

./tridentctl install -n trident --image-registry <your-registry>
-—autosupport-image <your-registry>/trident-autosupport:23.04 --trident
-image <your-registry>/trident:23.04.0

AELFAZRABIBRE
BATMINN sig-storage B imageRegistry ERAARRREMRAE

./tridentctl install -n trident --image-registry <your-registry>/sig-
storage —--autosupport-image <your-registry>/netapp/trident-
autosupport:23.04 --trident-image <your-
registry>/netapp/trident:23.04.0

BRI RIS NI TR

INFO Starting Trident installation. namespace=trident
INFO Created service account.

INFO Created cluster role.

INFO Created cluster role binding.

INFO Added finalizers to custom resource definitions.

INFO Created Trident service.

INFO Created Trident secret.

INFO Created Trident deployment.

INFO Created Trident daemonset.

INFO Waiting for Trident pod to start.

INFO Trident pod started. namespace=trident
pod=trident-controller-679648bd45-cv2mx

INFO Waiting for Trident REST interface.

INFO Trident REST interface is up. version=23.04.0
INFO Trident installation succeeded.

FIER%,

o] LUFEFAPODRIEIREHIIELLEE tridentctlo



[FTE(EFAPODRIEIRES

Eel LUBE EE B SIEPod IR K iAAstra TridentZ X2 E B 5T

kubectl get pods -n trident

NAME READY STATUS RESTARTS AGE
trident-controller-679648bd45-cv2mx 6/6 Running 0 5m29s
trident-node-linux-vgc8n 2/2 Running 0 5m29s

MNRLZERRFAREINTERD trident-controller-<generated id> (trident-csi-

<generated id> 7E23.01ZAIMRAER)FEE ERSITIRS. RAKRRELTFE, €A ...
-d to "FTFHEEURTC" FHX R EEIR FHITHFEHR.

fEF tridentctl

R LAER tridentctl KWEZZERAstra Tridenthi s,

./tridentctl -n trident version

=l
1 BREAER FWindowsT S fAsta=ixZIF

EEWindows T R _EIZ1TAER =2

tridentctl install --windows -n trident

Tf52: EHforce detach
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tridentctl install --enable-force-detach=true -n trident
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=178
MERILLY "eIE e FmMEMEE. BEEHEEEHEIPodH",

BH7E XtridentctlZeiE
o] LIE A Astra TridentREERRF HE X R,
TRZERRR

fEFAstra TridentZ&ERZRF I LIBEXEBM. Hli0. NREE TridenttMGEF|ZE BEMEE. Mol LUEHRISEM
BB --trident-image, MRER TridenttRERLUKRFIFERICSI sidecarff MR EHIEIE BE(ERE. N&IFER
FEEZIFEENME --image-registry 33N, HEFERX A <registry FQDN>[:port]o

NREERNEKubernetesf 3 &R, HA kubelet BEIMIBEFRBEIEEERIE L /var/lib/kubelet. &
AILMFERIEE AR —-kubelet-dirs

MNREEEBENTE, FHEBEHNTZEERSHNAFEE, WEAUBENXEBEX S, #H --generate
-custom-yaml SEBELZEEZRFEIZELLTYAMLYX Y setup BF:

* trident-clusterrolebinding.yaml
* trident-deployment.yaml

* trident-crds.yaml

* trident-clusterrole.yaml

* trident-daemonset.yaml

®* trident-service.yaml

* trident-namespace.yaml

* trident-serviceaccount.yaml

* trident-resourcequota.yaml

EMXEXE. ERUREFEHITER. ARER --use-custom-yaml REBTEXEE,

./tridentctl install -n trident --use-custom-yaml

T EMA?
RiEAstra Trident/S. BRI UMMV, QIBTEMHE. RESURSSEEIIPoIT,

F17. tIERK

M, EEILARERIR— MG, i Astra Trident EEEE[ER. ALk, 158/ backend. json BEUESEHY
Xo FIERIHREIREERERIREIECEXH sample-input BRo

BB I BXRIOAAEREEEEX I EZIFRER.
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cp sample-input/<backend template>.json backend.json
vi backend.json

./tridentctl -n trident create backend -f backend.json

fomssmmmmaaaaa fomssmsmmmaaama=a R
e e X

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

froscscssss==== frosssssassmssme=s frommoeesosscs s e e m s e e e e
fe======s e F

| nas-backend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 0 |

foss=ms=m===== foss============= fEmsmesessososssssssssssscsessososs====
s e +

NRBEKM, NEIHEE LA™, EILUETU TS REEASEUHELERRA:

./tridentctl -n trident logs

fRRrEfE, RAFROEAZIMPENFAHAER. BXEBESHERRRET, 520 "SEHR" 8850

£2%: QIREME

55

Kubernetes AP EAIEERNXKAMLEE ( Persistent Volume Claim , PVC) ECE#% "1FiEE" 1R& . 1*F4

=
=

BXWAFREE, BEEEHRATZENREER (FEAGIFA Trident) URIZENEEEFHE o

BIE7Z(#EZE Kubernetes AFRKHEEMNERES. ZENEEFTEN L —POIRMEIRER, LUE Astra Trident
AILMfEAEREENE.

BAEEFEANRERFEREEETEMES sample-input/storage-class-csi.yaml.templ REERF
FEMIEYSZ M. Bk BACKEND TYPE MFERHIER % FFo
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./tridentctl -n trident get backend

e o T bt
o F—————— +

| NAME | STORAGE DRIVER | UulbD

STATE | VOLUMES |

o —— o T et it
- F—m————— +

| nas-backend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 0 |

o —— e it PP T ittt
- F—————— +

cp sample-input/storage-class-csi.yaml.templ sample-input/storage-class-
basic-csi.yaml

# Modify = BACKEND TYPE  with the storage driver field above (e.g.,
ontap-nas)
vi sample-input/storage-class-basic-csi.yaml

XZ—1MKubernetestR. FEMERTLUER kubectl UTEKuUbernetesHBI%E,

kubectl create -f sample-input/storage-class-basic-csi.yaml

IM7E, Kubernetes # Astra Trident #3271 * B -CS| * 238, Astra Trident N B &I fGimAY i,
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kubectl get sc basic-csi
NAME PROVISIONER AGE

basic-csi csi.trident.netapp.io 15h

./tridentctl -n trident get storageclass basic-csi -o json

{

"items": [
{
"Config": {
"version": "1V,
"name": "basic-csi",
"attributes": {
"backendType": "ontap-nas"
by
"storagePools": null,

"additionalStoragePools": null

by
"storage": {
"ontapnas 10.0.0.1": [
"aggrl",
"aggrz",
"aggr3",
"aggrd"

F3IT:. BEF—E
M, BEESFNSEEE—1E. HEIEIE Kubemnetes SRFERMUIRIE kKA EEER" (PVC) MK,
FERNIRIEIZRFMERIIEEE PVC

1520 sample-input/pvc-basic-csi.yaml B8, HRFERZITSELIZERN R FRITE,
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kubectl create -f sample-input/pvc-basic-csi.yaml

kubectl get pvc —--watch

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

basic Pending

basic 1s

basic Pending pvc-3acb0dlc-blae-11e9-8d9f-5254004dfdb7 0

basic 5s

basic Bound pvc-3acb0dlc-blae-11e9-8d9£f-5254004dfdb7 1G1i

RWO basic s

F 4T FEHEEHE Pod

IM7E, iEFTEHSE, BNPEBsI—nginx POD. #EPVHEHZEIT /usr/share/nginx/htmls

cat << EOF > task-pv-pod.yaml
kind: Pod
apiVersion: vl
metadata:
name: task-pv-pod
spec:
volumes:
- name: task-pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: task-pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/usr/share/nginx/html"
name: task-pv-storage
EQOF
kubectl create -f task-pv-pod.yaml



# Wait for the pod to start
kubectl get pod --watch

# Verify that the volume is mounted on /usr/share/nginx/html
kubectl exec -it task-pv-pod -- df -h /usr/share/nginx/html

# Delete the pod
kubectl delete pod task-pv-pod

tBS, Pod (NMARERF) ABEFE, BENE. IRFE, EAILUMS—1 POD EAE,
ZERE, BEMFRERA:

kubectl delete pvc basic

IE, ERILBAITEMESS, flin:

* "EeEEfER, "
* "RIEEfEMESL,
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