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fEF3 CSI $h¥hINRE, AILUMRIEXIEA A X ERIARIREIA—NMED TR, M5, EBEnRMER,
Kubernetes EIZSIA] AERET P KT R NRAIUIF— M KERBNRERTRERKES, Ba] TR
XigziEl, ATEFESXEERMFATERHECES, Astra Trident 8T CSI #hfh,

(@  THERCSIEIIBNESER It

Kubernetes et 7MiM —RIEH TR

* M volumeBindingMode I&E A Immediate. Astra Tridenti§8lEE. MASRFEMIAIN. BIE
PVC N BEHEMISILE. XEHIAE VolumeBindingMode FiEAF ARG FEIRFNESIBYEE
B, SIEBXAMEE, AT IEKE Pod BIITRIZER,

* f£H VolumeBindingMode I8 B WaitForFirstConsumer. {EITXIFIEIEFERPVCHPodZ . FiE
IRAPVCRIEMHPEXA NS, X, SMIIREHRIMNEREFILHERITXIPREISROIE,

() - waitForrirstConsumer SEMAFRBIEIMFE, HIMEAIRITF CSI HEHNINEEREF.

EBBNNE
SEF CS| R, EREREL TR

* IB{TEYKubernetes&E & "7 1FHIKuberneteshi 28"

kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99dft",
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:49272",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}

s EBPNT RN EFR S| ABEINEHBIPRE (topology. kubernetes.io/region Fl
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kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{.metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0os":"1linux", "kube

rnetes.io/arch":"amd64", "kubernetes.io/hostname":"nodel", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/master":"", "topology. kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-a"}]

[node?2,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node2", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone" :"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amdo64", "beta.kubernetes.io/os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node3", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/worker":"","topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-c"}]

F14: IETRARIN G
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supportedTopologies RNMMZIFH I XAXIFEFIRIR, W FEALL/FIHEY StorageClasses , RETE
RRFFXIE / KIFPITINNRAERIEKRE, 728125,

THE—TEHREXRH:



YAML

version: 1

storageDriverName: ontap-san

backendName: san-backend-us-eastl

managementLIF: 192.168.27.5

svm: iscsi svm

username: admin

password: password

supportedTopologies:

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-a

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-Db

JSON
{
"version": 1,
"storageDriverName": "ontap-san",
"backendName": "san-backend-us-eastl",
"managementLIF": "192.168.27.5",
"svm": "iscsi svm",
"username": "admin",
"password": "password",
"supportedTopologies™: [
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-a"},
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-b"}

]
}

supportedTopologies AFIRIHEEBNEHRIKIFEM S XFIFK, XEXIFMPXKRAE
() StorageClass IRHMAIFETIR, HFOSERBHIBHKFASREI StorageClasses ,
Astra Trident ¥ EEIHEIES,

BRI AFE X supportedTopologies WS NMEMEMI—. EEWLLTRAI:



version: 1
storageDriverName: ontap-nas
backendName: nas-backend-us-centrall
managementLIF: 172.16.238.5
svm: nfs svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b
storage:
- labels:
workload: production
region: Iowa-DC
zone: Iowa-DC-A
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- labels:
workload: dev
region: Iowa-DC
zone: Iowa-DC-B
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b

ELERBIP. FER region M zone IBERNEFHEMI(IE, topology.kubernetes.io/region
topology.kubernetes.io/zone IEEFEBHNERE,

% 2% EXALRBIEFMY StorageClasses

RIBAEBE P IR HAVRIMRZ, FJLUE StorageClasses EX N B EHRIME R, XEHERIE PVC I53
IERER REFREM, LUIKRAIER Trident EEEMERNT R F&.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: netapp-san-us-eastl
provisioner: csi.trident.netapp.io
volumeBindingMode: WaitForFirstConsumer
allowedTopologies:
- matchLabelExpressions:
- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b
- key: topology.kubernetes.io/region
values:
- us-eastl
parameters:
fsType: "ext4d"

7£ EiRStorageClassEXH. volumeBindingMode IXEH WaitForFirstConsumer, {ELLFFEIHIBERD
PVC 7 Pod 5| B ZHIASH1TIZ{E, f. allowedTopologies IRMEFEAMNDIXMXIFH, o netapp-
san-us-east1 StorageClassi1E L BI##PVC san-backend-us-eastl EIARTE X MGk,

%39 eIEMER PVC
8 StorageClass I HBRHIZIRIRIE, EIERIUBIE PVC,

BB WG spec LT

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl

ERLERBIE PVC ESHUUTER:



B{E Trident IR EHFHLE

kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding

EI PVC , I57E Pod HfER PVC o BT RA:



apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

ltpodSpeci&KubernetesTE AT &= Eit¥IPod us-east1 Xig. ARG MFBIEAT SFHEITIER us-
eastl-a B{ us-eastl-b PX,

BEEIU T



kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

B EmRLUEE supportedTopologies
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cat snap-sc.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:
name: csi-snapclass
driver: csi.trident.netapp.io

deletionPolicy: Delete

o driver }EMAYER J1=IKCSIIKEIFEF, deletionPolicy FJLAE Delete B Retaino, &= N
Retain. FHEEE LNKEVEREBSRE. BMEEFEAN ML volunesnapshot X REMIBR.

BEXEMEE. BB WFEE: /trident5|A/objects.htmi#Kubernetes -volumesnapshotclass-
objects[VolumeSnapshotClass]o

%24 tEIAE PVC BIRE
TG IR I PVCHIRER,

cat snap.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:

persistentVolumeClaimName: pvcl

EUERBIFR. AR ANPVCEIERER pvel RIBABRIFIZKEN pvel-snapo

kubectl create -f snap.yaml
volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots
NAME AGE
pvcl-snap 50s

X2 T volumeSnapshot X %Ro VolumeSnapshotZEMFPVC. H5XEX VolumeSnapshotContent &
TEFRREBRIF R,

AT LAFRIR VolumeSnapshotContent BIRR pvel-snap VolumeSnapshotdyistBH,



kubectl describe volumesnapshots pvcl-snap

Name: pvcl-snap
Namespace: default
Spec:
Snapshot Class Name: pvcl-snap

Snapshot Content Name: snapcontent-e8d8alca-9826-11e9-9807-525400f3f660

Source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl

Status:

Creation Time: 2019-06-26T15:27:297

Ready To Use: true

Restore Size: 3Gi

o Snapshot Content Name FRiR¥FEEILIRIREIVolumeSnapshotContenti %R, o Ready To Use BEFERR
BIf# F Snapshot | ZFBIPVC,

% 3 2. M VolumeSnapshots 6ll7# PVC
LR BIERIREE RIZEPVC,

cat pvc-from-snap.yaml
apiVersion: vl
kind: PersistentVolumeClaim
metadata:

name: pvc-from-snap
spec:

accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

10



dataSource ERIER R /IBIVolumeSnapshottEPVC pvcl-snap fEAEIER. LIRIEEIETR Astra
Trident MIRERGIEE PVC . 8I& PVC fa, RILUGEMINNE Pod £, HEEREMEEM PVC —HER.

(O 2ESHERNSEZETLRPVC datasource,

R 2 & IRERRIPV
@Bﬁﬁﬁ?&ﬁ%'ﬁ%ﬁﬁﬁ’ﬂﬂﬂ'l&%w, HARIAY Trident E3F TN " ELEMIRR " RS, MFRERELUBIBRAsta Trdent

INRERIKubernetes 73 &K hRA B & IRFRITHIZZACRD. AT LURIN FRR#ITERE.

L
1. B HREECRD,

cat snapshot-setup.sh

#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

2. gIERRARITH2R,

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/setup-snapshot-controller.yaml

@ NBEMNE. FTH deploy/kubernetes/snapshot-controller/rbac-snapshot-
controller.yaml H&E# namespace SR =iE,

11



fERRRIME SLIE

HINBERT. REBERLTRERS. UESRAEEMIESFHEEENSENREM ontap-nas M ontap-
nas-economy JBRoIfERF. B .snapshot BRUBIZEMNRBIRE IR,

f$EFvolume Snapshot restore ONTAPAR 1T RERFE LR F L HIRBHIE RIS,

clusterl::*> volume snapshot restore -vserver vs0 -volume vol3 -snapshot

vol3 snap_ archive

(D) EEsnapshotfldssy, MEERERHES, SR SnapshotBIAEHEMERRIERSESR.

EESIEES
- BIRE

* "VolumeSnapshotClass"
BHE

183d Astra Trident , Kubernetes P A UERIZEENEHITT B, BERBEXYT R
iSCSI #1 NFS EFFERLEMEE.

EBFF iSCSI &
EALUfEMA CSI ECEZFY B iSCSI kAME (PV) ,

@ £ #FiSCSIEY B ontap-san, ontap-san-economy, solidfire-san JXohiEFHE
EKubernetes 1.16 2 E = k2o

R
¥R iSCSI PV €3EUTHIE:

* ¢miEStorageClassTENX LIIZE allowVolumeExpansion FERIZE N trueo

* YREBEPVCENX HEHT spec.resources.requests.storage URMEEENA/N, ZK/NABIKTFRIG

Ko
* EFE PV K/, %OUE PV EEEET| Pod ., 1% iSCSI PV AN, BFFMIER:
° YN8 PV &E$#&E Pod , NI Astra Trident Y BEEGIRNE, EFRRBISEHEERXXGRF KR

o 2 AERIEE PV BIK/NEY, Astra Trident ¥ BREERIRNE. & PVC 4%E 2 Pod [, Trident
SEFFRSEHARXHERA KR JAE, Kubernetes &7 BIRIERINTRGEH PVC X/

UTRBAIERTH & ISCSI PV W I{ERIE,
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%1% ECE StorageClass LZiFEY B

cat storageclass-ontapsan.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"
allowVolumeExpansion: True

3 FBETFERYStorageClass. BN EHFHITHRIELEHE allowvolumeExpansion &%,

% 2% FREEIER StorageClass & PVC

cat pvc-ontapsan.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Astra Trident KEIE— N KAME (PV) #FRBESIKAMERE (PVC) XEBX

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82f2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i RWO

Delete Bound default/san-pvc ontap-san 10s



F 34 EXEEZPVC H POD

FitRFIR, eI T —1MERBIPOD san-pveo

kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name: san-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82f2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc-protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

E£4%: BFFPV

ERERIZENPVMIGIHIAEN2GI. 1BHREBPVCE X HEH spec.resources. requests.storage £2Gio
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kubectl edit pvc san-pvc

# Please edit the object below. Lines beginning with a '#' will be
ignored,

# and an empty file will abort the edit. If an error occurs while saving
this file will be

# reopened with the relevant failures.

#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 2Gi

E5F: WY R

/R

S,

R LUEITHEE PVC , PV # Astra Trident BRI/ NEW I BE2E EEiE1T:
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

BFF NFS &

Astra Tridentz#53x)_EECERINFS PVi#1TEY B ontap-nas, ontap-nas-economy, ontap-nas-
flexgroup, gcp-cvs, #d azure-netapp-files [Gifo

% 1% A& StorageClass U ZFHEYT B

EIAENFS PV K/, BIEAEAEERTIREXRMEFMEIEUATFEY B allowvolumeExpansion FE&
WEN true:

cat storageclass-ontapnas.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontapnas
provisioner: csi.trident.netapp.io
parameters:

backendType: ontap-nas
allowVolumeExpansion: true

NREECNEGE IETEMESS. W R B EARENEEMEIEEIT kubectl edit storageclass AW
&V R,
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% 2% FREEIER StorageClass tiE PVC

cat pvc-ontapnas.yaml
kind: PersistentVolumeClaim
apivVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Mi
storageClassName: ontapnas

Astra Trident 2 A1tk PVC 6l —1 20 MiB NFS PV :

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 20Mi
RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 20Mi RWO

Delete Bound default/ontapnas20mb ontapnas

2mé2s

E35 . BHPV

ERHEIERI20MIB PVIAE A 1GIB. 1B4IEPVCHH#HITIZE spec.resources.requests
GB:

.storage %1
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kubectl edit pvc ontapnas20mb

# Please edit the object below. Lines beginning with a '#' will be
ignored,

# and an empty file will abort the edit. If an error occurs while saving
this file will be

# reopened with the relevant failures.

#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 1Gi

F4F . WitY R

e LUEIE M E PVC , PV # Astra Trident HRIA/NERIFEARZRANERIER TE:
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kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom— +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

- fom o
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |

et ittt L fommm - fom e
fom - oo fom - e +

SANE
el LU BB FEEENKubernetes PVE A tridentctl importe

BEARFE S EIN
EOI LU ES N\ EIAstra=ImEI U T &

* REAEFRARUHESFRAENGHES
* WN— PN AR EREENTRE
© BEREAEMENKubrenetes ¥

* TERMERE HRIEE S N 2 FF EE

AEEM
SENEZHI. BEFUTEESD,

* Asta= IRFEIR REES ARW (IR 5)KEAONTAPE, DP (3iEFIF)XENEESnapMirrorBinE. EBES
ANAstra= gz 2z 51 EBNEHRTREX R,
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* HNBNSNEEEDERNE. ESRASRERANG. BRELE. ARRITEAN.

@ XN FRELHEE. FJyKubnetesFERIREILAIAERE. H B UBMMG EEEE
F|Pod, XFIRERFEHUREIRIT,

* Fid storageClass AMEPVCLIEE. AEAR BESNHEAERILLSE. CIEEHESERFEMEER
EEEFIEM I RR#HITIERE, ATEERERE. BRSNREAFTE®ZEM, ALk, BMEEITF5PVCH
BENEFEERALEN RSP, SABREEXK,

* WEEXNEPVCHBENIRE, FHREEFSANER, RAKFEE PV, HFAHESE— Claims Ref,

o BIUERIRRVIEE N retain EPVH, Kubernetes BIH4FE PVC 1 PV &, S EFHEIUNERIR UL F
BRI B R,

° FFERMIEIURIE ABT delete. MIBRPVEY. FHESIEHMIFR,

* BRINBR T, Asta=infFfEEIEPVC. HIEEIREMBFlexVolfILUN, ERILUEE --no-manage BF S
NEREENIRE. MRERER --no-manage’F, AER BEXNKRNESRBEHRNARNPVCHPVHITERIE
ke, MEEPVE. FaMFEEES. HEERENSONEABRSHMRFESR AR,

NREBX AU TIEAFHFER Kubernetes , BFHETE Kubernetes MNP EIRFMEENERAE
HA, MLEIEEHR,

* PVC #1 PV RERII—MRE, ATFHETEESAUK PVC 1 PV 2EEBEHE. RRAECEMBRILIRE,

SN\E
AT AR tridentctl import MMSAES

p

1. QKA MEBRPVC)XE@EIM. pve.yaml)e PVCXHENEE name, namespace, accessModes
, M storageClassNameo, fEWAILIERE unixPermissions FEPVCENXH,

U i AR

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: my claim
namespace: my namespace
spec:
accessModes:
- ReadWriteOnce
storageClassName: my storage class

(D amaspvanmEk SHHSE, XTELEERLESAGIEN,

2. ffif tridentctl import MPLUIEEESENAsta=THIRE RSB MU IEEFE L—IRREHIZTR(
f5l30: ONTAP FlexVol. Element#. Cloud Volumes Servicei&1R). o -f IEEPVCXHMRREESEN,
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tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-
file>

Nl
BEUTESNT. TREXZFNIEHIERF.

ONTAP NASFIONTAP NAS FlexGroup

Astra=ININEEZIFFAS NS ontap-nas #l ontap-nas-flexgroup REHFERFE,

@ * o ontap-nas-economy REIFERFTEF A EEgtree,
* o ontap-nas #l ontap-nas-flexgroup RENIEFARIFFERAEENERZM,

FERLIENE 1 ontap-nas IREHIEFEONTAP £8f EBFlexVol, #H S N\FlexVol ontap-nas IRohiEF
M ITERIEMERE. ONTAP &&f L EF7ERIFlexVol BILUENEF AN ontap-nas PVC, [E##. FlexGroup volstla]
LIERF N ontap-nas-flexgroup PVCo

ONTAP NASfl
UTEREEMNIEZEEZNBIRG,
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REL

U TFREIESANEB RS nanaged_volume UFHAK/GEH ontap nas:

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

e tomm - fom -
fomm - o e pomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o fomm - fom e
fomm o fomm fo—m +
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6a4-b052-423b-80d4-8fb491alda22 | online | true |

o fo—m fom -
fomm o fomm - fomm - +

FZES

fEFBY --no-manage 2%, AEA BAMNEHITEDR

o
A,

#
UFREIS N unmanaged volume L ontap nas /gim

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-
file> --no-manage

o e Fomm -
fom - o fom— - fomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fommm————— fomm -
fom - o fomm - fommm - +
| pvc-df07d542-afbc-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5ab6f6ad-b052-423b-80d4-8fb491ald4a22 | online | false |

o - fommm - fomm -
fom— - o fom - e +

ONTAP SAN

Astra=IINEEZFHFEASANE ontap-san REHiERF,

Astra=IR/ZER] LIS AN B S 2 NLUNBIONTAP SAN FlexVol, iX5—2 ontap-san B&hiEFE. FF HFlexVol
FEEPVCHILUNEIEFIexVol, Asta=3#{iF \FlexVolHEE SPVCIE X KEAEEH,

ONTAP SAN/ I
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UTEREEMIEREETFNEIRA,

KK

EE

WFZELE. Asta=IHiEEEFlexVolE&FRZ N pve-<uuid> ¥EFlexVol FRILUNME L 1uno,

TSN ontap-san-managed L#F7EHYFlexVol ontap_san default /gif:

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-

basic-import.yaml -n trident -d

fossssssss=sssesess s osssososssssssssssss=s Fem=m==== e et
fem=======a fememmesessss s s e sese s eessasaa s f=m===== fememema=a +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
fossssssssssscessssssssesosossssssssssssa=s femmmm=== fomssmssmemaaa
fressmm=a==s L R L e X
| pvc-d6eedf54-4e40-4454-92£fd-d00fc228d74a | 20 MiB | basic |
block | cd394786-ddd5-4470-adc3-10c5ced4ca’57 | online | true |
frosssssesmssmeme s oo s e n s s e s e e froccsssssmeea==
femm======a R fe======s e +
FREE

UFRBIS N unmanaged example volume £t ontap san fgim:

tridentctl import volume -n trident san blog unmanaged example volume

-f pvc-import.yaml --no-manage

e L L Fommmmomos Fommmmememesemos
et ettt Fommmmmms Fosommmmes +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmcmcosososssrs e e e e Ee T e E eSS eSS Fommmmmme= Pomemmsmsmssemss
Pommmmmmm== e cemes e s s s s s s s s ssss Pommmmm== o= +
| pvc-1£c999¢c9-ce8c-459c-82e4-ed4380a4b228 | 1.0 GiB | san-blog |
block | €3275890-7d80-4af6-90cc-c7a0759£555a | online | false |
Fommmmmmemsmesessse s s s s e e o= o=
Fommmmmomo= B e e e Fommmmmoe e +

IR EIFELUNBRET ) 5Kubornetes T3 s IQNHEZIQNAigroux. SN FRAIFFR. EEWKEEEIR: LuN
already mapped to initiator(s) in this group. EHEEMIFFEINIZFHECHMRETLUNAREZAN
5o



Vserver  Igroup Protocol 0S Type Initiators

k8s-nodename.example. com-fe5d36f2-cded-4138-9eb@-c7719tc21913
iscsi linux ign.1994-05.com.redhat:4c2elcf35e0
unmanaged-example-igroup
mixed linux ign.1994-085.com.redhat:4c2elcf35e0

Element

Astra=In7ZfE 2 15{FEFNetApp ElementfR{EFINetApp HCIES AN solidfire-san JEKENEER.

@ Element RopiEFZIFEENERIT, B2, IRGFEEENERIR. Asta DentRhiR[EIHEIR, 1F
NIGERRR. REE. IREE—NEIMHASIATENE,

v Ll
UTFREERN element-managed [aln LRYE element defaulto

tridentctl import volume element default element-managed -f pvc-basic-
import.yaml -n trident -d

- e fom e
fomm - o fomm - fommm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o fom— fom e
fom— - o fom - Fom——————— +
| pvc-970celca-2096-4ecd-8545-ac7/edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9¢c42-e38e58301c49 | online | true |
o fom—————— Fom e

fom - o fom— - fommm————— +

Google =¥ &

Astra=ININEEZFHERA SANE gep-cvs WEhFERF-

E1EGoogle=FEHE ANetApp Cloud Volumes Servicex#580%E. BRERRHTEIZE. BB
RRENSHBEN—E7. (IFZE /. fln. RSEHEFN 10.0.0.1:/adroit-
jolly-swift. HBEEN adroit-jolly-swifto

Google Cloud Platform::f
UTRBEFN gep-cvs Gl LEME gecpevs YEppr BER{E adroit-jolly-swifte
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tridentctl import volume gcpcvs YEppr adroit-jolly-swift -f <path-to-pvc-
file> -n trident

fos=ssss=s=ssscsessssssssosossssssss==ssa=s femem==== R e
e e e e e e e e e e fro— e +

| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o e fom -
frems=m=m==s fremeoeesessssse e s e s s s o s R fremememm=s I

| pvc-ad6ccab7-44aa-4433-94bl-e47£fc8c0fad5 | 93 GiB | gcp-storage | file
| ela6e65b-299e-4568-ad05-4£0a105c888f | online | true |
fossssssssss s e se s s oses oo sssssss s s R e e
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

Azure NetApp Files

Astra=TNIEEZ FIERASANE azure-netapp-files # azure-netapp-files-subvolume RohEEFo

@ EZN\Azure NetApp FilesE. BEREGHRIFHEZE. SRESENSFHREN -, LTFZE
/o A0, WNRFFEHERE 10.0.0.2:/importvoll. HEEN importvolls

Azure NetApp Files = fjl
UTTRBIERN azure-netapp-files fgif L% azurenetappfiles 40517 HEE1E importvolls

tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

R e Fommmememesemos
Pommmmmmm== ettt P o= +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

BTttt P o=
Fommmmmmm== L et Fommmmm== o= +
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274£-d94b-44a3-98a3-04c953c9%a5le | online | true |

o e e mesesese s s s s s e s ettt e
Fommmmmomo= B e Fommmomoe S +
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