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入门

了解 Astra Trident

了解 Astra Trident

Asta三端存储是一个完全受支持的开放源代码项目、由NetApp作为的一部分维护 "Astra 产
品系列"。它旨在帮助您使用容器存储接口(CSI)等行业标准接口满足容器化应用程序的持
久性需求。

什么是 Astra ？

借助 Astra ，企业可以更轻松地在公有云内部和内部环境中管理，保护和移动 Kubernetes 上运行的数据丰富的
容器化工作负载。

Asta配置并提供基于Asta Trandent构建的永久性容器存储。此外、它还提供高级应用程序感知型数据管理功
能、例如快照、备份和还原、活动日志和主动克隆、用于数据保护、灾难/数据恢复、数据审核以及Kubbernetes

工作负载的迁移用例。

了解更多信息 "Astra或注册获取免费试用版"。

什么是Astra Trdent？

Asta Trident支持在公有云或内部环境中的所有常见NetApp存储平台上使用和管理存储资源、包括ONTAP

(AFF、FAS、Select、云、 Amazon FSx for NetApp ONTAP)、Element软件(NetApp HCI、SolidFire)、Azure

NetApp Files服务以及Google Cloud上的Cloud Volumes Service。

Asta Dent是一款与本机集成的符合容器存储接口(CSI)的动态存储编排程序 "Kubernetes"。Asta三端存储作为一
个控制器Pod和一个节点Pod运行在集群中的每个工作节点上。请参见 "Astra Trident架构" 了解详细信息。

Asta Trident还可以直接与适用于NetApp存储平台的Docker生态系统集成。NetApp Docker卷插件(nDVP)支持从
存储平台到Docker主机配置和管理存储资源。请参见 "部署适用于 Docker 的 Astra Trident" 了解详细信息。

如果这是您首次使用Kubarnetes、您应熟悉 "Kubbernetes概念和工具"。

试用Asta Trident

要进行试用、请请求访问"为容器化工作负载轻松部署和克隆永久性存储" "NetApp 试用" 使用随时可用的实验室
映像。此试用版提供了一个沙盒环境、其中安装并配置了三节点Kubbernetes集群和Asta Trident。这是熟
悉Astra Trandent并了解其功能的绝佳方式。

另一个选项是 "《 kubeadm 安装指南》" 由 Kubernetes 提供。

请勿在生产环境中使用按照以下说明构建的Kubennet集群。请使用您的分销商提供的生产部署指
南来了解生产就绪集群。
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有关详细信息 …

• "NetApp Astra 产品系列"

• "Astra Control Service 文档"

• "Astra 控制中心文档"

• "Astra API 文档"

Astra Trident架构

Asta三端存储作为一个控制器Pod和一个节点Pod运行在集群中的每个工作节点上。节
点POD必须在任何可能要挂载Astra Trident卷的主机上运行。

了解控制器Pod和节点Pod

Asta三端到功能可作为一个整体部署 三项控制器Pod 以及一个或多个 [三级节点块] 在Kubernetes集群上、并使
用标准Kubernetes _CSI Sidecar Containers_来简化CSI插件的部署。 "Kubernetes CSI Sidecar Containers"

由Kubbernetes存储社区维护。

Kubernetes "节点选择器" 和 "容忍和损害" 用于限制Pod在特定节点或首选节点上运行。您可以在Asta三端安装
期间为控制器和节点Pod配置节点选择器和容差。

• 控制器插件负责卷配置和管理、例如快照和调整大小。

• 节点插件负责将存储连接到节点。

图 1. Asta三端存储部署在Kubbernetes集群上
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三项控制器Pod

三端控制器Pod是一个运行CSI控制器插件的Pod。

• 负责配置和管理NetApp存储中的卷

• 由Kubbernetes部署管理

• 可以在控制面板或工作节点上运行、具体取决于安装参数。

图 2. TRIdent控制器Pod示意图

三级节点块

三端节点块是运行CSI节点插件的有权限的节点。

• 负责挂载和卸载主机上运行的Pos的存储

• 由Kubbernetes DemonSet管理

• 必须在要挂载NetApp存储的任何节点上运行
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图 3. TRIdent节点Pod图

支持的 Kubernetes 集群架构

以下 Kubernetes 架构支持 Astra Trident ：

Kubernetes 集群架构 supported 默认安装

单个主节点，计算节点 是的。 是的。

多主机，计算 是的。 是的。

主服务器、 etcd、计算 是的。 是的。

主机，基础架构，计算 是的。 是的。

概念

配置

在 Astra Trident 中配置有两个主要阶段。第一阶段会将存储类与一组合适的后端存储池相
关联，并在配置之前进行必要的准备。第二阶段包括卷创建本身、需要从与待定卷的存储
类关联的存储池中选择一个存储池。

存储类关联

将后端存储池与存储类关联取决于存储类请求的属性及其属性 storagePools， additionalStoragePools

，和 excludeStoragePools 列表。创建存储类时， Trident 会将其每个后端提供的属性和池与存储类请求的
属性和池进行比较。如果存储池的属性和名称与请求的所有属性和池名称匹配，则 Astra Trident 会将该存储池
添加到该存储类的一组合适存储池中。此外、Astra Trident会添加中列出的所有存储池
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additionalStoragePools 列出到该集、即使其属性不满足存储类请求的所有或任何属性也是如此。您应

使用 excludeStoragePools 用于覆盖和删除存储类使用的存储池的列表。每次添加新后端时， Astra Trident

都会执行类似的过程，检查其存储池是否满足现有存储类的要求，并删除任何已标记为已排除的。

卷创建

然后， Astra Trident 会使用存储类和存储池之间的关联来确定在何处配置卷。创建卷时， Astra Trident 会首先
获取该卷的存储类的一组存储池， 此外，如果为卷指定协议，则 Astra Trident 会删除无法提供所请求协议的存
储池（例如， NetApp HCI/SolidFire 后端无法提供基于文件的卷，而 ONTAP NAS 后端无法提供基于块的卷
）。Astra Trident 会随机分配此结果集的顺序，以便均匀分布卷，然后迭代并依次尝试在每个存储池上配置卷。
如果在一个上成功，则它会成功返回，并记录在此过程中遇到的任何故障。只有在 * 无法在 * 所有 * 可用于请求
的存储类和协议的存储池上配置时， Astra Trident 才会返回故障。

卷快照

详细了解 Astra Trident 如何为其驱动程序创建卷快照。

了解如何创建卷快照

• 。 ontap-nas， ontap-san， gcp-cvs，和 azure-netapp-files 驱动程序、每个永久性卷(PV)都会
映射到一个FlexVol。因此，卷快照会创建为 NetApp 快照。与竞争对手的快照技术相比、NetApp快照技术
可提供更高的稳定性、可扩展性、可恢复性和性能。无论是在创建 Snapshot 副本所需的时间还是在存储空
间中，这些 Snapshot 副本都极为高效。

• 。 ontap-nas-flexgroup 驱动程序、每个永久性卷(PV)都会映射到一个FlexGroup。因此，卷快照会创
建为 NetApp FlexGroup 快照。与竞争对手的快照技术相比、NetApp快照技术可提供更高的稳定性、可扩展
性、可恢复性和性能。无论是在创建 Snapshot 副本所需的时间还是在存储空间中，这些 Snapshot 副本都
极为高效。

• 。 ontap-san-economy 驱动程序、PV映射到在共享FlexVol上创建的LUN。可以通过对关联 LUN 执行
FlexClones 来实现 PV 的卷快照。借助ONTAP FlexClone技术、即使是最大的数据集、也可以近乎瞬时地创
建副本。副本与其父级共享数据块，除了元数据所需的存储之外，不会占用任何存储。

• 。 solidfire-san 驱动程序、每个PV都会映射到在NetApp Element 软件/NetApp HCI集群上创建的
LUN。VolumeSnapshot 由底层 LUN 的 Element Snapshot 表示。这些快照是时间点副本，只占用少量系统
资源和空间。

• 使用时 ontap-nas 和 ontap-san 驱动程序、ONTAP 快照是FlexVol 的时间点副本、会占用FlexVol 本身
的空间。这样，在创建 / 计划快照时，卷中的可写空间量会随着时间的推移而减少。解决此问题的一个简单
方法是，通过 Kubernetes 调整大小来增大卷的大小。另一个选项是删除不再需要的快照。删除通过
Kubernetes 创建的卷快照后， Astra Trident 将删除关联的 ONTAP 快照。也可以删除未通过 Kubernetes 创
建的 ONTAP 快照。

借助 Astra Trident ，您可以使用 VolumeSnapshots 创建新的 PV 。通过对支持的 ONTAP 和 CVS 后端使用
FlexClone 技术，可以从这些快照创建 PV 。从快照创建PV时、备份卷是快照父卷的FlexClone。。

solidfire-san 驱动程序使用Element软件卷克隆从快照创建PV。此时，它将从 Element 快照创建一个克
隆。

虚拟池

虚拟池在Astra Trident存储后端和Kubernetes之间提供了一个抽象层 StorageClasses。
管理员可以通过这些协议以一种通用的、与后端无关的方式定义各个方面、例如每个后端

的位置、性能和保护、而无需创建 StorageClass 指定要用于满足所需条件的物理后
端、后端池或后端类型。
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了解虚拟池

存储管理员可以在JSON或YAML定义文件中的任一Astra Trident后端定义虚拟池。

在虚拟池列表之外指定的任何方面对于后端都是全局的，并将应用于所有虚拟池，而每个虚拟池可能会分别指定
一个或多个方面（覆盖任何后端 - 全局方面）。

• 定义虚拟池时、请勿尝试在后端定义中重新排列现有虚拟池的顺序。

• 建议不要修改现有虚拟池的属性。您应定义一个新的虚拟池以进行更改。

大多数方面都以后端特定术语来指定。重要的是、宽高值不会公开在后端驱动程序之外、也不能在中进行匹配

StorageClasses。而是管理员为每个虚拟池定义一个或多个标签。每个标签都是一个键：值对，标签可能在
唯一的后端通用。与其他方面一样，可以为每个池指定标签，也可以为后端指定全局标签。与具有预定义名称和
值的方面不同，管理员可以根据需要全权定义标签键和值。为了方便起见、存储管理员可以按标签为每个虚拟池
和组卷定义标签。

答 StorageClass 通过引用选择器参数中的标签来标识要使用的虚拟池。 虚拟池选择器支持以下运算符：

运算符 示例 池的标签值必须：

= 性能 = 高级 匹配

!= 性能！ = 至高 不匹配

in 位置（东部，西部） 位于一组值中

notin 性能注释（银牌，铜牌） 不在值集内

<key> protection 存在任何值
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运算符 示例 池的标签值必须：

!<key> ！保护 不存在

卷访问组

了解有关 Astra Trident 如何使用的更多信息 "卷访问组"。

如果使用的是 CHAP ，请忽略此部分，建议使用此部分来简化管理并避免下面所述的扩展限制。
此外，如果您在 CSI 模式下使用 Astra Trident ，则可以忽略此部分。在作为增强型 CSI 配置程
序安装时， Astra Trident 会使用 CHAP 。

了解卷访问组

Astra Trident 可以使用卷访问组来控制对其配置的卷的访问。如果禁用了CHAP、则它希望找到一个名为的访问
组 trident 除非在配置中指定一个或多个访问组ID。

虽然Asta三端存储会将新卷与配置的访问组关联起来、但它不会自行创建或管理访问组。在将存储后端添加
到Asta Trident之前、访问组必须存在、并且它们需要包含Kubenetes集群中可能会挂载该后端配置的卷的每个
节点的iSCSI IQN。在大多数安装中，包括集群中的每个工作节点。

对于节点数超过 64 个的 Kubernetes 集群，您应使用多个访问组。每个访问组最多可以包含 64 个 IQN ，每个
卷可以属于四个访问组。在最多配置四个访问组的情况下，集群中大小最多为 256 个节点的任何节点都可以访
问任何卷。有关卷访问组的最新限制，请参见 "此处"。

如果要从使用默认值的配置修改配置 trident 访问组到也使用其他的访问组、并包括的ID trident 列表中的
访问组。

Astra三端快速入门

您可以通过几个步骤安装Asta Trandent并开始管理存储资源。开始之前、请查看 "Astra

Trident 要求"。

对于Docker、请参见 "适用于 Docker 的 Astra Trident"。

 安装 Astra Trident

Asta三端设计提供了多种针对各种环境和组织进行了优化的安装方法和模式。

"安装 Astra Trident"

 准备工作节点

Kubernetes集群中的所有工作节点都必须能够挂载为Pod配置的卷。

"准备工作节点"
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 创建后端

后端定义了 Astra Trident 与存储系统之间的关系。它告诉 Astra Trident 如何与该存储系统进行通信，以及 Astra

Trident 如何从该存储系统配置卷。

"配置后端" 存储系统

 创建Kubbernetes存储类

Kubbernetes StorageClass对象指定Astra tandent作为配置程序、并允许您创建存储类以配置具有可自定义属性
的卷。Asta Trdent会为指定Asta Trdent配置程序的Kubbernetes对象创建匹配的存储类。

"创建存储类。"

 配置卷

永久性卷(PV)是由集群管理员在Kubernetes集群上配置的物理存储资源。PersentVolumeClaim(PVC)是对集群
上的PersentVolume的访问请求。

创建一个使用已配置的Kubernetes StorageClass来请求对PV的访问的永久性卷(PV)和永久性卷克莱姆(PVC)。
然后、您可以将PV挂载到POD。

"配置卷"

下一步是什么？

现在、您可以添加其他后端、管理存储类、管理后端以及执行卷操作。

要求

在安装Astra Trident之前、您应查看这些常规系统要求。特定后端可能有其他要求。

有关Asta Trdent的重要信息

您必须阅读以下有关Astra Trident的重要信息。

<strong> 中有关Astra </strong> 的信息

• 现在、在Trident中支持Kubnetes 1.27。在升级Kubernetes之前升级Trident。

• Astra Trident会严格强制在SAN环境中使用多路径配置、建议值为 find_multipaths: no

在multipath.conf文件中。

使用非多路径配置或 find_multipaths: yes 或 find_multipaths: smart multipath.conf文件

中的值将导致挂载失败。Trident已建议使用 find_multipaths: no 自21.07版起。
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支持的前端（编排程序）

Astra Trident 支持多个容器引擎和流程编排程序，其中包括：

• Anthos On－Prem (VMware)和Anthos on Bare metal 1.12

• Kubbernetes 1.22 - 1.27.

• Mirr的Kubirnetes引擎3.5

• OpenShift 4.10 - 4.10.

以下版本支持 Trident 操作符：

• Anthos On－Prem (VMware)和Anthos on Bare metal 1.12

• Kubbernetes 1.22 - 1.27.

• OpenShift 4.10 - 4.10.

Astra Trident 还可与许多其他完全托管和自我管理的 Kubernetes 产品结合使用，包括 Google Kubernetes

Engine （ GKEE ）， Amazon Elastic Kubernetes Services （ EKS ）， Azure Kubernetes Service （ AKS ）
， Rancher 和 VMware Tanzu Portfolio 。

在将已安装Astra Trident的Kubernetes集群从1.24升级到1.25或更高版本之前、请参见 "升
级Helm安装"。

支持的后端（存储）

要使用 Astra Trident ，您需要以下一个或多个受支持的后端：

• 适用于 NetApp ONTAP 的 Amazon FSX

• Azure NetApp Files

• Cloud Volumes ONTAP

• Cloud Volumes Service for GCP

• FAS/AFF/Select 9.5或更高版本

• NetApp 全 SAN 阵列（ ASA ）

• NetApp HCI/ Element软件11或更高版本

功能要求

下表总结了此版本的 Astra Trident 及其支持的 Kubernetes 版本提供的功能。

功能 Kubernetes 版本 是否需要功能安全门？

Astra Trident 1.22 - 1.27. 否

卷快照 1.22 - 1.27. 否
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功能 Kubernetes 版本 是否需要功能安全门？

卷快照中的 PVC 1.22 - 1.27. 否

iSCSI PV 调整大小 1.22 - 1.27. 否

ONTAP 双向 CHAP 1.22 - 1.27. 否

动态导出策略 1.22 - 1.27. 否

Trident 运算符 1.22 - 1.27. 否

CSI 拓扑 1.22 - 1.27. 否

已测试主机操作系统

虽然Astra Trident不正式支持特定的操作系统、但已知以下功能有效：

• OpenShift容器平台(AMD64和ARM64)支持的RedHat CorEOS (RHCOS)版本

• RHEL 8+(AMD64和ARM64)

• Ubuntu 22.04或更高版本(AMD64和ARM64)

• Windows Server 2019 (AMD64)

默认情况下， Astra Trident 在容器中运行，因此将在任何 Linux 工作程序上运行。但是，根据您使用的后端，
这些员工需要能够使用标准 NFS 客户端或 iSCSI 启动程序挂载 Astra Trident 提供的卷。

。 tridentctl 实用程序还可以在Linux的任何这些分发版上运行。

主机配置

Kubernetes集群中的所有工作节点都必须能够挂载为Pod配置的卷。要准备工作节点、必须根据您选择的驱动程
序安装NFS或iSCSI工具。

"准备工作节点"

存储系统配置：

Astra Trident可能需要先更改存储系统、然后后端配置才能使用它。

"配置后端"

Astra Trident 端口

Astra Trident需要访问特定端口才能进行通信。

"Astra Trident 端口"
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容器映像以及相应的 Kubernetes 版本

对于带气的安装，下面列出了安装 Astra Trident 所需的容器映像。使用 tridentctl images 用于验证所需容
器映像列表的命令。

Kubernetes 版本 容器映像

v1.22.0 • dDocker。io/NetApp/trdent：23.07.1

• docer.io/NetApp/trdent-autostsupport：23.07

• 注册表.k8s.io/sig-storage/CsI-置 配置程序：v3.5.0

• 注册表.k8s.io/sig-storage/CsI-Attacher：v4.3.0

• 注册表.k8s.io/sig-storage/CsI-s不同：v1.0.0

• 注册表.k8s.io/sig-storage/CsI-snapshotter：v6.2.2

• 注册表.k8s.io/sig-storage/CsI-N节点 驱动程序注册
器：v2.0.0

• dDocker .io/NetApp/trdent操作程序：23.07.1 (可
选)

v1.23.0 • dDocker。io/NetApp/trdent：23.07.1

• docer.io/NetApp/trdent-autostsupport：23.07

• 注册表.k8s.io/sig-storage/CsI-置 配置程序：v3.5.0

• 注册表.k8s.io/sig-storage/CsI-Attacher：v4.3.0

• 注册表.k8s.io/sig-storage/CsI-s不同：v1.0.0

• 注册表.k8s.io/sig-storage/CsI-snapshotter：v6.2.2

• 注册表.k8s.io/sig-storage/CsI-N节点 驱动程序注册
器：v2.0.0

• dDocker .io/NetApp/trdent操作程序：23.07.1 (可
选)

v1.24.0 • dDocker。io/NetApp/trdent：23.07.1

• docer.io/NetApp/trdent-autostsupport：23.07

• 注册表.k8s.io/sig-storage/CsI-置 配置程序：v3.5.0

• 注册表.k8s.io/sig-storage/CsI-Attacher：v4.3.0

• 注册表.k8s.io/sig-storage/CsI-s不同：v1.0.0

• 注册表.k8s.io/sig-storage/CsI-snapshotter：v6.2.2

• 注册表.k8s.io/sig-storage/CsI-N节点 驱动程序注册
器：v2.0.0

• dDocker .io/NetApp/trdent操作程序：23.07.1 (可
选)
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Kubernetes 版本 容器映像

v1.25.0 • dDocker。io/NetApp/trdent：23.07.1

• docer.io/NetApp/trdent-autostsupport：23.07

• 注册表.k8s.io/sig-storage/CsI-置 配置程序：v3.5.0

• 注册表.k8s.io/sig-storage/CsI-Attacher：v4.3.0

• 注册表.k8s.io/sig-storage/CsI-s不同：v1.0.0

• 注册表.k8s.io/sig-storage/CsI-snapshotter：v6.2.2

• 注册表.k8s.io/sig-storage/CsI-N节点 驱动程序注册
器：v2.0.0

• dDocker .io/NetApp/trdent操作程序：23.07.1 (可
选)

v1.26.0 • dDocker。io/NetApp/trdent：23.07.1

• docer.io/NetApp/trdent-autostsupport：23.07

• 注册表.k8s.io/sig-storage/CsI-置 配置程序：v3.5.0

• 注册表.k8s.io/sig-storage/CsI-Attacher：v4.3.0

• 注册表.k8s.io/sig-storage/CsI-s不同：v1.0.0

• 注册表.k8s.io/sig-storage/CsI-snapshotter：v6.2.2

• 注册表.k8s.io/sig-storage/CsI-N节点 驱动程序注册
器：v2.0.0

• dDocker .io/NetApp/trdent操作程序：23.07.1 (可
选)

v1.27.0 • dDocker。io/NetApp/trdent：23.07.1

• docer.io/NetApp/trdent-autostsupport：23.07

• 注册表.k8s.io/sig-storage/CsI-置 配置程序：v3.5.0

• 注册表.k8s.io/sig-storage/CsI-Attacher：v4.3.0

• 注册表.k8s.io/sig-storage/CsI-s不同：v1.0.0

• 注册表.k8s.io/sig-storage/CsI-snapshotter：v6.2.2

• 注册表.k8s.io/sig-storage/CsI-N节点 驱动程序注册
器：v2.0.0

• dDocker .io/NetApp/trdent操作程序：23.07.1 (可
选)
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