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Azure NetApp Files

Ao & Azure NetApp Files [Fim

& /] LU Azure NetApp FilesER & MAstra=1f, &R LUERAzure NetApp Files/gimiE
BENFSHISMB#%,
Azure NetApp FilesIREHIZFi¥AE 2

Asta= it E TR T LU T Azure NetApp FilesT7 IR ant2RF. AT SEEHITIEE, FMNIHIEREHE
. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),
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@ NREEEREFAzure NetApp Files REFIEFEA. WHEEHIT—LYBECERIEEAzUre
NetApp Files F8ENFSE, 15E M "Azure: & EAzure NetApp Files HEIENFSE",

BREFE "Azure NetApp Files" [3if, BEEFHEUTENR:

s —NAREM, FEM "Microsoft: JJAzure NetApp Files SIEZB =",
* Zik45Azure NetApp Files B9F M, iES I "Microsoft: & FMZEI kA Azure NetApp Files"s
* subscriptionID MBI T Azure NetApp Files BYAzureiT

* tenantID, clientID, # clientSecret M "2 " 7 Azure Active Directory 7, BEHEEBH
Azure NetApp Files BRSZ5INPR. [N FTEREM N EA L TE—D:

° FIEEREMEA® "HAzUureFIE X",

c ZE'EBEMTIEAE" ITIR%T (assignableScopes). HFEBLUTRE. XLLEMNPRIXPETFAstra
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"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": {

"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited permissions",
"assignableScopes": [

"/subscriptions/<subscription-id>"
I
"permissions": [

{

"actions": [
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/write",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/read

"
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"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/writ

e"’
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"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/dele
te" ,

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTargets/r
ead",
"Microsoft.Network/virtualNetworks/read",
"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrations
/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrations

/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrations
/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",

"Microsoft.Features/providers/features/read",
"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"

1,

"notActions": [],
"dataActions": [],

"notDataActions": []

* Azure location EVDEE—N "EIRFMW"s BTrident 22.01BFFIE location BHEEIRIEEEXEINEHN
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* BAic&EActive DirectoryFiZE1%ZIAzure NetApp Files, 12N "Microsoft: BIEFIEIEAzure NetApp Files

321

AYActive DirectoryiE",

* —/Kubernetes®E&f. EFREE—MLinuxizThlgs T AR ZE /D —1ET1TWindows Server 201989Windows T
ET 5, Astra TridentfN 3515 SMB&IEE Z|Windows T 52 _Eiz1THIPod,
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* E/D—PEEActive DirectoryE#ERIAstra TridentZ 8. LU{EAzure NetApp Files ] LA[AActive Directoryitt
ﬁ%ﬁﬂ.ﬂﬂfo MUERZH smbereds:

kubectl create secret generic smbcreds --from-literal username=user
--from-literal password='password'

* BEEEAWindowsAREZHICSIHLIE, BCE csi-proxy. SN "GitHub: CSITIE" 3 "GitHub: &H
FWindowsHICSHLIE" & AF1EWindows_LizfTRIKubernetes ¥ &,

Azure NetApp Files [FimHC & LA
T f#&EF FAzure NetApp FilesBINFSHISMB/GImREL B ixXINHF EREE R o

[5imEC B 1T

Asta=ImfFEERENEHREICE (FW. EIMME. IRSEANFULE)EIFKAUBTANSEM EEIEAzure
NetApp Files®. H515KAIARSKAIFNFRI LA,

(D) Astra Trident F3z45Fa QoS Bt

Azure NetApp Files/SimiR {7 XL A &%,

B Description Default
version R 1
storageDriverName FEIRsHIZR IR TR "Azure-netapp-files”
backendName B E X B FhE R KohiZF R + " + BEHLF AT
subscriptionID Azure ITIEHBIITIE ID
tenantID N g AR RYES ID
clientID N R EMPRIZEF R D
clientSecret N AR AP RYE P in 2 £A
serviceLevel Hf—4 standard, Premium® "™ (F##1)

g Ultra
location EQIEM B Azure (UERIRFFR
resourceGroups BFFEEAMBARIZRATIR " (TiHikss)
netappAccounts g;ﬁﬁﬁE‘,“&ﬂ ZIREY NetApp 1P "[" (FCiHiEes)
capacityPools RAFREERMBRENETEMTIR 1" (Cimikss, FE)
virtualNetwork BBEZIFRBEIAMEIE R
subnet et ] SR i

Microsoft.Netapp/volumes
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o Description Default

networkFeatures —NEI—HvNetTHEER]RE2
Basic 3 Standardo

W IhEEHIETEFRE X AR AT A
AR ETITRYEA. 8F
networkFeatures JIRFKEBALL
e, NM=SBEREXMK,

nfsMountOptions FELARITH] NFS HEE)HEIN, "nfsvers=3"
SMB&E R,
BFANFS 4.13EHE. 1BEE
nfsvers=4 {EIE2 S 73 PREVIEHEIN
HIZFRAIEENFS v4.1,

FREREXPISBENERRINSE
ERIREEPIRENERIET

limitVolumeSize NRIBROEANEILE, WE ™ GHAER FR=EEISER)
BRK
debugTraceFlags WEEHPRN EERNERHINS. &~ =T

fBl. \{"api": false,
"method": true,
"discovery": truel}o FRIEMIE
EHITHRIEHRRH S EFANEE
g, [NIF7MERLEIN8EE,

nasType BEENFSTSMBEBIE, nfs

EINEFE nfs, smb AT, ZAIA
BRT. BEENTSENFSEIR
BRT,

(D)  BxREmEmERES. B0 TEEAze NetApp Files SRITMAEE

FRE R ZE R

WNREBIZEPVCESUREI"No Capacity Pools"(RIREIRE M) 1R, WK B2 EM rl 888 XEXBIFTBIR
MTR(FW. EBPNE. B2), WREATIA. NMAstra TridentiFid R RIRN R IMBIAzure iz R, I0IE
EREEFEREYNAE,

EI'\JTE resourceGroups, netappAccounts, capacityPools, virtualNetwork, *I:I subnet E_[L)(ﬁ
RREEMHATLRERITRIEE. EAZHERLT. BNEARERERI. BRNEZIRAIUS Z N ERZIRLT
fico

o resourceGroups, netappAccounts, # capacityPools {EEiETMiEEs. BT LM —EHRFERES
AtE#EEHIBANZR. HEUTUMUERAEHIEE. T2RERAMMEAUTHEI:

Type 1% 30o
Resource group < RIFLAH >


https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
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https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features

Type 3o

NetApp T < &R >/< NetApp K >

BEM < BIRLE >/< NetApp 1K >/< BEM >
REPAPNES < BEA >/< EIRE >

Subnet < FEL >/< EIRLE >/< FR >
EiE

TR OB R B M RVS TR ER 2 IS E A M IETRIZRIFNANE R B, 152N [RHIEE] THIFAES.

B2 Description Default
exportRule HENSHIN, "0.0.0.0/0

exportRule #JE U CIDRERE
RTHEEIPvAREHEET IPv4AFZH

BES A REYIR.
SMB%BEZE,
snapshotDir =%l .snapshot B R897] 4 false
size BRI "100 52 "
unixPermissions MEBUNIXBPR D) EFIEF), "™ (FRsIheE, FEEITEATIN
HEZH$)
SMBEE 2B,

THECE
1 REECE

XREMNREEIHILE. FRLEE. Asta=iREEIULIMEAEEIEZR KL Azure NetApp FilesBIFR
B NetApptk P . BEMFFW. HEVRKHEREEET—MIFMFN L. EA nasType EB& nfs FRIA
BERTER. EHEANFSERE.

SHIENIRIFFaafERAAzure NetApp FilesH IR LEIR(ERT. HHECERIEBAERE. BLRE. BFEENFRE
BENSREGINMTER R E,

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET

location: eastus



Tl 2 . ERRENHERISERSRIIEE

AL E S E B TAzure® castus B Ultra BEM, Asta=iRFiEENEAIZMIEER
¢6Azure NetApp FilestIFRE FW. HEENEEFR—NFW LEHE— I #HE

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus

servicelLevel: Ultra

capacityPools:

- application-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2



3 BRECE

EREEH# - BERETESE N N—NFN, FERTRESEENIAE,

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:
- application-group-1/account-1/ultra-1
- application—-group-1/account-1/ultra-2
virtualNetwork: my-virtual-network
subnet: my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
snapshotDir: 'true'
size: 200Gi

unixPermissions: '0777"'



e EPGHECE

HEIHRECERITE— T XEREX S EFE, NREES T REWSIFAENRS R, HEEHEE

Kubernetes el R TXEARSZRANNTFMESL, MWILIHEEIFEER. EINITERTRIEX Dt

performanceo

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- ultra-1
- ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelevel: Premium
capacityPools:
- premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- standard-1
- standard-2

TFhEEREX

UTFAA StorageClass EXEE EIRTFAE M,



ERMRBIENX parameter.selector FE&

£ parameter.selector B lAEMEE StorageClass BTFRESNEM, EEEEEMFHENX

BN A H.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=gold"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=silver"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=bronze"

allowVolumeExpansion: true

SMBERIRAIE X

f£F nasType, node-stage-secret-name, #l node-stage-secret-namespace.

FHRMHFRZERIActive Directory 18,

10
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M RS R=E ENEAREE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

Tf2: BhaR=EREIERATRNESH

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

T3 BMEERRENER

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}



@ nasType:  smb ZFFSMBERMAYFILES. nasType: 'nfs B nasType: ‘null NFSHIEY
[idvit N

ke =y

SIEEHMEEXHE, BITUTHS:

tridentctl create backend -f <backend-file>

NREwHEIZRY, NEHEELIEE, ERILUETU L KREFEETURELRERRA:

tridentctl logs
WEHEEREXHFHHNR@EG, Ee]LABRIETT create 85,

JJGoogle Cloud/5imfd& Cloud Volumes Service

T ER AN {E IR R R I B B 45 & R FGoogle CloudBINetApp Cloud Volumes Service Bt
B HAstra TridentZZE M T,

Google CloudIiRsHiZEFIEME R

Asta=TNIhEEIR M gcp-cvs SEEHBIEMNEMER, EFNIREREE: ReadWriteOnce(RWO)
« ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

IREhF2RE i HIEL SERHEER SHENOXHERS
gcp-cvs NFS XHERS Rwo. ROX. rwx. RWOP nfs

T f#iEA T Google CloudfJCloud Volumes Service RJAstra Tridentsz 1%

Astra Trident®] LA7E/ N & 83 Cloud Volumes Service &2 — "IRS 5"

* CVS-Performance:. ZXiAEYAstra TridentfRSZ3EE, XM M IUMIRZ X B RESEMMRENE~TER
%, CVS-PerformancefRZEEZB—FEHIZT. ZIFHNEXNEDL 100 GiB, EAILLUEE—N "= IRS
LH":

° standard
° premium
° extreme

* *CVS*: CVSIRFZRERMSXIIAIAM. HaeksIRHEINTEF. CVSIRSZSEER—MIRMFEI. FIfERF
< I VE1 GIBHNE, FIEMRZSEEE501TE. HPMESHHZMNE 2N, ErIER—1"
MRS R

° standardsw
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https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-types
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https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-types
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
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https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
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https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
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https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
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https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
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https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type

° zoneredundantstandardsw

EREHNE

ECEFER "EH T Google Cloud Y Cloud Volumes Service" [al, BEEHEUTEK:

* BZ&E T NetApp Cloud Volumes Service FYGoogle Cloudti
* Google Cloud HF T B 4=
* Google CloudfRE M netappcloudvolumes.admin role

* Cloud Volumes Service i HIAPIZEA {4

[EimEC B

B RIHEZTE— Google Cloud XIFFEES, BEHEMXIEEIES, Ea]UEXEMGIH,

version
storageDriverName

backendName

storageClass

storagePools

projectNumber

hostProjectNumber

apiRegion

apiKey

Description

TFEIREIE P YR FR
BE X B F it e

FAT18ECVShRS3 R AR AIES IR,

£ ... software WEIECVSAIRSZHE, BN, Astra
Tridenti§ R FCVS-PerformancefR5S5 A (hardware

) o

XPRCVSARSS XA, BATiEERTEIBENEFME LA
S

Google Cloud tkFIBE %S, Ith{EREGoogle Cloud
TP ER EE

MRFEAHZVPCWLE. MAMNED, FIE=H.
projectNumber EARBIME.
hostProjectNumber EEHINE,

Astra Trident@l3£Cloud Volumes Service &/IGoogle
=X, BIEEXEKubernetesEEFRY. 72 BIEM
% apiRegion AIF1EZ 1 Google Cloudit XY =
LRI TERE,

BXERE R ERI LS.

Google CloudBR551tk F BYAPIZ €A
netappcloudvolumes.admin B,

E84E Google Cloud AR5 & FAEAXHRY JSON
BRANAET FFEFEFREEXH) -

Default

RN 1
"GCP-CVS"

IXEhiZR R AR + "_" + API
ZERN—ERD
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https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident

=2 Description Default

proxyURL RIBRRS B R EEZTICVSIKF BT AIEURL, RIEAR
SERALUE HTTP R, HAILARZ HTTPS HiE,

XF HTTPS I, BBLIIEBRIVIE, UAFERIER
SaPEABERIEH,.

AZRBRT SHIIERNAERS 2.

nfsMountOptions FEARIHE] NFS 5%, "nfsvers=3"

limitVolumeSize MRBROEARNEIUIE. MWEEKK. " (BROAES R ASRESE
i)

servicelevel FEBICVS-Performancez{, CVSAIRSZ K 5o CVS-PerformanceZXIAE
H"standard",
CVS-PerformancefE/y standard, premium'3{
‘extremeo CVSEHIAE
F"standardsw",
CVS{EN standardsw 3§

zoneredundantstandardswo

network FBFCloud Volumes Service ##Google =ML, default
debugTraceFlags PR HBRE EERERIRS. . T

\{"api":false, "method":true}o
PRIEEETEHITH R R H S EIF AN B S5 E, BN
BDERLtLIhEE.

allowedTopologies EFBAEXIFIAR. 13E X StorageClass
allowedTopologies WEIEFTE X,

fBgn:

- key: topology.kubernetes.io/region
values:

- us-eastl

- europe-westl

S iM=prdli|
BRI ATERITHIZIASECE defaults 257,

B Description Default
exportRule MEHNSHMM, BIHEMU CIDR  "0.0.0.0/0

RTVERTHEE IPv4 HitEsf IPv4
FMESHNE S DRI

snapshotDir iﬁfﬂ .snapshot E% false
snapshotReserve NIREBINENEB L " (3= CVS EMINMERO)

14



S Description
size WEHRN.
CVSI%aEs/IME/100 GiB,

CVS&/IMEN1 GiB,

CVS-PerformancefREZ AR

T RFIRE T CVS-Performance RSB H AL IR BIEE

Default
CVS-Performancefgs3 2R ZRIA
49"100GiB",

CVSERSZRERIGERIAME. BE
DEE1GiB,

15



I

16

RIREE

XZ2ERZRIACVS-Performance RE X B U R EIN A" RS KN R/ NG IHAL B,

version: 1

storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2

apiKey:

type: service account

project id: my-gcp-project
private key id: "<id value>"

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y%m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-

project.iam.gserviceaccount.com
client id: '123456789012345678901"
auth uri: https://accounts.google.com/o/oauth2/auth



token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—-admin-
sa%$40my-gcp-project.iam.gserviceaccount.com

17



Th2: BRSRRIRE

18

RGBT RiREC &R, BHERS KA NERIAE,

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project

private key id: "<id value>"

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y%m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth



token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—-admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
proxyURL: http://proxy-server-hostname/
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 10Ti
servicelevel: premium
defaults:

snapshotDir: 'true'

snapshotReserve: '5'

exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

size: 5Ti
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T3 EPCHECE

W RBIER storage BLEEIMMH StorageClasses XEEEN . BB [FEEE N UEBRFHESE
BIE X o

I AIG B RIFRE RIS E TR EBIFRIAE snapshotReserve 5%# exportRule F]0.0.0.0/0, FEM
HMIEFHITEN storage B ENEIMMEEN T HOHEMAM servicelevel. HFERLEMNESES
INME, BIHIrEAFIRIEX 9 performance # protections

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"

apiRegion: us-west2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
XsYgogyxy4zg701lwWgLwGa==
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client email: cloudvolumes-admin-sa@my-gcp-
project.iam.gserviceaccount.com
client id: '123456789012345678901"
auth uri: https://accounts.google.com/o/ocauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
nfsMountOptions: vers=3,proto=tcp,timeo=600
defaults:
snapshotReserve: '5'
exportRule: 0.0.0.0/0
labels:
cloud: gcp
region: us-west2
storage:
- labels:
performance: extreme
protection: extra
servicelevel: extreme
defaults:
snapshotDir: 'true'
snapshotReserve: '10'
exportRule: 10.0.0.0/24
- labels:
performance: extreme
protection: standard
servicelevel: extreme
- labels:
performance: premium
protection: extra
servicelevel: premium
defaults:
snapshotDir: 'true'
snapshotReserve: '10'
- labels:
performance: premium
protection: standard
servicelevel: premium
- labels:
performance: standard
servicelevel: standard



THIEERTE X

LU StorageClassE X ERFEIMMECE R, F/ parameters.selector. EAILIAEStorageClassig
ERTRESHNEMNL, SREEEMPEXENHHE.
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TFiERTRG)

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-extra-protection
provisioner: netapp.io/trident
parameters:
selector: "performance=extreme; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-standard-protection
provisioner: netapp.io/trident
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium-extra-protection
provisioner: netapp.io/trident
parameters:
selector: "performance=premium; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium
provisioner: netapp.io/trident
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-standard
provisioner: netapp.io/trident
parameters:

selector: "performance=standard"
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allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass

metadata:
name: cvs-extra-protection

provisioner: netapp.io/trident

parameters:
selector: "protection=extra"

allowVolumeExpansion: true

* 85— StorageClass (cvs-extreme-extra-protection)ME B —NEIM, XEM——RIRHK

=1MaER Snapshot T 10% BYHE,
* Rfe—" StorageClass (cvs-extra-protection)fEiRMH10%RBINZEHEMITZE M, Astra TridentR

EEZRM A EI. HERBEERBINEER,

CVSHRSSRAIRHI
IUTFRIRE T CVSIRS XRNRHIRE,
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TN RIRECE

XEERNRIEEIRICE storageClass FEECVSIRESEERFERIAE standardsw IREEKF

version: 1

storageDriverName: gcp-cvs
projectNumber: '012345678901"
storageClass: software

apiRegion: us-eastd

apiKey:

type: service account

project id: my-gcp-project
private key id: "<id value>"
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gp8BR4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sa@my-gcp-

project.iam.gserviceaccount.com
client id: '123456789012345678901"
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auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://ocauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
servicelevel: standardsw



Tfl2: fFiEhECE

W RFIEHREICEF A storagePools BLEFEM,

version: 1
storageDriverName: gcp-cvs
backendName: gcp-std-so-with-pool
projectNumber: '531265380079"
apiRegion: europe-westl
apiKey:
type: service account
project id: cloud-native-data
private key id: "<id value>"
private key: |-

MIIEvVAIBADANBgkghkiGI9wOBAQEFAASCBKYwggSiAgEAAOIBAQDaT+0ul 9FBAwW1 9
L1AGEkrYUS5xd9K5N105JMkIEFNDSWCD+Nv+jdlGvt FRLaLKSRVXyFS5wzvztmODNS+
qtScpQ+5cFpQkuGtvIUI+N6qtuVYYO3b504Kp5CtqVPICgMJakK2j8pZTIgUiMum/
5/Y90TbZrjAHSMgIm2nHzFg2X0rqgVMaHghI 6ATm4 DOuWx8XGWKTGIP1cO0gPqJlgsS
LLaWOH4VIZQZCAYyW5IUp9CAMWgHgdGOUhFNfCgMmED6PBUVVLsLvcg86X+QSWRIk
ETQElj/sGCenPF7tilDhGBFafd9hPnxg9PZY29ArEZwWY 9G/Zj ZQXTWPgs0VvxiNR
DxZRC3GXAgMBAAECggEACN5¢c590G/gqnVEVI1ICWMAa1M5M2z09JFh1L11JKwntNP]j
Vilw2eTW2+UE7HbJru/S7TKQgASDnn9kvCraEahPRuddUMrDOvG4kT1/IODV6uFuk
Y0sZfbgd4iMUQ21smvGsgFzwloYWS5qzO1W83ivXH/HW/1igkmY2eW+EPRS/hwSSu
SscR+SojI7PBOBWSJh1V4ygqYf3veD/D95e12CVHERCkL85DKuUmeZ+yHENpiXGZAE
£8xSs4a500Pm6NHhevCw2a/UQ95/foXNUR450HtbjieJo50+FF6EYZQGEU2ZHZ08
37FBKuaJdkdGW5xgaI9TL7agkGkFMF4F2gv0OZM+vy8QKBgQD40oVuOkJD1hkTHP8 6W
esFlwlkpWyJRI9ZATLIOG/rVpslnX+XdDgOWQf4umdLNauShYEHOLU6ZSGs1Xk3/B
NHwR60XFugEKNi1iu83d0zS1HhTy7PZp0Zzdj5a/vVvQfPDMz70vsqLRdA7YCAbdzuQO0
+Ahg0ZtwvgOHQ64hdWO0ukpYRRWKBgQDgyHj 98ogswoYula+pPlySOpPwlmjwKyNm
/HayzCp+Qjiyy7Tzg8AUqlH10u83XbV428)jvg7kDhO7PCCKFg+mMmfgHmTpbOMag
KpKnZg4ipsgPlyHNNEoRmcailXbwIhCLewMgMrggUiLOmCw4PscL5nK+4GKu2XEL
JLqjWAZFMOKBgFHkKQIXXRAJ1kR3XpGHOGN890pZ0kCVSrgjubalef /5KY1FCt8ew
F/+alxM2iQSvmWQYOvVCnhuY/F2GFaQ7d0om3decuwI0CX/xy7PJHMkLXa2uazs4
WR17sLduj62RgGXRLX0c0QkwBiNFyHbRcpdkZJQuibYMhBa+757SxT4BtAOGAWMWT
UucocRXZm/pdvz9wteNH3YDWnJILMxm1KCO6gMXbBoYrliY4sm3ywJWMC+1Cd/HBA
Gecxd/xVuSmA2L2N3KMgl8Zhz8Th0G5DwKyDRJIgOQ0Q4 6 yuNXOoYE]jlo4Wjyk8Me
+t108iK98EO0UMZnhTgfSpSNE1bz2AqnzQ3MNOUECgYAqdvdVPnKGEfvdtZ2DjyMod
E89UIC41W])jIGmHsd8W65+3X0RWMzKMT 6aZc5tK9J5dHVMWIETnbM+1TImdBBEFga
NWOC6£f3r2xbGXHhaWSl+nobpTuvlo56ZRJIJVvVk71FMsiddzMuHH8pxfgNJemwA4P
ThDHCejv035NNV6oKyoO0tA==

client email: cloudvolumes-admin-sa@cloud-native-
data.iam.gserviceaccount.com
client id: '107071413297115343396"'



auth uri: https://accounts.google.com/o/ocauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40cloud-native-data.iam.gserviceaccount.com
storageClass: software
zone: europe-westl-b
network: default
storagePools:
- 1bc7£380-3314-6005-45e9-c7dc8c2d7509
servicelevel: Standardsw

T—oEHA?
AREREEXHE, SITUTHS:

tridentctl create backend -f <backend-file>

NREHREIERY, WERECELREH, ERILUETUTHRLKEEASURELREREA:

tridentctl logs
WEHEEREXHFPHNR@G, Eo]LIBRIETT create 85,

A& NetApp HCI =¥ SolidFire G
T fRAN{RI{E Asta TridentZ 2= g)3EFEHElement/gif.

ElementIRshiZFiFHE R

Asta=ThgEIR M solidfire-san AT S&ERENEFMEIKNIER. ZFNIHRIRIEHE:
ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

o solidfire-san fFERENTERFZF file 1 block_HEIE™. o Filesystem volumemode. Astra Trident
SEBEHEEXURT. XHRFAEH StorageClass I57E,

IXchizRe Y EIEN ZFHIARIRT TROXH RS
solidfire-san iSCSI R Rwo. ROX. rwx. TXHRS, [RIgiR
RWOP ¥
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Kzhizkr

solidfire-san

a2z al

X
iSCSI

IR
X RS

TeI#EElementFiRZAl. BEBEEHREUTENR,

* iB1T Element NS ZIFEHE RS
* NetApp HCI/SolidFire SEB¥EIRRHEF AP HNEE, STRTERES,
* FiE Kubernetes TFT &N REIE LAY iISCSI TR, BH8M "TIETEREE"

[EimEC B

BXEREEER, BESRTFx!

o

version

storageDriverName

backendName

Endpoint

SVIP

labels

TenantName

InitiatorIFace

UseCHAP

AccessGroups
Types

limitVolumeSize

debugTraceFlags

Description

TFEIRENAE P B R AR
BE X &M iEain

fEATA P EHER SolidFire 8589
MVIP

=g (iSCsSl) IP #uatfNEma

ENATEN—HAER JSON R
BURRE

EEANEARM (GIRRKE,
neIE)

¥ isCsI RERFINFE ENEO

{FEFRCHAPXIISCSIH{TE I8
JE, Asta=imZE|FEHRACHAP,

EFR/IGIRAE ID 5k
QoS #3E

RBRPERNELLLE, WE
BRI

PR EFERIRR IS, &
5 {"api": false , "method " :
true }

ZFRYIAART
Rwo. RWO1.

X RS

xfs, ext3, extid

Default
RLLH 1
AR A "solidfire-san”

SolidFire + 7£fi# (iSCSI) |P b3t

default

true

EHZ A "trident " BYIFIA)ZEBY ID

" (BOAER AR L)

H}

(D #7R debugTracerlags BIHEEEH{THI AR BN A S,
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https://docs.netapp.com/zh-cn/trident-2307/trident-use/worker-node-prep.html
https://docs.netapp.com/zh-cn/trident-2307/trident-use/worker-node-prep.html
https://docs.netapp.com/zh-cn/trident-2307/trident-use/worker-node-prep.html
https://docs.netapp.com/zh-cn/trident-2307/trident-use/worker-node-prep.html
https://docs.netapp.com/zh-cn/trident-2307/trident-use/worker-node-prep.html
https://docs.netapp.com/zh-cn/trident-2307/trident-use/worker-node-prep.html
https://docs.netapp.com/zh-cn/trident-2307/trident-use/worker-node-prep.html
https://docs.netapp.com/zh-cn/trident-2307/trident-use/worker-node-prep.html
https://docs.netapp.com/zh-cn/trident-2307/trident-use/worker-node-prep.html
https://docs.netapp.com/zh-cn/trident-2307/trident-use/worker-node-prep.html
https://docs.netapp.com/zh-cn/trident-2307/trident-use/worker-node-prep.html
https://docs.netapp.com/zh-cn/trident-2307/trident-use/worker-node-prep.html
https://docs.netapp.com/zh-cn/trident-2307/trident-use/worker-node-prep.html
https://docs.netapp.com/zh-cn/trident-2307/trident-use/worker-node-prep.html
https://docs.netapp.com/zh-cn/trident-2307/trident-use/worker-node-prep.html
https://docs.netapp.com/zh-cn/trident-2307/trident-use/worker-node-prep.html
https://docs.netapp.com/zh-cn/trident-2307/trident-use/worker-node-prep.html

T BIEIEECE solidfire-san EE =&AL RWIREIIERE

WRBIBRT —NMEmXHE, ZXMHER CHAP SHIIEHERYE QoS RIEXN =M&EXREHITEE, AR,
ISR IR LA E XIFESE R EA EHPRIE—H 10Ps storage class& %,

version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: "<svip>:3260"
TenantName: "<tenant>"
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

T2: NEHIMEZEEREE solidfire-san EBEINHMIREHIZEE
RGBT B R E IR IRE X X4 LUK 5 | X LY StorageClasses,

FECERT. Astra TridentZ 7 & ERIITE EHIZIEREFMELUN. AT HEEN. FREEBERALUIRITENE
NEPBINEEE MR,

T FEMRINRAEREXXHH. NFEEFELIRE THERNRIAME. XEFMEBIRET type ESilver. [E
POBEFRHITEX storage #d. FURAIR. REFEHBZIKEECHRE, MELEFEHSES LEHIRE
HIERINME

version: 1

storageDriverName: solidfire-san
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Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: "<svip>:3260"

TenantName: "<tenant>"
UseCHAP: true
Types:

- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000
type: Silver
labels:
store: solidfire
k8scluster: dev-l-cluster
region: us-east-1
storage:
- labels:
performance: gold
cost: '4'
zone: us-east-1la
type: Gold
- labels:
performance: silver
cost: '3'
zone: us-east-1b
type: Silver
- labels:
performance: bronze
cost: '2'
zone: us-east-1c
type: Bronze
- labels:
performance: silver
cost: '1'
zone: us-east-1d
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LA FStorageClassEENX5|A 7T EIREIM, FH parameters.selector FEH. B StorageClass#F =1
FAETATFHEEENEN M, SREEEEIHPENENHH.

s5—"StorageClass (solidfire-gold-four)MRESEIE—TEM, XEM——"PEhETRHTHEERER

A volume Type QoS iEh#. mfa—1 StorageClass (solidfire-silver)ARREIEEEEREMZEE
Mo Astra TridentRERE EEFEI N EIN. HiBRHEFHEER,
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apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-gold-four

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=gold; cost=4"

fsType: "ext4d"

apiVersion:

storage.k8s.io/vl1

kind: StorageClass

metadata:

name: solidfire-silver-three

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=silver; cost=3"

fsType: "ext4d"

apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-bronze-two

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=bronze; cost=2"

fsType: "ext4d"

apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-silver-one

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=silver; cost=1"

fsType: "extd"

apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-silver

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=silver"

fsType: "ext4d"
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* "BIHIEA"

ONTAP SANIRXGHIZE

ONTAP SANIXEHFEFHEAR

T f290{a{ER ONTAP #0 Cloud Volumes ONTAP SAN IRGHIZFECE ONTAP 5.

ONTAP SANIRZHIZFIFH4E 2

Asta=ImTrfiEieft 7 LU T SANTRAEIREIRZRF. AT SONTAPSE I HITERS, XIFRIFIRRIBHE

. ReadWriteOnce(RWO).

()  mEEmEAsta Control# (TR

Kzhizke

ontap-san

ontap-san

ontap-san-economy

ontap-san-economy

Astra ControlIRGHiZFFHA M

3%
iSCSI

iISCSI

iSCSI

iISCSI

ReadOnlyMany(ROX).

BRI
3R

X &S

R

X &S

ReadWriteMany(rwx)«

XFFRYIIRIRTU

Rwo. ROX. rwx. RWO
P

Rwo. RWO1.

RoxFIrwxEX 4 RAEBIR
X TFARAH,

Rwo. ROX. rwx. RWO
P

Rwo. RWO1.

RoxFIrwxEX 4 RABIR
X TFARATH,

ReadWrite OncePod(RWOP),

MEMFEEH. BIRIE Astra ControlJRTHIZZ FA 4,

SRS RS
EXHRS; RigRigE

xfs, ext3, ext4d

EXHRS; RigRIgE

xfs, ext3, ext4d

Astra Control Al AR QIR EIR T EERIP. WY’EWEﬂﬁIﬁJE(T— Kubernetes(8%¥ 2 [B]#%51%) ontap-nas

, ontap-nas-flexgroup, # ontap-san JRopiZRF. I

* A .

E’\JONTAP%BE%J

O - 5 .

. ontap-san-economy REHXKAMSESERAEITHIAE T,

.ontap-nas- economy/\ﬁéﬂﬁﬁﬁﬁﬁaiﬁ'ﬂfﬁ%m?ﬁi

E’\JONTAP%ﬁE%J # ontap-san-economy T EFERAIREIIERE
* 1B70{# M ontap-nas-economy FLNEIBFRIP. RMEME o ERIFE K,
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Astra TridentiZLAONTAP B SVMEIR R FE1T. BEFEMA adnin EFAFH vsadmin SYMAFHEEHEE
AENEMZIRNAR, W ERAFNetApp ONTAP BYAmazon FSXERE., Astra TridentiZ{EEFAEEE%LLONTAP

HSVMEB IR B {DIETT fsxadmin FAP S vsadmin SYMBRFRHEABHEEABMNEMIZFAF. -
fsxadmin AP EEHEEGAFNEREERXEF,

NREMFEH 1imitAggregateUsage 8. FEEHEIEGINR, T EAFNetApp ONTAP
@ HYAmazon FSx5Astra TridentE & B 2R limitAggregateUsage SHAERT
vsadmin #l fsxadmin FAPIKF. WNRIETEUSE, EEEREEEK.

RATUEONTAPHEIE— N LU H = mIFsiEF AN RFIM Fai A e, BR1IAEINXHEM. KZEHH
hrZsHY Trident A2 AEEEEENEM APl , MMIEALRTERBEES S HHE,

HEZ({FFAONTAP SANIRSIIZFECE Gl
T #R{EFHONTAP SANIRGHFEF B B ONTAP SRV E R & 15 1 E%E I,

3R
JTFEFE ONTAP Gif, Astra Trident EEZE/DA SVM HEc— MRS,

W\icE, BERAIUETESNRER, HelBIERMEPR—PMIREFIEMESE, Fl. EUEREE san-dev @
FBBYZE ontap-san REHFEFFIA san-default EARIZE ontap-san-economy — %

FiEKubernetes TETI mEMMA ML HEIE HMISCSIT R, B2 "EETIET A" THRFAER.

FTONTAP/Sim#H 1T & {950 IE
Astra Trident 128 T Ff3t ONTAP FifiH#1T 91 FER,

* Credential Based : EBFIEMNEL ONTAP AR BMEE, BINERATEXNEZEERAE. Fi
admin ¥ vsadmin MRS ONTAP HRABERAES 4,

* EFIEH: Astra Trident B A UERAERZERVIERS ONTAP £EHEITEE. A, BREXVONEEER
FimiE$, ZEAMBIE CAIEHRY Base64 RiDE (MNIRFEA) (E o

TR UEFRINA RlR. WEEETEENGEZNETFEBNGEZEBE, BR. —RIZF—HIMHINIES
Eo BYMEIEMB MG E. SN EHEETRRFRINE 757X

@ IR EEIAFERHREEZIEFEP. NEmAIEEEK. HETR—FEIR. EHEEXEHRM
T SMBERIIE %,

BRETFEENSHINIE

Astra Trident EE SVM e / £ESCENEIEANEIEZTEES ONTAP Finf{T@E. BIVERRENTIENX

A, 530 admin 3¢ vsadmine XHERI LIRS EKFKA ONTAP RASEFIFRS, XLEARASATRESFEINEE API

NFEERKBY Astra Trident iR ASfEH, AILIBIEZBENXZEERABHRFEEAT Astra Trident , {BERERINfE
Fo

[EimE MR TR
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

IR, BmREXEEEUANSERFEENE—IE, IERRE, BFRR / BEEER Base6s H1T4RIEH
Ff# 7 Kubernetes 20, RIERXEHEHEM—FE TMEENTE, Ait, XE—T{XHEERHITHIRE
, H Kubernetes S 17 E 2 G H1T.
BREFERHEHIOIE
MM ENGEESET LUERIFBHSE ONTAP Gii# T8, BEENEE=/E8%,

* clientCertificate : B iHIEFHH Baseb4 fRi5{E,

* clientPrivateKey : XBEXFAFARY Base64 4mi5{E,

* trustedCACertifate : Z{51E CA IEHHY Base64 fwiSE, tNRFEHARIE CA, MATHRHEIELSE, MNRFEE
FRl{E CA, MBI LAZBEIISE,

HANTEREFEUTIE,

p

1. EHEPHIEBMER. £ME, ¥AMAE (Common Name , CN) REBRNEFRNFHILIERN ONTAP
AR

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"
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2. FEl{E CAIEHAINE ONTAP &8, ItiRArIseERFHEEERAMIE, WRKEHAEE CA, WA,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. 7Z ONTAP S8 L ZEZFIRIEBMNER (MTE 1 F18) -

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. HBIAONTAP 2B RABLIF cert BRWIES %,

security login create -user-or-group-name admin -application ontapi
—authentication-method cert
security login create -user-or-group-name admin -application http

—authentication-method cert

5. FERERAGERNNR S HIIE. & <SVM BIE LIF> F1 <SVM &1 > e HEIE LIF IP 1 ONTAP &Z#F,

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
-—-cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vifiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. f£F8 Base64 XIEH, HEAMAIE CAIEB#HITHRID,

base64 -w 0 k8senv.pem >> cert baseb64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

7. ERAMN E—TRENEEIRER.



cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

femsmmmmmm== R fes==s=ssssscscscssossssssssssssss=sa==
from e fr e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

I S e e e e e
e fremmmeme== iF

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 0 |

fessmmmmeme== frememesessess==== fessssssssssssesessaososssssssssss o=
f=mm==== fememema== +

B S MRS AR TR

AU EHMERRAFEREMS D IRIE S AR REERE, XM ANEER: FREFRA / ZiEamA LA
FHAGEHILED,; FRIEBNERAIUERANETERR / ZBENER. Atk EAARERINE G IIES EH
NNFRBRIIE %, AR, FERAEHENbackend.jsonXH. ZXHESERITHAESE tridentctl
backend updateo
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

RIRTIE, FAEBERMIMIE ONTAP EEMAFRNENE, AEH#HITEHER. BHRIEH
, AIAAPARMZMNMER. 25, BREERUERFIESR, ARSI ONTAP SEF kR
IRIEH,

EERASTHNERIRERENIANR, UASFNEZREINEEE, RNNEIHEMKRAE, Astra Trident
AILLS ONTAP Gl TIBE H A IERKHEIZRE,

fEFN A CHAP Xt iEE#1T S IIIE

Astra Trident®] LUERA XN B CHAPITSCSISIEH#H TR AICIE ontap-san # ontap-san-economy JRohiEF.
XFEEFH useCHAP K, IKE AT true’, AER zuzi—;SVME’JHlAFEb#’zF“ téEEEEhYRﬁCHAP H
RERREXHHIEAFBMZEH. NetApp BiIERANE CHAP M iEZ#HITEHIIE, BEERIUTEERG:
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version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svm: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

@ o useCHAP B EZ—NMRTIET. HEEEEE—RK, RIABERT, WBEISE N false . BFHIEE
N true [5, TERBEHIKEN false o

tb9M useCHAP=true, chapInitiatorSecret, chapTargetInitiatorSecret,
chapTargetUsername, # chapUsername [GIHEXFPUNBEEFER, FLIBEIRG. PILUSTTREHXLE
B9 tridentctl updateo

TIrRE
T IRE useCHAP Mtrue. FHEEIERIETAstra TridentfEfFiE/EIRECECHAP, HAPE4E:

* #£ SVM LigE CHAP :

° NRSVMHEUABEIFZEFZ 2R E AInone (FUAMEE ) " EHRERBEBHILUN, Asta TIDent=3EEIA
LR AGE N cuap AGHEEIEBE CHAPREIHIER U N BirFA A 13358,

° Y1 SVM & LUN , M Astra Trident R&7E SVM EEF CHAP , XEFRIH{RITSVM LEFE
BILUNBYi71R) 52 Rl

* BCE CHAP B2 UM BEMAFR ZME; TR REEFEEXLERT (WLFAR) -

BIRGI%EfE. Astra TridentiFQIEMEN M tridentbackend CRDHIGCHAPZSAFI A F B 121 IKubernetesZ
$A. UfSURHA Astra Trident SIERAYFRE PV &#8FHEd CHAP #ITHEEIEE,

RREEH BN

A LB BT RICHAPES R EFHCHAPELE backend. json XX EEFTHCHAPZ S HER
tridentctl update #p< ARBIXLEER,

(D EHEIRAICHAPERER ., HfEMA tridentctl BTG, EZ7@I CLI/ONTAP Ul EHifFfi#
B FRVEHE, EU Astra Trident G0 £ 1EBUX L E L,
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cat backend-san.json

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",

"svm": "ontap iscsi svm",

"useCHAP": true,

"username": "vsadmin",

"password": "password",
"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

- e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

o Fom e
- o +

| ontap san chap | ontap-san | aad458f3b-ad2d-4378-8a33-1a472ffbeb5c |
online | T

e —— e — e e ettt
t——— R +

MBEEZERAZEMm; WREED SYM £8 Astra Trident B3, NMXLEERREREREENIRS. FEEEE
REHMENERE, IEERESRAFRITENRT. WAHERMEZAN PV BSRENERAERENETE.

ONTAP SANED & IR

T RN EITEAstra= i LA R A A E A ONTAP SANIRGHIZERE . ARt 75 Skt
E'JStorageCIassesE’Jl: mic &2 G IF S B

[EimEC BTN
BXEIRECEED, 1S TR

S Description Default

version AR 1
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2

=

storageDrive
rName

backendName

managementLT
F

datalLlIF

svm

useCHAP

chapInitiato
rSecret

labels

chapTargetIn
itiatorSecre
t

chapUsername

chapTargetUs
ername

clientCertif
icate

42

Description

FHEIREDAE P B R AR

B E X &Mz iE G
SR FHSVMEIELIFAYIPHIE,

I LEE T2 REE S (FQDN).

INREAIPVOITERE T Asta=J7cH. MRTLUSE N
FRIPveitiiit, IPvestib A ER SRS HITENX . il
[28€8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555

lo

B XTI sMetroClustertJit. FEM

o
Y LIF B9 IP ik,

BN NISCSHETE, Astra TridentfFH "ONTAP 1%E#%
SIEFFEMISCI LIF, 0
REW. WEERESE datal1F ERRHAE X,

MELUNBRET" R ZEREF

*ItFMetroClusterg &, *i&

E{FMRY Storage Virtual Machine

*ItFMetroCluster& B&, *i&

fEFACHAPX$iSCSIFYONTAP SANIRGHIZF#{TE 1150

IE[fR/R1E]

IGEN true itAstra TridentﬂjFﬁﬁﬁéﬁEE’JSVMEEE#
FERANECHAPTEREIAB D IRIE, I
FHONTAP SANIKEHIEFFERE f5iR" Tﬁepﬁéémn,u o

CHAP BifieFEiH. RN WAKFEIR

useCHAP=true

EVATFEN—HER JSON BAHIRE
CHAP BfrBohiEFEH, RN, MANED

useCHAP=true

NEAFPRZ, NRA. MANEIN useCHAP=t rue
BirEP %, NRA. MWANFEN useCHAP=t rue

MetroClusterix

£, MetroCluster=filo

2, MetroCluster=filo

Default

ontap-nas, ontap-nas-
economy, ontap-nas-
flexgroup, ontap-san,
ontap-san—-economy

IXEhiE R MR+"_"+ dataLIF

"10.0.0.1 ", "2001 : 1234 :
abed @ © : fefe]"

HSVMIR4E

NRZBSVM. MIR4E
managementLIF BiEE

false

EFIRIEBRY Base64 fidE. ATFETIEBHNEMHE

JE
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=

clientPrivat
eKey

trustedCACer
tificate

username

password

svm

storagePrefi
x

limitAggrega
teUsage

limitVolumeS
ize

lunsPerFlexv
ol

debugTraceFl
ags

useREST

Description Default
EPisE AN Baseb4 fmidE, BFETFERHE ™
RI8IE

SM=1E CAIEFH Baseb4 miGfE, vlit, AFETFIE "

P H MBI,

5ONTAP £8HBEFMENRFR &, ATETSENg ™
I8,

S5ONTAP £EHEBEFIENER. BATETEENSH,D "
I93IF,

WMNERESVM. MIIRE
managementLIF BI&E

EfFFPAY Storage Virtual Machine

£ SVM FECEFERERAREIS. trident

TATHIEER. BEMILSHR, BRBZUR—THNG
o

MRFEHEBILLEDL, MEEEXK. " (BRUANER T AR HSEHE)
YN R 1&E FEE T NetApp ONTAP fGiRAYAmazon

FSX. 1B7J18E limitAggregateUsageo, HefitAY

fsxadmin #l vsadmin BB SNERBSERIBE RN

EHINR. FHAEEBAstra Tridenttt ELi# TR,

NRIBRHOERNEIUIE. WECEKK. "(BRIAEIR R AR HISEE)

tEoh. EEREE HagtreeILUNEERN BRI RAK

o

& FlexVol BIEz K LUN 8, ®AZ7E 50 , 2003EE 100
A
HEHR BERIAR RS, H80.  {"api": null

false. "METHO": true}

PRAFETEHITHRERISHF 2R AN A SHME. SN
MER.

BT EH ONTAP REST API B9fR/REBE, * IATIYW false

useREST fEA— AT G RIEH. BB F MR
5. MAREFLIIERAH, RENH true. Astra
Tridenti&{EFIONTAP REST APIS Fimif{Ti8{5, Lt
IHREEBE(FEAONTAP 9. 11 1 R ESARA, Itoh. FA
HIONTAP B RABMINERIAN ontap NEBERF.
X— B AEE FIE X KA E vsadmin Ml cluster-
admin B,

useREST MetroCluster R #5,
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AT EEENERECE RN

TR IR R EA XL ETUERIBIARE defaults BEEED. BXTH, BEERUTRETRG,

S8
spaceAllocation
spaceReserve
snapshotPolicy

gosPolicy

adaptiveQosPolicy

snapshotReserve

splitOnClone

encryption

luksEncryption

securityStyle

tieringPolicy

EEETH

TEHE—TMEXTARIAMENRG:

44

Description

LUN By==iB1 5 ES

TEFERT; " (*EE)HE"(F)
E{FEMAM Snapshot k&

ZHEIEIEDERY QoS HREELA,
ERENEEM / FIRAY gosPolicy
g} adaptiveQosPolicy Z—,

£ Astra Trident & QoS ZRE&LH
EZE ONTAP 9.8 IESHRA, EiX
ERIEHEZQoSHKIEAE. HIFRE
BRASINAFEIHSE. HE
QoS AR FFTE TIERHNE
H =5 LR,

Default
"ER

ENCIENEDERIBRIEN QoS 8]’ ™

B&ZH, EERENEFMEM / FiRH
gosPolicy 3 adaptiveQosPolicy Z

NREMENEE DL

BIERrER, MERXLFD &R

T#% _E B FANetAppE I (NVE)
5 BRIAA falseo. E(ERILLIEDR,
AT EE FIRTS NVE BOIFRIH B
FA NVE »

WNREFIHBETNAE. NI7EAstra
TridentPECEMEAEEE R
FANAE,

EXFAEE. F5N: "Astra
Tridentd1{fal SNVEFINAEEE &{E A

[e}

9D%%“0"\ )rl\uygnon
snapshotPolicy A"none". &M

?gn
false

false

BRLUKSINZ, &0 #EHLInux ™

F—Z IR E (LUKS)"
mENTeER
fER"TT" B R

unix

3+ FONTAP 9.5 SVM-DRZ BiHIFR
B, A"XIRE"
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version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: trident svm
username: admin
password: <password>
labels:
k8scluster: dev2
backend: dev2-sanbackend
storagePrefix: alternate-trident
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
qgosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default
snapshotReserve: '10'

BT ERCIENFIES ontap-san EENFEFE. Astra Trident=EFlexVol FIMNRIN10%MN B E.
@ UBALUNTTER. LUN B ERBFE PVC 5KV AR/)NEITECE, Astra Trident 3§

FlexVol &1 10% (£ ONTAP RERATTAA/N) » ARIERRSMEKRNTHERE, ILE

BUREIRALE LUN ZRARRES, BRIFEFZRSFIARIATE,. XAERT ontap-san-economy.

BTFEXMElE snapshotReserve. Astra TridentE3ZUN FFARITEE A/

Total volume size = [(PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

1.1 2 Astra Trident [ FlexVol Zi5MNARNN 10% LB LUN 7T#dE, iEATF snapshotReserve = 5%. PVCIE
K= 5GiB. HE2K/NA5.79GiB. ATAKA/NAS5GIB, o volume show B3N ERS U TREIZEMABILE

Aggregate State Size Available Used%

_pvc_89flcl56_3801_4ded_9f9d_034d54c39514
online RW 18GB
_pvc_ed2ec6fe_3baa_4af6_996d_134adbbbBetd

online RW 5.79GB
_pvec_e8372153_9ad9_474a_951a_0Bael5elc@ba
online RW 1GB 511.8MB
3 entries were displayed.

Ba1, AR NENNEEERMITEIE—T%,
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HRECE RS
UTRBERTRASHSHRRBNRMNENESELE, XZBEXEH

@ MR EIEAmazon FSx on NetApp ONTAP5Asta Dent
REIPihit,

ONTAP SAN:I

SERANEREE ontap-san WREFEF,

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
username: vsadmin

password: <password>

ONTAP SANZZF MR

46

version: 1

storageDriverName: ontap-san—-economy

managementLIF: 10.0.0.1
svm: svm iscsi eco
username: vsadmin

password: <password>

T A
HE

BB BT %o

fEMA. MW

R

158

FIETEDNSEHR. M



MetroCluster; 3|

TR RImEITEE. NEREVIRMYIEEFHERFREX "SVMEFIFIME"

BT[], 1EFERISESVYM managementLIF F A& dataLIF ] svm parametersffl0:

version: 1
storageDriverName: ontap-san
managementLIF: 192.168.1.66
username: vsadmin

password: password

E TR E R IIIERA

ERERERERGIP clientCertificate, clientPrivateKey, M trustedCACertificate (W
REARSCA. MEIE)FIEF backend. json MR FRBEFIFIER. TRRAFRSCAILES
Hbase64 w3 B,

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_ iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXROZXJIJwYXB...ICMgJ3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulGNsYXNz
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XA CHAP I

XL RGER G iR useCHAP BN trueo
ONTAP SAN CHAP: =l

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

ONTAP SANZZ £ CHAPI

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

st W) =V ANl

EXLERGIRIRENX X, NFFEEEADL %T#%/:Eﬂk]«A{E\ WJ;ID spaceReserve To.

Hfalse. #l encryption Afalse, FEIMMIETEEELD it

spaceAllocation

AER E7F"Comments"FEEPIGBERETS, ;TBTFlexVol EIGE, TEER. Astra TridentS SNt £
FREREERREES, ITAHELN. FEEER T LIRIFE AT EIGHIES E XIFE,

BRI, REAZEHRETIRE spacereserve,
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version: 1

storageDriverName: ontap-san

managementLIF: 10.0.0.1

svm: svm iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: 'false'
encryption: 'false'

gosPolicy: standard
labels:
store: san store
kubernetes-cluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '40000"
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
adaptiveQosPolicy: adaptive-extreme
- labels:
protection: silver
creditpoints: '20000'
zone: us_east 1b

defaults:
spaceAllocation: 'false'
encryption: 'true'

qosPolicy: premium
- labels:
protection: bronze
creditpoints: '5000'
zone: us_east lc
defaults:
spaceAllocation: 'true'

encryption: 'false'



ONTAP SANZZF MR

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm _iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: 'false'
encryption: 'false'
labels:

store: san_economy store
region: us_east 1
storage:
- labels:
app: oracledb
cost: '30'
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
- labels:
app: postgresdb
cost: '20"'
zone: us_east 1b
defaults:
spaceAllocation: 'false'
encryption: 'true'
- labels:
app: mysqgldb
cost: '10'
zone: us_east lc
defaults:
spaceAllocation: 'true'
encryption: 'false'
- labels:
department: legal
creditpoints: '5000'
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zone: us_east lc

defaults:
spaceAllocation: 'true'
encryption: 'false'

55 HRETE] StorageClasses

LA FStorageClassiE X P M [ EiRTR ] F parameters.selector FEEH. & StorageClass#f=
EHABATFRESEHNEMM, SREEERIMAPENXEZNHH,.

* o protection-gold StorageClassigIRetE|HIIE— PN EIM ontap-san [Fifk. XEW—IRHEEERE
PRy,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: netapp.io/trident
parameters:
selector: "protection=gold"
fsType: "ext4d"

* o protection-not-gold StorageClassiFMRETEIFRRISE ZME =P EPM ontap-san fFiK. REX
LESiR B RIP K5I R 2 goldo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: netapp.io/trident
parameters:
selector: "protection!=gold"
fsType: "ext4d"

pin]

* o app-mysqgldb StorageClassiGStEIHEIE =N EIMA ontap-san-economy [Gif. XE&Amysqldb
RN REFREFE DR ENMHE—t,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: app-mysqgldb
provisioner: netapp.io/trident
parameters:
selector: "app=mysgldb"
fsType: "ext4d"

* o protection-silver-creditpoints-20k StorageClassiFIREEIRRYE — MM ontap-san /3
i, XEM—IRMIREIRIPAI20000™ME A KRBT,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: netapp.io/trident
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* o creditpoints-5k StorageClassiFRTEIRAIE =D EAM ontap-san FHIFiHMNSEEEIA
ontap-san-economy [Gif. XEM——{EH=E/I500089t o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: netapp.io/trident
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

Astra Tridenti/RTEEZEM D EMM. HIBFRHEFEER.

ONTAP NAS IRXGhiEF

ONTAP NASIRzhFZF#EA
T #RAN{A{ER ONTAPAICloud Volumes ONTAP NASIRGHFEFEZ B ONTAP /S i,
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ONTAP NASIRGHIZFiF 4= B

Asta=ImfF iRt T LUFNASTHERENEF. AT S5ONTAPEEHITES, XFFRIIARRTEE
. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

()  nmmEmAsta Control#(FRIP, tRERBE. Ik Astra ControllKENTZR A1,

KehiER Y HER SRV R SR H RS

ontap-nas NFS XHRG Rwo. ROX. rwx. RWO ™. nfs, smb
SMB P

ontap-nas-economy NFS NHRSG Rwo. ROX. rwx. RWO "' nfs, smb
SMB P

ontap-nas-flexgroup NFS XH 7S Rwo. ROX. rwx. RWO ™. nfs, smb
SMB P

Astra ControlIRGHiZFEA M

Astra Control ] AfEFRIENERETEFIP. REMEMFEoh % (TEKubernetesEE8f 2 [B]#% 5% ) ontap-nas
, ontap-nas-flexgroup, 1 ontap-san IRaHFEF. SN "Astra Control EFETIRHM4" THIFMER,

* £ ... ontap-san-economy REHKAMEFERE RIS TN, A2ERIE "2
HIONTAPHERE!",

@ * {83 ... ontap-nas-economy RE YK A MEEREHETHES TN, A2BRIbE =i
FIONTAPZEIRS" 1 ontap-san-economy To/AERIRENIEF

* /05 ontap-nas-economy FISIERIF. REMERBHIMENBR.

PR

Astra TridentiZ LLONTAP 5 SVMEIER F{7i51T. BHFA admin E£EAF X vsadmin SVMAFHAEGER
RAENEMBFRIAF,.

3 FiER T NetApp ONTAP BJAmazon FSXERE. Astra TridentR{EFAEEELIONTAP B{SVME IR R BT

fsxadmin FAF 3 vsadmin SVMAFRHEABHERACHNEMBIFNAEF, o fsxadmin AR EEHEERA
FPRERERAF.

WREEA 1imitAggregateUsage B, FTEEHEIERNIE, EREREFTNetApp ONTAP
(D HYAmazon FSx5Astra TridentE & B 2R limitAggregateUsage SHAERT
vsadmin #l fsxadmin FAFPIKF, MNRIEFEUSE, ELERIEEEK.

RATUEONTAPH S E— N LU H = mIFsiEF R RFIM Fai A e, BRNIAFEINXHEM. KZEHH
hrZsBY Trident A2 AEEEEENEM APl , MMIEALRTERBEES S HE,
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EZ{FFHONTAP NASIRGIIZFEC & [Tk
T HE({EFAONTAP NASIRGHIZFELBEONTAPEIRHER. FHWIRENMS H KR,

2K

* 3T FFRE ONTAP /5%, Astra Trident EEZE/Df SVM S — 1B 4,

s BRI LUBIT 2N IRoIER, FelEismER—NRIEFEESE, fli. EaUEE—MERMES S
ontap-nas ReNEFFERAIVIIIEZE ontap-nas-economy —1%

* FiBKubernetes TIET m &AM MZEEYMINFST A, SN "tk BXFAEE:
* Astra Trident{X 25 SMBEEEH FIWindows T s _EizfTHIPod, 1BE N EEALESMBE THIFAEE,

FTONTAP /S 1T & {956 IE
Astra Trident 122 7 Ff3t ONTAP FifiH#1T S 9 1IFHIER,

* Credential Based : EBFIEMNER ONTAP AFHAFRBMEE, BiNERATEXNEZ2ERAE. Fi
admin 3 vsadmin LIRS ONTAP RSB RAFES M,

* ETFIEH: Astra Trident B A UERERZERVIERS ONTAP £EHAITEE. A, BREXVOAEEER
FimiE$, ZEAMBIE CAIEHRY Base64 RiDE (MNIRFEA) (E) o

TR UEFRNA RR. WEEETEENGZNETEBNGEZEBE, BR. —RIZF—HIMILIES
Ho BYMEIEMBMIIEST A SN EHEETRRFRINE 7575

@ IR EEIAFERHREEZIEFER. NEmeIEEEAK. HETR—FHEIR. EHEEXEHIRM
T ZMBRIIEA .

BREFEENSHIRIE

Astra Trident 2 SVM e / £ESCENEIEANEIEZT8ES ONTAP FinHiT@EE. BIVERRENTIENX

A, B30 admin 8 vsadmine XA LUMIRS KM ONTAP iRAAERIFHD, XEERRZASAIESEINEE API

NFFHARFKB Astra Trident hig A< 2. AIUEIEZBEX 2B RABHKEEMAT Astra Trident , {BREIN(E
o

[EiRE MR TR
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

IR, BREXEEREUANSERNFENE—(ME, SRR RE, FRRA / BiBREER Base6s #H1T4HRIZH
Zfi# 7 Kubernetes ZH, i/ EMEREM —FETHREIIENSE, Alt, XR—IMXBEEGHITIIRE
, H Kubernetes S {ZfE EIE 1T
BRAEFERNEHIIIE
MM EN A LUERIERH S ONTAP EiRi#{TEE. BIREXEE=12%,

* clientCertificate : B IHIFHH Base64 fRi5{E,

* clientPrivateKey : XEXFAHRY Base64 fRAL{E,

* trustedCACertifate : Z{51E CA iEHHI Base64 RiB{E, MREATS CA, MATIREHIESE, WMNRAFE
FAAI{S CA, MBI LLZBRILISE,

HANTEREEUTI R,

p

1. EREFEIEPMZE. £, FABEEZ (Common Name, CN) &BAEBENSHIIER ONTAP
BF,
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openssl reqg -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. ]S CAIEHAINEI ONTAP &£58%, ItiRBrAIseEMFHERERNIE, MRKEREIE CA, WAL,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. 12 ONTAP S8 L REXFIRIEBMNER (MTE 1 718 -

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. HIAONTAP REERABXE cert HHWIEHE.

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>

security login create -user-or-group-name vsadmin -application http
—authentication-method cert -vserver <vserver-name>

5. FERAERHNERNNR S HIF, & <SVM B8 LIF> F1 <SVM Z#F > B SR LIF IP 1 ONTAP Z#F,
S HRRLIFBIAR S RE&IKE N default-data-managemento

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"

vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. f£F Base64 XIEH, HEAMAIE CAIEB#HITHRIG,

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base64

7. ERAMN E—TRENVELIRER.
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cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...O0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

o —— o et ettt it
o +—— +

| NAME | STORAGE DRIVER | UuIlbD

STATE | VOLUMES |

o —— e e it ittt et P
+————— - +

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

o f——————_ Rt et L P
o t———————— +

B S M RIE S RS TR

TR AEHIA Rin U ERE S DI RE TR, XMMANEER: ERAF R / BhERIEiRA L
EHAERIES; ERIEBNERIUERAETRFR / BENER. Ak, SXFRERIRE S IIIEREH

TN EMREIESE. RE. FREEHENbackend.jsonX . ZXHEESERITHFAESH tridentctl
update backend.
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cat cert-backend-updated.json
{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

Pommmmmmmmm== Fommmemcemmes=e== B e
Fommmmmoe e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

Fommmmmmmomo= S e e Fommmmmmmmesrrrrrrrre e reme s e mmm o
Fommmmme Pommmmmme= +

| NasBackend | ontap-nas | 98el9b74-aec7/-4a3d-8dcf-128e5033b214 |
online | 9 |

P e Fommmmememesesesese s s s s e eses
o= Fommmemm== +

WIRER, FHEIRRUMSE ONTAP LB MEN, AEHTEHRER. BIEHe
() LURRPRENS NS, 25, GREERLERIES, AEALUM ONTAP E2ERHIR
B,

BiRRAIPHXNEIRENIAR, BASHMEZREILNGER, NINEIHRENRE, Astra Trident
BJLAS ONTAP Gin# TR {EHMIERKEI SR,

EIE NFS SR
Astra Trident f£F NFS SHSRBERITHI X HECERVERIIAIE,
ERSHERIEET, Astra Trident 12147 fENEIN:
* Astra Trident AIATHSEESHREA S, THZRFEERT, FREERSBE—RTAIES P #HlkRY

CIDR 3RFIFR, Astra Trident 2 BaiRE T XESCENTIR IP ANEFHREH, &, NRKEETMA
CIDR , NET R LIFLFIMEA2ECERERE IP #RARINEI S HRER,

* EREEG AT UFEESHERNAMMN, BFRIEFEEREDIEE T ARNSHRIEEFR, TN Astra
Trident 3 FEAIAF LK,
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S EES H R

Asta= XU FER M T oIS EEONTAP/S IR T H REEHITHEE, XiF, FHEEESMAUANTETR IP IEERVF
AyMit=siE], MARFHEXERMN. EAKELT FHREERE, BNSHRBRAIBEEFHTIEMESE
Bf, LtIh. XBBITFHMNFEEENIFRREANAFPUFIEECERNN TN SibE. MMmsSZisE4am aah
e,

EAISSH R, B7)ER MM (Network Address Translation. NAT), fERNAT
() 0. ERBISSAETIBIENATIN, MARSIRPEN M, Fit. MRS EANHETE
PR, MBI,

Nl

WAERM N EED, THE—MNEHENX R

version: 1

storageDriverName: ontap-nas
backendName: ontap nas auto export
managementLIF: 192.168.0.135

svm: svml

username: vsadmin

password: password
autoExportCIDRs:

- 192.168.0.0/24

autoExportPolicy: true

fERLLINRERY. ERMHRRSVMABRIES BALREIBHISHERE. FAEAFT RCIDRIREY
SEMN(GIINERING L), 1BEEENetAppBINHRELE. NAstra=infFEEZ ASVM,

TR ER LRRAIX I Thae ) TERIESHITRIINEA

* autoExportPolicy IREN true, XFK/Astra TridentE HRIESHIREE svml SVMHAFERLIEF N BT
INFIMIBR autoExportCIDRs MIMER, B0, UUID/I403b5326-8482-40db-96d0-d83fb3f4daecklrYfFim
autoExportPolicy BN true SIERNNFHEEE trident-403b5326-8482-40db-96d0-
d83fb3f4daec £ SVM L,

* autoExportCIDRs BEMIUIRTIR, HFEEAFIEFEL, #1A "0.0.0.0/0, ": : /0", WMARKENX,
M Astra Trident ARMNELET R EIEIRFRE £ &5 CE 2B,

LRI, BER 192.168.0.0/24 IR THIAITE], XRRUCMASEEIRR Kubernetes 552 IP 35780

Zl Astra Trident 8IZRNSHEREH, HAstra TridentEMEIETAAENT R, ESRERZT RIPHIIEHFIRIE
I AR I E#{THE autoExportCIDRs, i IP f§, Astra Trident S AERINEF G IP SIES
HERBEFIN, FHAERMRNENT SeIE— M,

A LIS #T autoExportPolicy A autoExportCIDRs AT EiR. ErILINBEENEImMNEAY CIDR

, WATLAMIBRINAERY CIDR . Mif% CIDR BHES AW, UHRRILEEZR M. SR LLEER
autoExportPolicy AF/fGEim. HEIREIFEIENSHRE, XFEIKE exportPolicy B,
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TEAstra TridentfliZEFFIRZG. BRI LUERRZERIE tridentcetl GHEMNE tridentbackend CRD:

./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24
autoExportPolicy: true
backendName: ontap nas auto export
chapInitiatorSecret: ""
chapTargetInitiatorSecret: ""
chapTargetUsername: ""
chapUsername: ""
dataLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>
fileSystemType: ext4

B RN EIKubernetesEEB# H /A A Ell Astra Tridentizhl2s8Y. MEERNSHERSH#HITTEH(BIIREENMI
FrIEERIHIIEREA autoExportCIDRs [Gif)o

BIFFTIm/E, Astra Trident RI0EFFBEAGENR, UBIBRIZT REVHRIFEN, @TMZERIRETS H R
BRILTI = 1P, Astra Trident AJRILE GRS, FRIFLL IP TRSEPRF T REEEA,

MFUBIEFEENGR. 1BFEREMEI tridentctl update backend BfafRAstra TridentBohBEIESHE
B iXi%@UE—ALXF AUUIDE BT S HIREE. G ENEEEMEENEERM RS HER.

@ HErEE B EERES HRBIEREHFDSEIZHNS LR, MREHCERR, WSKEMR
RHIBER, HEIEHBITH R,

MREFHTIEDT A IP sk, MHBIELT = EEFH/E5h Astra Trident Pod o« Af5, Astra Trident 3 E#HE
EENEIRNSHEER, DU IP B2,

EERIRESMBE
QEHEES. BIAILUEREESMBE ontap-nas RahiEF.

@ FoE. ENIESVM EFEEENFSFHISMB/CCIFSHMY ontap-nas-economy i@FF A
EZBONTAP HISMB%E., SNRFKEEREBEPIE—Y. NAEERE SMBERIERZEKK.

Friaz Al
FECESMBEZ AT, EIURE LT+,
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* —/Kubernetes®E&f. EHREE—MLinuxiThlgs T m AR ZE /D —1ME1TWindows Server 201989Windows T
ET 5o Astra TridentfNZ & SMBEEH EIWindows T ;2 _EIE1THIPod,

* E/b—PEEActive DirectoryE1EHIAstra TridentZ$8, LIERLZEEH smbereds:

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* EEEAWindowsAREZMICSILIE, BEE csi-proxy. BN "GitHub: CSIYIE" & "GitHub: &M
FWindowsHICSIHEIE" & BF1EWindows_LiE{THIKubernetes T &=,

p
1. S FHEBONTAP. R LUEIZFECIESMBHE, WATLIEFAstra=infFE NG L E— M=,

@ Amazon FSx for ONTAPEESMBHE,

EEI LAER U TR AR 2 —RIZSMBEIEHE "Microsoft BIRIZH 6" HEXHREE R TTHFEAONTAP
BLITRE. EfEFAONTAP S TRHECIZESMBHER. FHRITLUTIRE:

a. AEKE, AHELIBERRIZEM.

o vserver cifs share create ﬁ%%&ﬁﬂ@?t?ﬁﬂfﬁliﬁﬁ-pathﬁlﬁﬂlﬂ‘éiﬂ’\ﬁ%@o WNRISTE R
BAREE, WapSREK,

b. S SEESVMEXEXHISMBHE:

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C BIIRRELIBEE:

vserver cifs share show -share-name share name

() msm bl VB £3 THREE¥EEL.

2. g EmE. HIAECE UL TRBUIEESMBE, BXIEHTONTAP EiRMFIEFSXECEIED. 1EEN EH
FONTAP BIFSXBL & ZEIAN ="
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smbShare

nasType

securityStyle

unixPermissions

ONTAP NASHEZ & EIA1 R~ !

Description

BRI LIsE L gz —: f&F

FBMicrosoft IRz H| & 3 ONTAP
'n‘ﬁ/v\ﬁﬁﬁﬁ'JLE’JSMB tSZ MR R
; AiFAsta=imEIThAERIFESMBH:
?E’\J%ﬂ? FE. UEILM%%@“”
=S IERE#H I TEARZE AR,

T FREFONTAP. LB A%
A

&3t FAmazon FSx for
ONTAP}: RSB, REEL

Io
*ATISE N smo MR AT, MEL
NN “nfso

mENZ2EN,
ATIZE N ntfs of mixed A3
FSMB%.,

%ﬁ%ﬁ’{l’fﬁiﬁo JHFSMBE. A

zS

T o

\\\

Nl

smb-share

smb

ntfs B mixed ¥} FSMBE

T BRAN{AI B2 ONTAP NASIRoIiZFRH IS HA T Astra=in R, AniRE T EEiHmMREY
Fl|StorageClassesHi fEimeD & R FIF1IE(E B

[ B B 2T
BXEREEED, 52 F&!

Description

version

storageDrive fFEIREHIERFHIRFNR

rName

backendName

64

BE X &M iEain

Default
IREE N 1

"ONTAP NAS ", "ONTAP NAS%
7. "ONTAP NASA/EQH"

. "ONTAP SAN " "ONTAP SAN%
ik

IXShFERF B #R+"_"+ dataLIF



managementLI
F

datalLlIF

svm

autoExportPo
licy

autoExportCI
DRs

labels

clientCertif
icate

clientPrivat
eKey

trustedCACer
tificate

Description Default
SR SVM BIE LIF 49 IP bk "10.0.0.1", "2001 :
abed @ . fefe]"

I LEE T2 REE S (FQDN).

INRERIPVOITERE T Asta=Jcé. MRTLUSE N
FRIPveititit, IPvestib A ER SRS HITENX . il
[28€8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555
lo

BxTIsEMetroClustertJift, iFE I MetroClusterii
5l

Y LIF B9 IP ik,
TE) ()

BIIERE datalIF, UIRFKIEHILSE. NAstra

Tridenta MSVMIREXEUIELIF, &R LUIEEATFNFSHE

HIREN T 2REEZ (FQDN). Ml e E1TE

IFDNS. LUETEZMEIELIF 2 [8) 2T fa & 17,

AILEMIRIRERENR. 150 .

MRFEHIPVOITERIE T Asta=7cAH. METLUEE S
HIPveitit, IPveittib i ERAIESHITENX . a0
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555
o

*ItFMetroClustergB&, *iF2 I MetroClusterzfil,

EfFEFHHY Storage Virtual Machine MEISVM. MRE

1234

managementLIF BI&E

*IFFMetroCluster& &, *IFE D MetroClusteri=fil,

BBt B EHS R /RE] false

f#H autoExportPolicy Ml autoExportCIDRs %

IM. Astra Tridente] LI EEIEIE S HFEER,

R FfiZEKubbernetes T3 RIPRYCIDRIZR ['0.0.0.0/0. ": :

autoExportPolicy ERE.

EJzz! autoExportPolicy | autoExportCIDRs i
I, Astra Tridentr] LA BEhEIES H K&,

BEWVATEN—HES JSON BINBIIRE
EFIRIEHHY Base64 fRiZ(E. ATFETIERNEMHRE ™

iE

& FinE AR Base64 HidE. BTETIERHNG
RI03E

Z{E1E CAIEHH) Baseb4 fRiDfE, PIik, AFETFIE ™
FHSHIIE

. 0T

FEE R SR B SVM (MR Kt
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2

=

username

password

storagePrefi
x

limitAggrega
teUsage

limitVolumeS
ize

lunsPerFlexv
ol

debugTraceFl
ags

nasType

nfsMountOpti
ons

gtreesPerFle
xvol

smbShare

66

Description Default

FiEEIEE /SVM AR R, ATFETRENSH
JoIE

EREIEE /ISVM BVERS. BTETRIENSHIIE

£ SVM FECEMERERANTR. KERTEEH  "ZREX"

MRERAEBILRDL, NEEXK. " BRAER TASRHISEHE)

* REBFEBF ONTAP BY Amazon FSx *
MRIBERERNBEUE. WEERK,
o RS PREIT fqtreeFILUN A R BB BRI R K

K/ gtreesPerFlexvol IEMATHENX ST
MFlexVol ByER Kqtree®,

&1 FlexVol YR A LUN %8, #Z7E 50 , 200 SEE
A

PR HEBRE EER YA NS, B30,
false. "METHO": true}

"(BRIAB R R AR HSL )

ll1 Ooll

H}

{"api":

15711ER debugTraceFlags BRIEBIEIEHITHEHE
PBRHFBEIFHMRHEFE,

BEENFST{SMB&BIE,

nfs

EEHE nfs, smb & 1?.7]?0
TEBNFSERENT

NFSHEFHEDES

AINMBRT. FigERN

palLIE

Kubernetest i A SRV HIETNE B EFESEFIEE.
BINRIEFHEEPRIEEEHIAT. WAstra Tridenti$
[EIR 2| FRTF B S IR EC B S 4 FR s E R ENETL,

INRFEFERECE X R RIEEEHIET. MAstra
Trident RS TEREXBIRA M E LI E EAEFIEI

8> FlexVol 95K qtree ¥, @477 50 , 300 SEE
A

BRI U TIEI 2z —: EHAMicrosoft I HI&
'JZONTAP:-‘F’%?‘T??E@'JLE’JSMB?E;E’J%ﬂ’ s

PFAsta= IE I THRECIESMBREMZHR; HE. &
LU S E T LR IE X E# T B AR ZE 40,

ll200ll

smb-share

X FHEONTAP, LEEEZAIEH,

b &% FAmazon FSx for ONTAPGim AMAER.
BENZ,



useREST

Description

BF1ER ONTAP REST API B9%/REE,

useREST {EA— ARG higte it

* AT

BIAT LR

B, MAREFILIEAH, IRENMK true. Astra
Tndenth@%ONTAP REST API5 [Rim#{Ti@(S, It
IHAEEE(FEAONTAP 9. 111 M EE R, LI, A8
FIONTAP BEFABNNENIAIR ontap MAER.
X—R A EIFIEN K HE vsadmin F cluster-

admin A8,

useREST MetroCluster R $¥,

BT E &G E RN
TR AR R EAREETUERIBIARCE defaults BEEEED. BXTH, BEEUUTERERG,

spaceAllocat
ion

spaceReserve

snapshotPoli
cy

gosPolicy

adaptiveQosP
olicy

snapshotRese
rve

splitOnClone

encryption

tieringPolic
y

Description

LUN B=S[8] 93 B

=TEMERI; "

'(¥5TE)

FE(FEFRY Snapshot FKEE

55" (8

ZHEIRNE DB QoS ZKEELA,
[51%89 qosPolicy ¢ adaptiveQosPolicy Z—

EHEENEDEHIBIEN QoS REEH,

)

G NMEAE /

RS NMF

figt / [5iHEY qosPolicy 8k adaptiveQosPolicy Z—

A% ontap-nas-economy.

HNREIMENEB DL

B TER, MERXRIFDEME

£ E LB ANetAppEIMZE(NVE); FAINA falseo
BEALIET, HAEERE LIRT NVE BIFEIHEA

NVE .

NRERMWBATNAE. NITEAstra TridentFECERIE
A& B ANAE,

BXRFRES. B
FMINAEEC S "

fER"T"HIE RS

20

"Astra Tridentd1{al SNVE

Default

false

Default
"EW

ll%ll
ll%ll

yD%ﬁuou\ m\u?gnon
snapshotPolicy &"none". &N

ﬁglm
false

false

JFFONTAP 9.5 SVM-DRZ BiHIER
B. A"XRE"
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=2 Description Default

=

unixPermissi HiEAIER "TIT"RTNFSHE; T(RER)R
ons T~SMB#

snapshotDir  #EHIIFHIIAIA) . snapshot BF false

exportPolicy BEFERANSHERER default

securityStyl HEHEMEE2ER. NFSZRINMEA unixo

- NFS3%#F mixed Ml unix ZEER, SMBERIAMEN ntfso

SMBXz#F mixed fl ntfs L&,

7£ Astra Trident Ff#F QoS RESHEFEE ONTAP 9.8 EE A, EINFEHIEHEE QoS HKEKH
O | SHBRRBESSINAT S 1555, 25 Qos RIHFTA LIRS SHEI L

ERETH
TEHE—MEXTRIAMENRG:

version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:
k8scluster: devl
backend: devl-nasbackend
svm: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: premium
exportPolicy: myk8scluster
snapshotPolicy: default
snapshotReserve: '10'
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G T ontap-nas #l ontap-nas-flexgroups M{E. Astra TridentRERAFMITESGEFRM
fRrlexvol BIKR/SsnapshotReserveE b PvCcHEE, HAFIEK pvc BY, Astra Trident &
BftRAEBAEELZTENERIE Flexvol . IITEHREFERAFE pvc FIKEIFMERNTETE, MAE
INFERIERISIE, £ v21.07 Zai, WRAFIER pve (fBlE0, s56iB ) , HE snapshotReserve
5 50% , MR 2.5 ciB WAIETE, XeRNERPIBERNEENEMN snapshotReserve mEH
B— 1At ETrident 21.07F. BAFIEKWERIETIE]. Astra TridentEX T snapshotReserve #FRMR
BNMNENADL. XFIERT ontap-nas-economyo S WATRAILLT BETERIE:

HEGENT:

Total volume size = (PVC requested size) / (1 - (snapshotReserve
percentage) / 100)

31F snapshotReserve =50% , PVC iEK =5GiB , £E2K/\A 2/.5=10GiB, AJEKX/NA 5GB , XEBF
£ PVC iERAIERM AN o volume show AR MNERS AT REAIZEMARILERE

Vserver Volume tat 'pe Size Available Used%

online AW 18GB 5.
_pvc_eB372153_9ad9_474a_951a_@8aelSelc@ba
online RW 1GB 511.8MB

2 entries were displayed.

TEF4R Astra Trident BY, FoalRENINE GRFRE LR IGBERES. MTEALKZFEIRENE, ENIAEE
SR, DUEMRBIPIMAIENR. H190. BEBEH2 GiB PVC snapshotReserve=50 ZRINERE. &0z
i1 GIBBWAIE=Ial, g0, FEXR/INAEA 3GB JANBERTE— 6 GiB £ _LiZft 3GiB (5 =8,

RIREE RS
UTFRAIERTRAZSHEHRBEANBRANENESELE, XBEXEHRNRESETTE.

@ YR TERA Trident B NetApp ONTAP _EfEFH Amazon FSx , EiX 4 LIF 8% DNS &, A
2 P thit,

ONTAP NASZZF R

version: 1

storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1

datalIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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ONTAP NAS FlexGroup:Rfjl

version: 1

storageDriverName:
managementLIF:
dataLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password

MetroCluster; 5|

TR UM ERETERE. MR EYIRMYILEFERERENX "SVMERIFITE"

BT[], 1BERIEESVYM managementLIF FHEB& dataLIF ] svm parametersffli0:

version: 1

storageDriverName:
managementLIF:
username: vsadmin

password: password

SMB& 5

version: 1
backendName:
storageDriverName:

192.

ontap—-nas-flexgroup

10.0.0.1

ontap-nas
168.1.66

ExampleBackend

ontap-nas

managementLIF: 10.0.0.1
nasType: smb
securityStyle: ntfs
unixPermissions: ""
datalIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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ETFIEBR S (D INIERG

XE— " REEHIEE R, clientCertificate, clientPrivateKey, #I
trustedCACertificate (MRFEABECA. MANHEFIET backend. json MAHIRAEFIHIER.
T RZRAF S CAIEERIbase644mi3{E,

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

datalLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXROZXJIJwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

BE)S SRR

LRI ER T W{AHER Astra Trident EFTHS S LR BN EESHERE, HREXNTFHENLE
ontap-nas-economy # ontap-nas-flexgroup JoIIEF.

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-1la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password
nfsMountOptions: nfsvers=4



IPv6ithiE Rl

WRFIERT managementLIF fERIPvEiiL,

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: "[5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-1la
backend: testl-ontap-ipv6
svm: nas_ipvé6 svm
username: vsadmin

password: password

Amazon FSx for ONTAP{EFESMB% 5l

o smbShare EFASMB&HIFSx for ONTAPEE S,

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

dataLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXROZXJIwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

st W) =vi ANl

ZETEHETHRFIRREXXGF. NFABFREMNSE TIREMIAME. B9 spacerReserve J.
spaceAllocation Mfalse. #l encryption Hfalse, EINHMEFMEELD PHITE N

AER B7E"Comments"FEEHIR BB S, TEFlexVol EHIRE 7R ontap-nas & FlexGroup ontap-
nas-flexgroup. TERCEMS. Astra Trident=¥EMM ERNFIEREEFREES, AT HEERL. FHEEIE
R LIRITE A BN A S E XiRE,.
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EXLERfIF, BLEEF#EMEBITIRE spaceReserve,
A BEIANE

spaceAllocation, 0 encryption B. MmE
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ONTAP NASfl

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm nfs
username: admin
password: <password>
nfsMountOptions: nfsvers=4
defaults:
spaceReserve: none
encryption: 'false'
gosPolicy: standard
labels:
store: nas store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755"
adaptiveQosPolicy: adaptive-premium
- labels:
app: slack
cost: '75"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: 'true'
unixPermissions: '0755"
- labels:
department: legal
creditpoints: '5000'
zone: us_east 1b
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0755"
- labels:
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app: wordpress
cost: '50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: 'true'
unixPermissions: '0775'
labels:
app: mysqgldb
cost: '25'
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"
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ONTAP NAS FlexGroup:Rfjl

version: 1
storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: flexgroup store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '50000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: gold

creditpoints: '30000"'
zone: us_east 1b
defaults:

SpaceReserve . none

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: silver

creditpoints: '20000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

protection: bronze
creditpoints: '10000"
zone: us_east 1d
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defaults:

spaceReserve: volume

encryption: 'false'

unixPermissions:

I GTTET
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ONTAP NASZZF MR

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: '6000'
zone: us_east la
defaults:
spaceReserve: volume

encryption: 'true'
unixPermissions: '0755'
- labels:

protection: bronze

creditpoints: '5000'
zone: us_east 1b
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0755'
- labels:

department: engineering

creditpoints: '3000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

department: humanresource
creditpoints: '2000'
zone: us_east 1d
defaults:
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spaceReserve: volume
encryption: 'false'
unixPermissions: '0775'

5 iHBRETE] StorageClasses

AR StorageClassTEXiEE N [[EtEiRTR Ao #H parameters.selector FEEH. & StorageClass#f
SEHTRTFRESHNEMM, SREEERIMAHENXEZ A H,.

* . protection-gold StorageClassiGBREIEIRRIE—PMFIE ZPNEIMA ontap-nas-flexgroup F
. XLt EM—IRHERRIFEIA,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: netapp.io/trident
parameters:
selector: "protection=gold"
fsType: "ext4d"

* . protection-not-gold StorageClassiRETEIFHRIE = NFIFE D ERA ontap-nas-flexgroup
[Gif. XL B —IRME TR UIMRIPLS BT,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: netapp.io/trident
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* o app-mysqgldb StorageClassiGBREFEIHBIFE PN EIMA ontap-nas Gk, XEHmysqldbEEAIR
EFRHEFEE DI ERE i,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: app-mysqgldb
provisioner: netapp.io/trident
parameters:
selector: "app=mysgldb"
fsType: "ext4d"

* o, protection-silver-creditpoints-20k StorageClassi&RgtE|FAYE =B ontap-nas-
flexgroup Gk, XEMW—IERHIEERIFF20000MME A =AM,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: netapp.io/trident
parameters:
selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

* o creditpoints-5k StorageClassiFRTEIPRIE =P EAM ontap-nas FHIFIHME Z N EIAA
ontap-nas-economy [Gif. XEM——{EH=E/I500089:t™~ Mo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: netapp.io/trident
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

Astra Tridenti/RTEEZEM N EMM. HIBFRHEFHEER.

BE¥ datalIF ¥IRECER
SO VR E S ENBUELIF. HERBITUTHS. NFMEIRISONXHIREEHBIEIELIF,

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>
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(D EE%PVCE%EU—/PEJZ%/PPM\ MABRAFFENNPod. ARKEMER. FHEBIELIFAEE
o

iEF3F NetApp ONTAP B Amazon FSX

% Astra Trident 5iEF T NetApp ONTAP fJ Amazon FSX & &

"EFF NetApp ONTAP B Amazon FSX" @— MR ENAWSIRE. BJEEF Bl
iZ1THNetApp ONTAP FEIRIEARIRHEZIFHXH RS, EENEATFTONTAP BYFSx.

SR R S KB INetAppIhaE. MEEMEIREINEE. EINF)BIEAWS EIFEEIEAYE(E
M. REHE. ZeMMali B4, FSX for ONTAP Z3ONTAP X R A IHREFEIEAPI,

FRUN

X FRSEZ Amazon FSX RNEBRRIR, LIMTAEREER ONTAP &8, &1 SVM F, EAJLIEIBE— 5
Z20E, XEEZFXAMXAEREFEEXFRGTRBUERS. GEIERT NetApp ONTAP BY Amazon FSX
, Data ONTAP R{EAZHHAEXHRFR M. MPIXHRF LRI * NetApp ONTAP *,

18334 Astra Trident 5i&EFAF NetApp ONTAP BY Amazon FSx &&EMA, &R LI{RTE Amazon Elastic
Kubernetes Service (EKS) H3Iz{THY Kubernetes E2E¥A] LAARE F ONTAP &0 BRI SR A M %,

iEFTF NetApp ONTAP #J Amazon FSX f§ "FabricPool" LIBIBEZMERE. @idE, I UIREHIESTXES
RRIGEIREETE R P
AREIM
* SMB%&::
° SMB&EX#F#ER ontap-nas {XPRIXEHIFZRE,
° Astra Trident{XZ 1§ SMBHEH EIWindows T /= _EIETTHIPod,

* TridentE ZMBRTER R T Boh& B EYAmazon FSXXH RS LRIENE. Efiks PVC , BEEFohfikz PV
#1 ONTAP B9 FSX &, ERFLIELCIREER , EHITLLTIRE:

° JENER " IRRGIE " REFBIEHT ONTAP Y FSX X A%, RRCIBTIEREIZABEM&ER, B
TR IR HIRTT,

° %Fﬁ AR ERIR B, RRBME&EN. RRBIEMFILUE Trident BEIIMERE, MERE—TFhT
o

v Backup and maintenance - optional

Daily automatic backup Info
Amazon F5x can protect your data through daily backups

Enabled
© Disabled
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FSx for ONTAPIRZNTZFIFAE S
f&AT LAE R LR IRBhAZ 45 Astra Trident53i& B8 FNetApp ONTAP BEYAmazon FSxEERK :

* ontap-san: EEEMNEMPVEIRHE B 2HIAmazon FSX for NetApp ONTAP HHEI—LUN,

* ontap-san-economy. ECEMEMPVERR—TLUN. %FNetApp ONTAP . &1 Amazon FSXAILUN
HERREN.

* ontap-nas: BENEIPVEIR—MEATFNetApp ONTAP H5EEAmazon FSX%,

* ontap-nas-economy. ECEMEIPVEEZR—qtree. ¥ FNetApp ONTAP &. & 1"Amazon FSXHqtree
HEZAEEN,

* ontap-nas-flexgroup: ECENEIMPVERR—EF FNetApp ONTAP FlexGroup BI5EEAmazon FSX
&

BXIEFIFAEE. S "NASIKEHFZE" # "SANIKEHFEE",
BHI05E
Astra Tridentie {0 S 5 IIER T,
* EFEH: Astra Trident FEH SVM L LEIIERS FSX XHFREF LR SVM #1TE(E.
s EFEiR: EoLUER fsxadmin XERSEHWAF vsadmin ISVMECERAF .

Astra TridentR/{E9IE1T vsadmin SVMAFHEEHEEAENEMZIRNER, &8
@ FNetApp ONTAP FJAmazon FSXEH fsxadmin BIRFEHRONTAP A admin &£
Fo F{158ZVEINER vsadmin {#HAstra Trident,

AU EHRREUEETEREN A EZMETIERN G286, B2, REZ SR EEMER. N5k
BRI, BRI E S HI0IES . uZxéﬁMEﬁa”ﬁ@EEtPﬂﬂlJﬁ%Iﬂﬁﬁ,io
EXBRBMRIIMNFHAERE. 158 RERTENIRMNIEFIEEN B HIIIE:
* "ONTAP NAS S {4 383iF"
* "ONTAP SANS {4 383F"
THREZER
* "Amazon FSX for NetApp ONTAP 344"

s "BXIEAT NetApp ONTAP BY Amazon FSX Myt ZE X Z="

£ riEATFNetApp ONTAP BYAmazon FSX

1&a] LU IE R FNetApp ONTAP fJAmazon FSXX 4 &4t 5Astra Trident&ERE. UAMAIR
7£Amazon Elastic Kubernetes Service (EKS)Hiz{THIKubernetesSE &£ 7] L EC & FHONTAP
IR IFIRA KA LS
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B3R
LG "Astra Trident Z23R"EZEHFONTAP BIFSx5Astra Trident&Efl. BEE:

* EBHIBAmazon EKSEEEE H E1EKubernetesfEE¥ kubectl BRI,

s AT MEBEM TIET 2iAaAI B Amazon FSx for NetApp ONTAPX {4 &4t Storage Virtual Machine
(SVM),

* NEFETENIFET R "NFSELSCSI,

@ R IZEAmazon LinuxAUbuntuFr BT s B L B 1TIRME "Amazon Machine BR{&" (
AMIS ) , BREURATFER EKS AMI 38,

* Astra Trident{¥ 2 +RFSMBEHEE F|WindowsT5 = LiZ1THIPod, 1EEN EEAEESMBE THFAER.
ONTAP SANFINASIREHFZFEERK
(D WREHSVBEEE. WA EERESVBS AREH

B
1. FEREAP—FhERE Astra Trident "SFZE 555"

2. IREESVMEIELIF DNSE R, a0, EAAWSESI1TREZETX DNSName FHIE B Endpoints —
Management BT TFH<E:

aws fsx describe-storage-virtual-machines --region <file system region>

3. BIRAMLEIES "NASFIHZ D IUIE" 5 "SAN/GIH S HIEIE"

1SR UM BT LRI 4 R SRR B ER SSH B RAXERS (B, REEPR) . £A
fsxadmin AP, BIEXHFRANEENZREUNFIEEDNSEIR aws fsx describe-

file-systemso

4. ERERIEBMERE LIF B9 DNS BRI EmXMY, AT REIFIR:
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YAML

version: 1

storageDriverName: ontap-san

backendName: customBackendName

managementLIF: svm—XXXXXXXXXXXXXXKXXX .L5—XXXXXXXXXXXKXXXXKXX . fsx.us~—
east-2.aws.internal

svm: svm01l

clientCertificate: ZXR0OZXJwYXB...ICMgJd3BhcGVyc2

clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz

JSON

{
"version": 1,
"storageDriverName": "ontap-san",
"backendName": "customBackendName",
"managementLIF": "svm-XXXXXXXXXXXXXXXXX.fs-

XX XKXXKXXKXXKXXKXXXXXX . fsx.us—-east-2.aws.internal",
"svm": "svmO1l",
"clientCertificate": "ZXROZXJIJwYXB...ICMgJ3BhcGVyc2",
"clientPrivateKey": "vciwKIyAgZG...OcnksIGR1lc2NyaX",
"trustedCACertificate": "zcyBbaG...b3Igb3duIGNsYXNz"

BXOERRINESR, BRI THEE:
> “fEFONTAP NASIREHIEFEC & R iH"
° "f§EF ONTAP SAN KnhiE i E feim"
HRILESMBE
B UEABLESMB%E ontap-nas BREIFERF. SEAET ONTAP SANFINASIREHFZF 6L Se A T B,

FIE 2 i
7 BEERAAECESMBE ontap-nas REhiEF. NMATHE B LA T 514,

* —/Kubernetes®E&f. EFREE—MLinuxiThlgs T m AR ZE /D —PMET1TWindows Server 201989Windows T
ET &=, Astra Trident{¥ & iESMB&EIEH BIWindows T & _EIiE1THIPod,

* E/b—EEActive Directory’Z#EfIAstra TridentZ 0, LUEREH smbereds:
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kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

« BIE H9WindowsBREZHICSIAIR, BB csi-proxy. BB "GitHub: CSIfLIE" 5 "GitHub: &
FWindowsHICSHLIE" @A F1EWindows_EinfTHIKubernetesT5 &0

p

1. BIEESMBH =, ERILMFERUTRMA R Z—CIESMBEIEHE "Microsoft EIRIZH| &" HEXHREERE
TCELfEFIONTAP si <175 H. EfEAONTAP sp 21T EBIESMBHEE., BHITUUTIRIE:

a. AEKE, AHELIBRERRIZEN.

o vserver cifs share create MSEEOIEHZHAE ﬁé‘-pathiﬁﬁqﬂ?‘é‘@ﬂ’ﬂﬁﬁﬁo WNRISTE R
BAREFE, WepHRK.

b. S S5EESVMXEXHISMBHE:

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

c. IMFERRELIEHRE:!
vserver cifs share show -share-name share name

() msm ol sve £3 THREE¥EEL.

2. piEERmEN. HNEEEUTHRBUIEESMBE, BXIEHATONTAP GinFrEFSXELE X, FE N EA
FONTAP BYFSXED & ZEIm A",

W

5 Description ANl

smbShare EBEIEE A T™EIMZz—: & smb-share
FMicrosoft EIB#5 %l & ONTAP
mRITHRECENSMBREENR
R, &R IFAsta=ImZEITHEES!
FESMBHEZEH A TR,

FFFAmazon FSx for ONTAP/G
s WLBSHENE,

nasType TS E S smb  IRAT. WWEL smb
ik%] \nfSo

securityStyle HENZEET, ntfs 3 mixed W FSMBE
WITZE N ntfs I mixed A
FSMB#5,
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2

=

unixPermissions

Description

Nl

MR WFSMBE. HMH

z3
T o

1&F FONTAP BYFSXECE 1EINA R !

TSR TFONTAP ByAmazon FSXM G imEC & 1E I,

[5imEC B 1T

BXEREEER, BESRT&!

B2
version

storageDriverName

backendName

managementLIF

86

Description

FREXEhIZF IR AR

BE X B VREfF o i
E8¥3 SVM BIE LIF B9 IP thilk

] LEE T2 REE S (FQDN),

WNRERIPVOIREREE T Asta=7T
28, Me] UG E AERIPveith
i, IPVEHIIEAT R A IES E X
5190 [28e8: d9fb: a825:. b7bf
. 69a8: d02f: 9e7b: 3555],

RTRMT FEwECE T,

5l

REH 1

ontap—-nas, ontap-nas-
economy, ontap-nas-

flexgroup, ontap-san,
ontap-san—-economy

IXGpFZFF B FR + "_" + dataLIF

"10.0.0.1 ", "2001: 1234 :
abcd . : : fefe]”



dataLlIF

autoExportPolicy

autoExportCIDRs

labels

clientCertificate

clientPrivateKey

trustedCACertificate

username

Description

X LIF B9 IP ik,

* ONTAP NASIREHIZF*: EBilis
TEdatallF, SNRFRIEMHULBE
MAstra Trident& MSVMIREXER
BLIF, &olLIEER FNFSIEH R
EM L PREE R (FQDN). Mme]
LIBIZEEIFDNS. LUETEZ MR
ELIF Z 8] SR fa & F17, vl LATEH])
BIREREN. 1BEEW .

* ONTAP SANIRZHFERE*: R
HiSCSIFETE. Astra Tridentfs
FHONTAP JEF M4 LUNBRST K & T8
U ERERIEFREMISCI LIF, 08
BEMAE X T dataLIF. NMISEMEZE

= =

Ho

WRFEARIPVOIRELLE T Asta=JT
2. NMBTLUEE NERIPv6it
bt IPveHILEA TR A IES E X
fle0: [28e8: d9fb: a825: b7bf
. 69a8: d02f: 9e7b: 3555],

BB BN EH T H R [(HR
(=18

R autoExportPolicy M
autoExportCIDRs 1%&EIl. Astra
Trident?] LA BshE RS H 5K,

BT ifiEKubbernetesTi &2 IP
BICIDR%IZE autoExportPolicy
[=y=)=H

fEF3 autoExportPolicy
autoExportCIDRs &I, Astra
Tridentr] LU BEh B IR S H 5REE,

BEVHAFEN—AEE JSON B
IR

EFIEIFHH Baseb4d {RiB{E, A
FEFEBNS R

EFinT A1 Base64 fmig
B, BTFETIERNEHRIIE
Z{SE CA LAY Base64 4Ri{E,
ik, ATETFEBMNEHIIIE,

AT &R ERBNSVMBAF R,
BTFETFRENSHEIE. F

M. vsadmin,

Nl

false

"["0.0.0.0/0 " ":

/0"
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2

=

password

svm

storagePrefix

limitAggregateUsage

limitVolumeSize

lunsPerFlexvol

debugTraceFlags

nfsMountOptions

88

Description NGl

AT EERI SR SVMII R, A
FETFRENS DRI,

E{FAM Storage Virtual Machine  #NSR$EESVMEIELIFNKAE,
£ SVM R EFHENERANEIZR. trident

BIBETAEN. BEEMILSH.
BEELIB—I B EIR.

J&/N+EEAmazon FSx for NetApp &7,
ONTAP,

R fsxadmin M vsadmin 5

MEEKNEREAFERBRTERIN

FH%EJ F{ERAstra Tridentdt Ei#1TR
I [o]

MRBFBRPERNEILE. WE " BOAER TRRESLHE)
BRI

tbsh. E=PREIE 7qtreeFILUNLEL
REBNENRAKN
qtreesPerFlexvol EMATFEHE
X & MFlexVol BgzAqtree#i

S FlexVol IR ALUNEUARE 100
50. 2005EEIA,

{YSAN,

HWIEHRN EFERANARINS. & T
5 {"api": false , "method " :
true }

15711ER debugTraceFlags BRIE
BIEERITHIEHRRHFEZ AN
HEF i,

NFSEHIAIAE S 73 MR 120

Kubernetes}FA EBIIEH TR E

EFMEEPIEE. BUNREFME

hoRIETEFEH A, MAstra Trident
B EhRE(FERFMEEIRICE X HF P

FERERVFERIED,

MREFEENEREXHETRIEE
LR, N Astra TridentR 1%

Hﬁﬂ’ﬂiﬂ'l&%kiﬁ%&ﬁ?ﬁﬁiﬁ
i,



S Description A5

nasType BEENFSESMB&E I, nfs
EIEE nfs, smb AT

AR BN smb W FSMBE, *
MRIGERT. MEHAANFSE,

gtreesPerFlexvol 8 FlexVol B95xK qtree £, w71 200
7£50, 300 EEN
smbShare BaLIEE U EmMz—: f# smb-share

FBMicrosoft® iE?:fE'JL‘IJZONTAPnp
LITRmEIENSMBE ;E’J%ﬁ’]’
HE AIFAsta=IRE|INEERI ESMB

HE=R,

3tFAmazon FSx for ONTAP/G .
B HE2NEDN,

USeREST BF{EFH ONTAP REST APl B9%/R false
S, * FHATE *

useREST fERN— M AT SRR
. BWNATFIRAFE. MARE
FEI{ENEH., EBEHNN true

. Astra Tridenti&fEEFHONTAP
REST API5 iRl iTiE s,

L IHEEEEFEAONTAP 9.11.1 588
=has, Ltoh. EFIRYONTAP BER
AEMNERIAE ontap NETE
o X— R AEE FIRE XK 2
vsadmin M cluster-admin f

o

B datalIF YISAERER
TR LIEVIREC B R B EUELIF. HFARIBITU TS, NRIEinJSONS R EfAVEIELIF,

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>

@ ﬂgiPVC EEF—PHZMPod. MHBIAKFAPFENNPod. AERKEMEER]. FHEWELIFAEEE
Xo

BT EENEHEC &R
TR AR R EA XL ETUEFIRIARCE defaults BBEED. BXTHI, BEERUTRETRH,
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2

=

spaceAllocation

spaceReserve

snapshotPolicy

gosPolicy

adaptiveQosPolicy

snapshotReserve

splitOnClone

encryption

luksEncryption

tieringPolicy

unixPermissions

90

Description

LUN B=iB1 A ER

TEMEEN; "k (KFE) ;"
5" (B

E{FFARY Snapshot L
ZEHBIENEDEH QoS LA,
RSN EFEMEEIRRIqosPolicy
g{adaptiveQosPolicy Z —o

£ Astra Trident FfEEFH QoS ZRE&LH

=2 ONTAP 9.8 S{ESARAS,

BINERIEEZQoSHRARA. Hif
RERBADHINNATF SIS,
HE QoS RESAREXFIE TIEfE
NEFHELHE LR,

Default
true

none

none

ENEIRNEDERIBIEN QoS &R °

B&LH, EFENEENH G
AJqosPolicys{adaptiveQosPolicy 2

o}

A% ontap-nas-economy.

FREROTAENER DL

BIZTER, MERXRIFDE7TE

1T¥% _E B FNetAppEBIIZ(NVE)
5 BIAA false. BEfERILIED,
AT S EE 3RS NVE BOIFRIHE
FA NVE »

NREFUWEA TNAE. MTEAstra
TridentRECEREREERTE
FANAE,

EXIFHEE. E5N: "Astra
Tridentd1{fal SNVEFINAEE &{E A

[e}

BRLUKSIZE, F&0 "EALinux

Si—EEAIRE (LUKS)"

{YSAN,
EFHIER none

MEREL,
I FSMBERE N,

%1% snapshotPolicy /¥ none,
else"

false

false

snapshot-only I&@FFONTAP
9.5 SVM-DRZ HitVFEZ &


https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-cn/trident-2307/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)

o Description Default
securityStyle MENLTEER, NFSERIAEN unixo

NFS#F mixed fl unix Z&HiR SMBEIAMEN ntfso
o

SMBE‘Z?% mixed Ml ntfs TR

o

Nl

{8 nasType, node-stage-secret-name, #l node-stage-secret-namespace. {&AUIEESMBE
FRHFrEMActive Directory’ =8, SMB&EX#HEMA ontap-nas XERTNIEF

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: nas-smb-sc

provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-nas"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

{5/ kubectl 2GR

[RIRENX T Astra Trident SFHERAZIEIRIX R, BEHIF Astra Trident IR 5 X FERSR
HITIEIS, LA Astra Trident Al MIZTFERRECE . T2 Astra Trident fi5, F— 5E
/5. o TridentBackendConfig BidIEHENXERIBFENX(CRD). &Erl L HIEZE
1IdKubernetes R E GBI EE Trident/Fif. & LUERITIIRIE kubectl B§
5Kubernetes 7 & iR FMHICLIT &,

TridentBackendConfig

TridentBackendConfig (tbc, tbconfig, tbackendconfig)@—NeFRNTNEMFIHCRD. AIHTFE
##Astra Trident/gi kubectl., MTE. Kubernetesf7ZEEIER AJ LI EZ @i Kubernetesti <1TREBIEMNE
BEK. MAELTABTITRBIER (tridentctl) o

RS TridentBackendConfig WR. FRELUTIER:

* Astra Trident 2AREZIRENACE Bt EIR. IWEENZPRSRA TridentBackend (tbe,
tridentbackend) CR,

* o TridentBackendConfig M—#FFE % TridentBackend XEHHAstra TridenttlEH,
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B TridentBackendConfig {ERAHIF—IT—REt TridentBackend. HIEENAFPRENATILITH
fEEREmNEO, EER Trdent RAEMRGEHEM RIS

@ TridentBackend CRSHAstra TridentEahtlE. & * A * BREl]l,. WREFHEIR. 78
TIEBCEHITILIRIE TridentBackendConfig WK,

BXeE. BB WL TFRA TridentBackendConfig CR:

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

TR LABRPRRIRA "Trident 225" FRIREFHET S / IRSHRFIEEE R,

o spec RANGIHRENEES N, FURHIP. FiRfEA ontap-san FHEREIER. HERILAPIRHEE
2. BXFREREERMREFNEERDIIR, BEL FHEEMEFHNERIEEEE"

o Sspec FTIEEIE credentials M deletionPolicy FR. XEFEREEPRHIEHN
TridentBackendConfig CR:

credentials: ItSHRMAFE. E2ATRAEERAS/RSHITEHWIENZTE. KEDIKENAFE!
/Y Kubernetes Secret . TIREABEUANX AL E, Fib=FEHEIR.

* deletionPolicy: WFERENXT EMERNNMHITIEIE TridentBackendConfig EMIFR. ©RILIKA
T RMa g EZ—:

° delete: XFEMIPFRXFHE TridentBackendConfig CRIUNMKEMGIR. XEZIAE-

° retain: HHIBES TridentBackendConfig CRE]HﬂUl‘?\ EIREXNEFEE. AFERHTERE
tridentctlo RIMBRIREZIGE N retain RFAFEAEIFHAARZA(21.04 2 BIRVhRZS ) H R E LIS
im. HFERMERIEZ GEM TridentBackendConfig [=AcilFE

BRI B FRER#HITIRE spec.backendNameo, YIRFKIEE. NEHHIIBZFRIFGIRENHNRIR
@ TridentBackendConfig X% (metadata.name). EiFEHRAERIZERIHZFR

spec.backendNameo
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FALEMNEIR tridentctl ;2B XELH TridentBackendConfig XR, ERILUEEFERE
ISR kubectl @I 2 TridentBackendConfig CR.ASUNMEEMNE R E S E (!

il spec.backendName, spec.storagePrefix, spec.storageDriverName\gg)

o Astra Trident¥EBmWEFEIERN " TridentBackendConfig ERTNEEFEERN G IR,

e LR
LUEB AR HEH kubectl, ERIAITI TRIE:

1. BlEE "Kubernetes #172", LZEAEIE Astra Trident STEEEERE | RS BEFIENER,

2. B TridentBackendConfig MR, HPBEFXFMHER / RSFMAER, H3IAT L—PPelE
AV R,

tiERIRE. @RI LIEAMEREIRES kubect]l get tbc <tbc-name> -n <trident-namespace> FHUE
HiFds Bo

%1% 2iZ Kubernetes 173
BE—IE, EFESEHRNIARER. XEENFERS /I FEFEEN. UTE2—1nR5):

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml
apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-san-secret
type: Opaque
stringData:
username: cluster-admin

password: password

TRLETENMEHTaNNEFLMESHNTFER:

FHEF A& F IR S FERIREEIR

Azure NetApp Files clientld NEREREMHRNEFIE ID

Cloud Volumes Service for GCP private_key_id EHZIANID, BEF CVS BIER
TR GCP BRS5HKF BY API 4
B—aB

Cloud Volumes Service for GCP private_key LHZ(H, BEE CVS BERARBN

GCP RSB #9 APl ZZ$BRY—2B5

Element ( NetApp HCl/SolidFire Ui fEAAFEER SolidFire S£8¥8Y
) MVIP
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FiETFatZ= i
ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

Mz

username
password

B P intPRE A
RAR&

chaplnitiatorSecret

chapTargetUsername

chapTargetlnitiatorSecret

FEgin) itk

FFEERI&EE /SVM AR B
BTFETEENSMHIIE

EERIERE ISVM BNZB1E, BTFE
FERNEHIIE

R inE A% Base64 4wig
B, BTETFIEPNEHRIEIE

NI &, W3R useCHAP=true
, MAMEIR, EHAF ontap-san
# ontap-san-economy

CHAP FohiZFZH. R
useCHAP=true , MANFED, &
B7F ontap-san # ontap-san-
economy

BfFAF®. R useCHAP=true
, MAMER, EATF ontap-san
# ontap-san-economy

CHAP BfrBoiiEF iR, SR
useCHAP=true , MANEI, &
AT ontap-san # ontap-san-
economy

BEDRSI BT BEPEIEIIVIE spec.credentials FE& TridentBackendConfig £ F—FHEIERFT

Ko

%24 . B TridentBackendConfig CR

M7E. AL T TridentBackendConfig CRIELRGIA. BFEMMEL ontap-san REhiEF2EH
Bll## TridentBackendConfig MRIN AT

kubectl -n trident create -f backend-tbc-ontap-san.yaml

94



apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

$3% . WIFAVIAFS TridentBackendConfig CR

IWIE. EBIET TridentBackendConfig cr. ERILISIEIRES. 1BERLLTRAG):

kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-

bab2699%e6ab8 Bound Success

BRI EHRHRFELSEER TridentBackendConfig CR.
MEERT AR T™MEZ—:

* Bound: TridentBackendConfig CR5GIHXEL. FIREE configRef IREN
TridentBackendConfig CRAJuid,

* Unbound: FA#FEH ""s o TridentBackendConfig MRAHBEEIGFiH. FTEFEIERN
TridentBackendConfig BAINER T CRSTFILMER. IWMERLREERE, BT EBEXERA
"Unbound (EBUEHE) "o

* Deleting. TridentBackendConfig CR deletionPolicy BI&& Ndelete, &
TridentBackendConfig CREE#EMIPR. ©IGiLIEE|Deletingh o

° MNBRFHAFEEKAEEIBRKPVC). 1BMIFR TridentBackendConfig T Astra TridentflbRS %
Xz TridentBackendConfig CR.

c MRBIHFEE—ITHZD PVC , MEHANBIFRIRES. o TridentBackendConfig CREEEWMFH NMIBR
ME%, fRUHF] TridentBackendConfig RBEMBRFIEPVCEZA MR,

* Lost: S5XBXHEIH TridentBackendConfig BIMHEBEMIPET CRFM TridentBackendConfig CR
5| BEMRNER. o TridentBackendConfig TiBFERAMA. HEIMERCR deletionPolicy ft

o

* Unknown: Astra TridentB/5HE 5 XN GIRAIRESHEEFE TridentBackendConfig CR.AIU0. 40
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EAPIfRSE28KRMNEY t ridentbackends.trident .netapp.io f/PCRD, XAIREHRETF T,

EUtFEr, EmMTZhEIERR! thoh, ErILESZMESE, FI Ein Sl immER"

ERILUETT A R ap < SRIRENE K IHRTIFAER .

kubectl -n trident get tbc backend-tbc-ontap-san -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£f60-4d4a-8ef6-
bab2699%e6ab8 Bound Success ontap-san delete

b, EIE BT LASREXBIYAML/JSONS%f#E TridentBackendConfigo

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: "2021-04-21T20:45:112Z"
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san

namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
storageDriverName: ontap-san
svm: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6f60-4d4a-8ef6-bab2699e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo B8 backendName #] backendUUID AN EIZEMFIHAY TridentBackendConfig CR.o
lastOperationStatus FEEFRRLRIEIERVIRE TridentBackendConfig cr. AJLA AP LA (0. A
PEARERTELERNTA spec)dHAstra Tridentfil & (5130, 7EAstra TridentEH/EshHERE]). ATLUEMIN, AT
BEM. phase RIRZIBEIXZRZBPIRZE TridentBackendConfig CRMGiHR. E LEEARAIF. phase BE4F
EE. XELKE TridentBackendConfig CR5GiRXEL,

o] LUETT kubect]l -n trident describe tbc <tbc-cr-name> B LURENEHHENIEFAEE,

@ EREE BTN E S KBXRIEiR TridentBackendConfig FWRFEMA tridentctl, T HEY]
WFTH RIS tridentctl M TridentBackendConfig, "BEZNLIEALN,

EIEFiE
{8 kubectl H1ITRIHEIE
T RN EE T IS B IR (F kubectlo
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pllESEY

i TridentBackendConfig. f&RILIIERAstra Tridentflff/{REEIR(ETF deletionPolicy) o EffilfR
[Gim. 1BHTR deletionPolicy IXE Ndelete, {NMIfF TridentBackendConfig. JEHTR
deletionPolicy RENFRE, XEAJURRBIRDAEE. FeERHITEIE tridentetl,

BITU TS

kubectl delete tbc <tbc-name> -n trident

Astra Trident A= MIBR EEFE AR Kubernetes#lZ TridentBackendConfig. Kubernetes FAF $1 35 IE%E
Ao MIBRANZERI AT REERHAERVER, 7RG EMR PR,

EENERR

BITU TSRS

kubectl get tbc -n trident

BB BIiETT tridentctl get backend -n trident 8¢ tridentctl get backend -o yaml -n

trident RENFAIERmWATIR, IHIRER EEEAEIERN/ER tridentctlo

B
EHERAIER ZMRE:

 ERERANEIREEEN. EENEE. 5EAPFERAKubernetes Secret TridentBackendConfig #40
TR, Astra Trident BERRHENRTERBIEHGIR. BT T < LLEHR Kubernetes Secret :

kubectl apply -f <updated-secret-file.yaml> -n trident

* BEEHMSH (GIGIFFEERR ONTAP SVM BIRTE) o
o RO LAEH TridentBackendConfig AL TS EEEETKubeNetiFRIITR

kubectl apply -f <updated-backend-file.yaml>

o HE. eI LINIMBEFHITER TridentBackendConfig ERAU TS HITCR:

kubectl edit tbc <tbc-name> -n trident
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* MREHEHMRY, WEHNHKEFEEH DRERHEEEF. BB TREEAEUH
ERFEERERE kubectl get tbc <tbc-name> -o yaml -n trident 3 kubectl
(:) describe tbc <tbc-name> -n tridento

* MEHBIEREXATRIREG, ErRILEIEIT update 85,

fEA tridentctl ITRIHEIE
THRRUNAERHITRIREIRIRIE tridentctlo

IR
BIEfE "RIREEXMT, BITUT e

tridentctl create backend -f <backend-file> -n trident
MREHREIEEXK, NEKREELM &, ST TaSREEEEUBELEREA:
tridentctl logs -n trident

MEHEEREXHPNET G, BRFEZITENH create 8%

Bk S i
B M Astra Trident FHIBREIR, EHRITLLTIRIE:
1. RERRRFR:

tridentctl get backend -n trident
2. MIBREH:

tridentctl delete backend <backend-name> -n trident

@ 9N2R Astra Trident MIL/RIRECE T HFERISHIRER, NRFREmEHELEREERE, Bk
G0 F " MR IR, T Trident FHSERXLEENRE, EENFEMERALL,

EENBER
BEE Trident TR, ERITAUTRME:

* BREEE, BBiTUTS<:
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tridentctl get backend -n trident
* ZRNFABIFAER, BIETUTH !

tridentctl get backend -o json -n trident

B
BN EREEX MG, BITU TS

tridentctl update backend <backend-name> -f <backend-file> -n trident

NREHEHFRY, WEHEE LR PAREZHNERLTR. EAILUSTU TSR EFEETURELERR

tridentctl logs -n trident

MEHFEREXHFMREG. EREZEITEIA] update 5%,

ME R EImRITFESE

XE2— 1wl RPRAERI LB E#E 5ISON—ICIR YR tridentctl RN REVLH, LHRIEFE
A jq RAERF. BRELRZEAER.

tridentctl get backend -o json | jg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]’

XWiEREFFEALIZERN/GIR TridentBackendConfige
EEREIERN 7 85
T FRUNEIE Astra Trident S IR R,

BT EEEIHAYIED
FERY "TridentBackendConfig #i7E. EIEG A LUBEMAIRFH AN EEGRK. XSt AR n)#:

s AT AEAEIEER tridentctl BE#HITEIE TridentBackendConfig?

* AILUERRIRIR TridentBackendConfig AIEAH#ITEIE tridentctl?
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EIE tridentctl FIHFA TridentBackendConfig

EPNEEEBEFERAENEIRFIENDE tridentetl BES/EEHIZEIKubernetes R HE
TridentBackendConfig XK.

XiERF LU TIEH
* BEEEi. 1B)%A TridentBackendConfig RAENTEFEREIERN tridentctl,

* FHEIEMNHEIR tridentetl MHEM “TridentBackendConfig WRFE,

EXFMHERT, BRNEFEE, HAF Astra Trident 21T RIEH N Hi#1TiRE, SEAFTLLUERUTRMHA
z—:
* PEMER tridentctl UBEBFERAEAEMNGR,

s (ERBIEMSERIE tridentetl BIFHM TridentBackendConfig MR, XEFEMEKE SIS ERHT
EIE kubectl MAR tridentctls

FHEEEERmR kubectl. EHEEQIZE TridentBackendConfig BEFIMNEREH. TEHEENATEMNT
EIRIE:

1. B3 Kubernetes ¥1%. ZREAEIE Astra Trident STEEERE | RS BEFIENER,

2. gl TridentBackendConfig WR, HPEEEXEFMHEER I RSIFMAEE, HIBT L—FHelE
HZEH, HIVNMEEMEREESE(HII0 spec.backendName, spec.storagePrefix,
spec.storageDriverName 'F)o, spec.backendName HIIKENINE FIHHIREFR.

£ 0. HESH

IDRelf=:S TridentBackendConfig MNRBEEMEER. WEERNGIKEE, FELHRFA$, RIZEFERUT
JSON EX I T Fin:

tridentctl get backend ontap-nas-backend -n trident

fmm Fomm -
e e +——— +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

e e ————
ettt it L o t——— +

| ontap-nas-backend | ontap-nas | 52f2ebl0-e4d4c6-4160-99fc—-
96b3beb5ab5d7 | online | 25 |

e i
e e et fomm - +

cat ontap-nas-backend.json

"version": 1,
"storageDriverName": "ontap-nas",
"managementLIF": "10.10.10.1",
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"dataLIF": "10.10.10.2",
"backendName": "ontap-nas-backend",
"svm": "trident svm",

"username": "cluster-admin",

"password": "admin-password",

"defaults": {

"spaceReserve": "none",
"encryption": "false"
}I
"labels":{"store":"nas store"},
"region": "us east 1",
"storage": [

{
"labels":{"app":"msoffice", "cost":"100"},
"zone":"us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"

"labels":{"app":"mysgldb", "cost":"25"},

"zone":"us east 1d",

"defaults": {
"spaceReserve": "volume",
"encryption": "false",
"unixPermissions": "0775"

%1% Al Kubernetes #1%

tIE— N ESRREENONE, MUTRAFR:
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cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:

name: ontap-nas-backend-secret

type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident
secret/backend-tbc-ontap-san-secret created

%25 G TridentBackendConfig CR

T—# 26 TridentBackendConfig ¥ BEMHETIEBEMMCR ontap-nas-backend (MAARBIFFR)o

R TEK:

* FEX T HEENEIRZIR spec.backendNameo

* EEESH S RieEHRER.

* ERCHANRETE)DBINS RIBERBIRFER.
* ZEIEIBT Kubernetes Secret 1&fit, MARUAX AR iz,

EXMIER T, ¥ER TridentBackendConfig R FFAR:
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cat backend-tbc-ontap-nas.yaml
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ store
region: us east 1
storage:
- labels:
app: msoffice
cost: '100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755'
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'
unixPermissions: '0775'

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

%35 WIEAIRES TridentBackendConfig CR

£2ZJ5 TridentBackendConfig BEIE. EMEMINA Bounde BIEN RMSINE GintER R GiH2 TR
UuliD .
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kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e

Rt ettt F—————— o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

WE. EmRBERAHITTEELEIE tbc-ontap-nas-backend TridentBackendConfig XK,

B2 TridentBackendConfig [GUHfER tridentctl

“tridentctl” BIATFYIHERCIEENGIR
‘TridentBackendConfig o It4h. BIERFTLUEZFBETELEEIMEFRR tridentctl®
filf% °TridentBackendConfig' HHi{R “spec.deletionPolicy’ ®EAN ‘retain’o

F 0¥ WBERH

Flgn. R TEIREEREE TridentBackendConfig:
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

MEHPA B X —& TridentBackendConfig ERINEIEFHLE R iR EimEIUUID],

%1% Ik deletionPolicy IRE N retain

AT THE—THIMNE deletionPolicye MWEFEBIGEN retain, XA LUHHRIEH IR
TridentBackendConfig CREMIFR. BIHEXMNEE. AIFERAHRITERE tridentctlo

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0ab5315ach5f82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain

@ BIMBRERITTF—. BRIE deletionPolicy IRE M retaine
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%25 MR TridentBackendConfig CR

=E— 2Bk TridentBackendConfig CRIfIA/G deletionPolicy BN retain. ERILIRLETT
fBRIRE:

kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

Rt it P m===
Fommmmmmrmemsrrrrrrr e reme e ee e e o Frommmmom= Fommmmmmm= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmcemeoeoeoes Fommmmmmocmeomooo=
Fommmmcccosssssrsrss e e s T E e e S e e Fommmmmm= Fommmmmmm= +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmmmececesememe= Fommmmmmmmeme===

oo sesesesse s s s s e s e it o= +

fIB&BY TridentBackendConfig M&. Astra TridentREIEGEMIER. A EPriiREimas & o
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