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EEIET R

KubernetesSEEBHMAIFRE TET mERABEBIEH NPodERENE., BAEZFITIET A, &4
FIRIB AR IREHIZEF ZEENFS, iSCSIEENVMe/TCPT A,

ERESENT A

MREEANRREEFAES. WNRERDIZFFAFNAELIR, BRIAERT. &MhRABIRedHat CoreTM
OSELR®EXLETH,

NFSTH

NREFERNEUTHS. IBEENFSITEA: ontap-nas, ontap-nas-—economy, ontap-nas-
flexgroup, azure-netapp-files, gcp-cvso

iISCSITH
NREBEANEUTHS. IBEXEISCSITA: ontap-san, ontap-san-economy, solidfire-sane

NVMeT E
NREERNE. BEENVMeLA ontap-san EHETFETFTCP (NVMe/TCP)IMYXMIIES KR TFESR
)’E(NVMe)o
@ X FNVMe/TCP. ZiXfEEFRAONTAP 9.128 E S kR4S,
TPRRELZI

Astra Trident= =1 B ot R 25 7] LUE1TiSCSIZNFSARSS -

@ TRRSZIAIRFNELAMNARS . BLEARIERSEERIE. k. NREKERILAIRS.
MFTEERIESEFHRFEY.

BEEMN
Astra Trident2 AT REIBRSEH LARRAMBARS . BEEXLESMH. 151517

kubectl get event -A --field-selector involvedObject.name=<Kubernetes node
name>

EELMHIRS
Astra TridentfRiR A Tridentts RCREMNE NPT RBENRS. EEFERMBRS. 1B1E1T:

tridentctl get node -o wide -n <Trident namespace>



NFS%
EEEATENRERANSSTENFST R, WENFSIRS BERIEREEE,

RHEL 8+

sudo yum install -y nfs-utils

Ubuntu

sudo apt-get install -y nfs-common

(D =ENFSTAREMEHIESA. MUHLEREEEIEBNEY.

iISCSI &

Astra Tridente] LB Bh3EIZISCSISIE. FAMLUN. AW ZRIFIRE. WEHBITRRLFHBEEEHFIPod,

iISCSIBEFEEIhaE
FHFONTAP &%, Astra TridentB R 9 #ia{T—/XiSCSIBFKEE. LUE:

1. “HE FrERISCSISIE RS L ATAISCSISIER S,

2. BARERS S YRTRSHITIR. UHEFRFRREE. Astra Tridentr] B E IR UAKIZAIIE S RIBY
1&]o
3. FEWITEE A e HRTiISCSISIERTIME NPTEMISCSIZIERT.

@ BEEBEEFNHEMTH trident-main HHMAIDemonset Pod LB 28, BEEEFHE. HIE
&8 debug fEAstra TridentZ2EHAEI& B f9"true"s

Astra Trident iSCSIBE B EIhae BB FRALE:

* EMSERIREER Z R A ERRIRREITAEERISCSIRIE, MRFIEE IR, NAstra Trident=
FHto. ARBIHEUEMELS P EE,

Bla0. NRIEFMEIEHISE LRI T CHAPE A, MMk 7i&EE. NIB8Y(stal) CHAPZEA
@ %Iﬁ%%ﬁés’éﬁﬁo BEEThEERI LURAILL IR, HBehEMRELSIEUN B EHEHNCHAPE
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* FR/DLUN
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Sa . = WAl
* Kubernetes £8P E NS ENIEBEH—R IQN . * XENEMFIREH *
* MNRFHARHCOS 4.5 EShRAHEMSRHELEARBILinuxD &k, iBS5E SR solidfire-san X&)
f2FF#Element OS 12: 5mERhRAS. BEHHRPAICHAPE R IIERIAIZRE HIMDS5

/etc/iscsi/iscsid.conf, Element 12. 72T FEFIPSHILECHAPEASHAT., SHA-256F1SHA3-
256,

sudo sed -i 's/”"\(node.session.auth.chap algs\).*/\1 = MD5/'
/etc/iscsi/iscsid.conf

* FAIE1TRHEL/RedHat CoreOSHIiSCSI PVAY T{ET =BY. 158 discard StorageClassHl
HImountOption. FFHITEAITEIEIUR, EE I "Red Hat 314"
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RHEL 8+
1. RELTRGRAGE:

sudo yum install -y lsscsi iscsi-initiator-utils sg3 utils device-
mapper-multipath

2. 197 iscsi-initiator-utils iRA<E /9 6.2.0.877-2.el7 HE Shits:
rpm —-gq iscsi-initiator-utils
3. BB RFon:

sudo sed -i 's/"\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

4. BRZEE:
sudo mpathconf --enable --with multipathd y --find multipaths n
@ R etc/multipath.conf B8 find multipaths no P defaultse

S. 15MIR iscsid Ml multipathd IETEIGTT:

sudo systemctl enable --now iscsid multipathd

6. EAHEL) iscsi:

sudo systemctl enable --now iscsi

Ubuntu
1. RENTRERGE:

sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools
scsitools

2. ¥97 open-iscsi lRASEE N 2.0.877-5ubuntu2.10 XEShRAS (WFFNFHRL) 5( 2.0.877-
7.1ubuntu6.1 XESEhRZAS (XFF Focal ) :



dpkg -1 open-iscsi

3. BRI ENF:

sudo sed -i 's/"\ (node.session.scan\).*/\1 = manual/'

/etc/iscsi/iscsid.conf
4. BHEZRKE:

sudo tee /etc/multipath.conf <<-'EOF
defaults {

user friendly names yes

find multipaths no

}

EQF

sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

(D R etc/multipath.conf B8 find multipaths no T defaultso

5. 15HA1R open-iscsi M multipath-tools BEAAEIEFIEIT:

sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service
sudo systemctl status open-iscsi

(D 3FFUbuntu 18.04. EIERAZINE RGO iscsiadm AEIAT open-iscsi LUR
SfiSCSIFIF#TE, BRI LUER iscsi ERmIHIARSS iscsid Bl

(D =sSCOITAREMBHTSA. MUHIHESEEEHIEBHEY,

NVMe/TCP&
EREATENRERANGSRENVMe T,

* NVMeFEZRHEL 95, EShR AN,

@ * 1R KubelnetesTT mAINIZIRASKIH. HENVMeHREFERERTEMNAZIRE. SR E
BT AR AEFH N EBENVMe R4+ B RIRR A,



RHEL 9

sudo yum install nvme-cli
sudo yum install linux-modules-extra-$ (uname -r)

sudo modprobe nvme-tcp

Ubuntu

sudo apt install nvme-cli
sudo apt -y install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

WiIERE

Z&fE. EAMLWIEKubenetes BB N R EREEGHE—HINQN:

cat /etc/nvme/hostngn

@ AVER RBf&BtR ctrl device tmo AFHAENVMeERE R EHENFTRBEGTIE. BB
®E,

ALENEE AR

==Y
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Astra Trident= BB MR IRIR AT SR EEEXHNBERNEFMEL. TN AFERREE R,

* "B2E Azure NetApp Files [5im"

* "BEEEEFTF Google =F&HI Cloud Volumes Service [5iR"

* "B2E NetApp HCI & SolidFire [Gi"

* " ONTAPZ{Cloud Volumes ONTAP NASIREhiEFF AL & I in"

* "{§F ONTAP B} Cloud Volumes ONTAP SAN IREhiZF AL & o in"

* "¥ Astra Trident 5iEFF NetApp ONTAP BY Amazon FSX &5 A"

Azure NetApp Files



ACE Azure NetApp Files [5if%

&/ LI Azure NetApp FilesER B N Astra=1f, &) LUERAzure NetApp Files/gimiE
ENFSHISMBE., Asta TridentiAszFfEFHEE 519 79Azure Kubnetes Services (AKS)&
HEEEE,

Azure NetApp FilesIREH2FIEAEE

Asta=ImbE IR T LU T Azure NetApp FilesT#EIRchizF. ATSEEHITERE, IFHNHRRIEE
. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

KaptzrRs iy BRI SHRVIGIIRTC RN RS

azure-netapp-files NFS XHRG Rwo. ROX. rwx. RWO nfs, smb
SMB P

ARSI

* Azure NetApp Files BRSZ A2/ NVF100 GBHE., SNRIFRHER/. Asta=imRAZIF=BEENEI7E100-
GiB%.

* Astra Tridentf¥ 2 #5%SMBEEH FlWindows T3 ;1 _EIE1TRIPod,

AKSHIZE &%

Asta=ININEEX +F " & 19" @B FAzure Kubnetes Services&EEf, EFASE SMIRHMNELHERESIE. &
AT

* {EFAAKSERERKubbernetes& ¥

* 7ZAKS Kubbernetes®& FEiENZE 5%

s BLREAsta=1ThgE. HEFEHE cloudProvider LUIFERE "Azure"o
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Trident =&

EffA=Imiz BT LEAstra= . FHRIE tridentorchestrator cr.yaml wE
cloudProvider to "Azure", l40:

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"

e
TG LEEAsta=TNINEESE cloudProvider FRAMETEEERFMEIAzure $CP:

helm install trident trident-operator-23.10.0-custom.tgz —--create
-namespace --namespace <trident-namespace> --set cloudProvider=S$CP

<code>tridentcti</code>

LR RGE % Asta Trdenti& & cloudProvider #RIEHN Azure:

tridentctl install --cloud-provider="Azure" -n trident

/= ECE Azure NetApp Files G
7B E Azure NetApp Files [FiRZFi. BEEMRFEHEUTER,

NFSFISMB#&MIRIIR S

MREEERFEHEAzure NetApp Files SRIEFTUEFEA. NBEEHITLEYBECE R E Azure NetApp Files 3
BIENFSHE, S "Azure: & EAzure NetApp Files HAIZENFSHE",

BCEMEA "Azure NetApp Files" fgi, BEEHEUTENK:

(:) subscriptionID, tenantID, clientID, location, M clientSecret TEAKSEEF
FRAZES M AL

* — 1NBEM, 1BEEM "Microsoft: JJAzure NetApp Files BIEA ="
* Zik45Azure NetApp Files B9F M, 155 I "Microsoft: & FMZEIkéAAzure NetApp Files"s
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* subscriptionID MBA T Azure NetApp Files BJAzureiT o

* tenantID, clientID, M clientSecret M "NATEFEFM" 7 Azure Active Directory R, BB EBRY
Azure NetApp Files BRSZSAPR. AR EMR R TE—I:

° FRFEESTTIE AR "HAZUreFIlE X",

o Z'HENTHERAE" TR (assignableScopes). FHFEBLUTINR. XLEANPRIEFAstra
TridentFr IR, CIEBBEXABRE. "FHAzure] JF DECAE"
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BEXTTHMERT

"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": {
"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited

permissions",
"assignableScopes": [
"/subscriptions/<subscription-id>"

1,
"permissions": [
{

"actions": [
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/write",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTarge
ts/read",
"Microsoft.Network/virtualNetworks/read",

"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/read",



"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/write"

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"

I

"notActions": [],
"dataActions": [],

"notDataActions": []

* Azure location Z/DEE— "EIkFM"s BTrident 22.01BHIE location BN EERECE X EGTIER
WIEFES, TEREIAPTE EE’JLLETEH?&UB&

SMBERIHENK
BeIESMBE. EUTAER:

* BAc&Active DirectoryFHiZE1%ZIAzure NetApp Files, 12N "Microsoft: BIEFIEEAzure NetApp Files
HJActive DirectoryiE#",

* —PKubernetes&2f. EFBEE—LinuxiTHhlgs T 2 UREDL—1NETTWindows Server 201989Windows T
ET s, Astra Tridentf¥Z#51ESMB&EIEE FWindows T s _EiB1TRIPod,

* E/b—1E&Active DirectoryE£#ERVAstra TridentZ$A. LU{EAzure NetApp Files B LA[EActive Directoryi#
TBHWIE. UAEMZETR smbereds:

kubectl create secret generic smbcreds --from-literal username=user

-—-from-literal password='password'

* BEE AWindowsRSZHICSIKIE, ALE csi-proxy. 1BEM "GitHub: CSIHTIE" 8§ "GitHub: i&F
FWindowsFICSI{EIE" & F7EWindows_Liz1THIKubernetes T3 o
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Azure NetApp Files [FIfHEC & EINFIR G

T BB&ER T Azure NetApp FilesBINFSHISMB/GEimEL B ixEINH EEEE R Flo

[EUREC B I

Asta=InfFEERENEREE(FM. EMNSE. RSEIFUE)TIERUERTANEEB LEIZEAzure

NetApp Files®. H51ERKBIARS %K 5F1FM LA,

@ Astra Trident A% #FF 5 QoS BE,

Azure NetApp Files/Gimte it 7 X LEAL B IET,

28

2
version
storageDriverName
backendName

subscriptionID

tenantID

clientID

clientSecret

servicelevel

location

resourceGroups

netappAccounts

capacityPools

virtualNetwork

12

Description Default
B 1
FHERTNIZFERI BT "Azure-netapp-files"
B X B MREF o i WEhiZF R AR + " + FEAF AT

Azure 1TIEAB9TTIR ID

NREAKSER LERATRE
IR WAL,

N 2R EMRIER ID

NREAKSER LEATREM
IRy M9 RTE,

N AR EMRIE AR D
NREAKSEE LERATREM
IR M A]ik,

N FRtE R A M PR R P iR A
NRTTEAKSER LA TRER
IR MA]i,

Hp—/ standard, Premium> "™ (F&E#)
8 "Ultra

ZIZHEN Azure (UERIZIR

NRTTAKSER LA TRER
IR MI9RTE,

AFmEeAMARNTRATIR 1" (Eimikss)
i

BFmEE LI ZIRN NetApp A "[" (FEiHiEsR)
LIS

BFmEERMARNETEBTIER "[" (Cinikss, M
BEZEIRT W EIMRLERY R R



2

=

subnet

networkFeatures

nfsMountOptions

limitVolumeSize

debugTraceFlags

nasType

Description Default

ZRLG B F MBI R TR

Microsoft.Netapp/volumes

— NEH—HVNetThRERTRER
Basic 5{ Standardo

W IhBEHIEEFR A X AR AT A
AR ETITRPER. BE
networkFeatures J1RFKEBALL
IeE. NM=SBEREXRMK,

FEARITEI NFS $HEE)%E0, "nfsvers=3"
SMB&E 2,

EB(FANFS 4.13EH 5. 5EE

nfsvers=4 {125 73 FREVIEEZEIN

FIRAIEENFS v4.1,

FERE X PIRBENERENZE
=RIRECE IR BN ERIRT

MRBFBRPERNBEIIE, WE " FOAER TRERELHE)

BRI

HWIEHRN EFERNAR NS, &= T
Bl \{"api": false,

"method": true,

"discovery": truel}. FRIEMEIE
EHITHEHRRHFEERIFANAE
®aE, BTNIF/MERILLINEE,

AL ENFSZSMBEIZE, nfs
EIMEE nfs, smb AT, ZRIA

BERT. FRENEZRHNFSEIR
BER=,

()  BxmaEvsssmEs. B8N TEAure Nethpp Files HHIRLEEE'

PREBIRAZIR

YR BIZEPVCESUREI"No Capacity Pools"(RIREIREM) 1R, WK B2 EMrl g% 8 XEXBIFTBIR
MTBR(FW. EBPNE. B2M), WERBEATIAR. NAstra Tridenti#id REERIHRN R IMBIAzure iz R, I0IE

ERERERAESNAR,

A& resourceGroups, netappAccounts, capacityPools, virtualNetwork, # subnet BJLAfE
RREEMTLREZIFIEE. TASHIERT. BNEATLREZTR. RAEREIRAIUS SN ERFIRT

Fco

| =% 2o

o resourceGroups, netappAccounts, # capacityPools {EEigTMiEtss. BT LM —EHRFERES
AtEFE#EEHANZR. HERTUUERAEHIEE. T2RERMTMEAUTHEI:
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Type

Resource group

NetApp K
BEM
REHA 4R

Subnet

S E

TR LUBE 7 EC B RS TR ER 2 RS E U P IETURIZRIFNINE R E. 152N [RHIEE] THIFAES.

%

exportRule

snapshotDir
size

unixPermissions

THECE

BIo
< HiRA >

< &R >/< NetApp M >

< ZIR4H >/< NetApp kP >/< BEt >

< KRR >/< IS >

< FiRA >/< BN >/< FI >

Description Default

SR HAN, "0.0.0.0/0

exportRule #JEUCIDRERE
RTHEEIPvAIE S IPvAF A

BHIES SRR,

SMB&E 2B,

=% snapshot B RMIE] IL1E false
HENBRIAAN "100 72 "

FEBIUNIXA R (41 hHIERF), ™ (FREEThEE, FBEEITHHRTIN

B&%)
SMBEEZ B,

UTRAIERTRAZSHEHRENBRANENESEE, XBEXEHRNREETTE.
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RIREE

XREMNNRRGEIHEEE, FRLEE. Asta=inFiE] UL EEEUEZRIKZAzure NetApp FilesBIFT
BANetApptk . FEMMFMN. HIENIFHEREETEF— MM FMN L. EN nasType B8 nts FRIA

BRTER. EREANFSERE,

HERINIFFIafERAzure NetApp FilesHZIXF LR, IHECERIEAANESE. B L

BENESREGINMSERRE,

version: 1

storageDriverName: azure-netapp-files

subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus

AKSHIZE &%

WEIREEESHINEE subscriptionID, tenantID, clientID, # clientSecret, EFARE

BB rER.

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig

metadata:

name: backend-tbc-anf-1

namespace: trident

spec:
version: 1

storageDriverName:

azure-netapp-files

capacityPools: ["ultra-pool"]
resourceGroups: ["aks-ami-eastus-rg"]
netappAccounts: ["smb-na"]

virtualNetwork: eastus-prod-vnet

subnet: eastus—-anf-subnet

15
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\

AEMmERINFERS RS EE

I EHERE S EEREEAzure® eastus IIE Ultra BB, Asta=iFEEIAIIZUIBEEIK
faAzure NetApp FilesBIFREFM. HBNEEFP—PNFNLERE— M5,

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus

servicelLevel: Ultra

capacityPools:

- application-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2



SRECE

EREEH# - BERETESE N N—NFN, FERTRESEENIAE,

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET

location: eastus

servicelLevel: Ultra

capacityPools:

- application-group-1/account-1/ultra-1

- application—-group-1/account-1/ultra-2
virtualNetwork: my-virtual-network

subnet: my-subnet

networkFeatures: Standard

nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi

defaults:
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
snapshotDir: 'true'

size: 200G1

unixPermissions: '0777"'



REPVHECE

HEIHRECERITE— T XEREX S EFE, NREES T REWSIFAENRS R, HEEHEE

Kubernetes el R TXEARSZRANNTFMESL, MWILIHEEIFEER. EINITERTRIEX Dt

performanceo

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- ultra-1
- ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelevel: Premium
capacityPools:
- premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- standard-1
- standard-2

T E X

MU TFASA StorageClass EXEIE ERTFEM,
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ERNRHIENX parameter.selector FE&

fEF parameter.selector EAILLAETMERE StorageClass BFREENENT, HSEEIEEMPRENX
EN A,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=gold"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=silver"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=bronze"
allowVolumeExpansion: true

SMBERIRFITE X

1R

f£F nasType, node-stage-secret-name, #l node-stage-secret-namespace. &EAILIIEESMBE
FHRFRERActive Directory £z,

19



iR E EHEAEE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

SR EARENEN

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

BN ERAFENER

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}
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@ nasType: smb XFFSMBERMAYHIELES. nasType: nfs 3 nasType: null NFSHIAYIHE
PR T

ellfed=yiy
IR EIREEN G, BITUTHS:

tridentctl create backend -f <backend-file>

MRGEHEERERY, WEkEEHIRAF, ErILUETUTHSREFERTURERERR:
tridentctl logs

MEHEEREXHHREGE, EeJLIB/RIBIT create 85 <,

71Google Cloud/5ixAE Cloud Volumes Service

T BRAN{A(E IR R R HIEC B 5 &R T Google CloudfINetApp Cloud Volumes Service B
B N Astra TridentL &M G,

Google CloudiFshiEFEAME R

Asta=TINEER M gecp-cvs SEEBENREF. ZHRVIFRZEINEE:. ReadWriteOnce(RWO)
« ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWtriteOncePod(RWOP),

KEhiERr Y HER SRR EET SZRNXHRR
gcp-cvs NFS XHERG Rwo. ROX. rwx, RWOP  nfs

T &R FGoogle CloudfJCloud Volumes Service fJAstra Tridentsz 5

Astra Trident®] ILA7EF N E 63 Cloud Volumes Service &2 — "IRFEZZEE":

* CVS-Performance:. ZXiABYAstra TridentlRSZEE, X MREMUBIRSZSEEZESEMMERENE~ TR
%, CVS-PerformancefREZHEEB—MEHIZETL. ZIFHNEXRNELDL 100 GiB, EAILLEE—N "= IRS
LRl

° standard
° premium
° extreme

* *CVS*: CVSIRSZREURMBIHATAM. HaeLknIRFINTE, CVSIRSZEERZ— ML, AIEREF
B I NE1 GBHE, FEMERZAIEE501E. HFMESHAZHNEEM ML, EaILUEE—"
MRS RA"

° standardsw
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° zoneredundantstandardsw

EREHNE

ECEFER "EH T Google Cloud Y Cloud Volumes Service" [al, BEEHEUTEK:

* BZ&E T NetApp Cloud Volumes Service FYGoogle Cloudti
* Google Cloud HF T B 4=
* Google CloudfRE M netappcloudvolumes.admin role

* Cloud Volumes Service i HIAPIZEA {4

[5imEC B T

B RIHEZTE— Google Cloud XIFHFELES, BEHEMKIEGIES, Ea]UEXEMGIH,

*
S

version
storageDriverName

backendName

storageClass

storagePools

projectNumber

hostProjectNumber

apiRegion

apiKey
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Description

TFEIREAE P BY R FR
BE X B2 FEa i

FT1EECVShRSS XK AR ARSI,

A ... software WEECVSIRBZ KR, BN, Astra
Trident¥§ 3 FCVS-PerformancefRS £ A (hardware

) o

XPRCVSARSS KA, BTEERTEIBENEFME LA
S

Google Cloud tkFIBE %S, It{ERI7EGoogle Cloud
TP EREE

MRFEAHEZVPCHLL. MANKFED, FLFESA.
projectNumber EIRZMEB.
hostProjectNumber EEHINE,

Astra Trident@l3£Cloud Volumes Service #&/IGoogle
=X, BIEEXEKubernetesEEERY. 7EHBIEM
% apiRegion AJAFEZNGoogle CloudtiX BT &=
LRI TERE,

BXERE R ERINRA,

Google CloudBR551tk F RYAPIZ £A
netappcloudvolumes.admin B,

E84E Google Cloud ARS51K P & FARAX I JSON
BANRE EFFEFZEHREEXH) -

Default
R 1
"GCP-CVS"

IXEhiZR R AR + "_" + API
RN —E 5
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https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident

=2 Description Default

proxyURL RIBRRS B R EEZTICVSIKF BT AIEURL, RIEAR
SERALUE HTTP R, HAILARZ HTTPS HiE,

XF HTTPS I, BBLIIEBRIVIE, UAFERIER
SaPEABERIEH,.

AEHFEAT SMERIENRIERS .
nfsMountOptions FELRITHI NFS %0, "nfsvers=3"

limitVolumeSize MRBROEARNEIUIE. MWEEKK. " (BROAES R ASRESE
i)

servicelevel FEBICVS-Performancez{, CVSAIRSZ K 5o CVS-PerformanceZXIAE
H"standard",
CVS-PerformancefE/y standard, premium'3{
‘extremeo CVSEHIAE
F"standardsw",
CVS{EN standardsw 3§

zoneredundantstandardswo

network FBFCloud Volumes Service ##Google =ML, default
debugTraceFlags PR HBRE EERERIRS. . T

\{"api":false, "method":true}o
PRIEEETEHITH R R H S EIF AN B S5 E, BN
BDERLtLIhEE.

allowedTopologies EFBAEXIFIAR. 13E X StorageClass
allowedTopologies WEIEFTE X,

fBgn:

- key: topology.kubernetes.io/region
values:

- us-eastl

- europe-westl

LB LN
SR UITERITHIBRIAEECE defaults B9,

S8 Description Default

exportRule MENSHIN, wmZL CIDR  "0.0.0.0/0
RTVERTHMER IPv4 ity IPv4
FWAESENES IIRYIFR

snapshotDir iﬁfﬂ—l_l .snapshot E§ false

snapshotReserve HNREBEFENEB DL "™ (3% CVS ZRAMENO0)

23



S Description
size WEHRN.
CVSI%aEs/IME/100 GiB,

CVS&/IMEN1 GiB,

CVS-PerformancefR 52 £ B4R

T RFIRE T CVS-Performance RGBS E AL IR BIEE

24

Default
CVS-Performancefgs3 2R ZRIA
49"100GiB",

CVSERSZRERIGERIAME. BE
DEE1GiB,



I

RIREE

XZ2ERZRIACVS-Performance RE X B U R EIN A" RS KN R/ NG IHAL B,

version: 1

storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2

apiKey:

type: service account

project id: my-gcp-project
private key id: "<id value>"

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y%m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-

project.iam.gserviceaccount.com
client id: '123456789012345678901"
auth uri: https://accounts.google.com/o/oauth2/auth

25
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token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—-admin-
sa%$40my-gcp-project.iam.gserviceaccount.com



mh2: BRSRRIRE

RGBT RiREC &R, BHERS KA NERIAE,

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y%m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth
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token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—-admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
proxyURL: http://proxy-server-hostname/
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 10Ti
servicelevel: premium
defaults:

snapshotDir: 'true'

snapshotReserve: '5'

exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

size: 5Ti



T3 EPCHECE

W RBIER storage BLEEIMMH StorageClasses XEEEN . BB [FEEE N UEBRFHESE
BIE X o

I AIG B RIFRE RIS E TR EBIFRIAE snapshotReserve 5%# exportRule F]0.0.0.0/0, FEM
HMIEFHITEN storage B ENEIMMEEN T HOHEMAM servicelevel. HFERLEMNESES
INME, BIHIrEAFIRIEX 9 performance # protections

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"

apiRegion: us-west2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
XsYgogyxy4zg701lwWgLwGa==



client email: cloudvolumes-admin-sa@my-gcp-
project.iam.gserviceaccount.com
client id: '123456789012345678901"
auth uri: https://accounts.google.com/o/ocauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
nfsMountOptions: vers=3,proto=tcp,timeo=600
defaults:
snapshotReserve: '5'
exportRule: 0.0.0.0/0
labels:
cloud: gcp
region: us-west2
storage:
- labels:
performance: extreme
protection: extra
servicelevel: extreme
defaults:
snapshotDir: 'true'
snapshotReserve: '10'
exportRule: 10.0.0.0/24
- labels:
performance: extreme
protection: standard
servicelevel: extreme
- labels:
performance: premium
protection: extra
servicelevel: premium
defaults:
snapshotDir: 'true'
snapshotReserve: '10'
- labels:
performance: premium
protection: standard
servicelevel: premium
- labels:
performance: standard
servicelevel: standard



FHEREX

LU R StorageClassE XiE AT EINHEIE R, #MH parameters.selector. EAILIAE{ StorageClasstg
EHATFESHEN,. ERERTEMPEXENHH,.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=extreme; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-standard-protection
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=premium; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-standard
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=standard"



allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: cvs-extra-protection
provisioner: csi.trident.netapp.io

parameters:
selector: "protection=extra"

allowVolumeExpansion: true

* 85— StorageClass (cvs-extreme-extra-protection)ME B —NEIM, XEM——RIRHK

=1MaER Snapshot T 10% BYHE,
* Rfe—" StorageClass (cvs-extra-protection)fEiRMH10%RBINZEHEMITZE M, Astra TridentR

EEZRM A EI. HERBEERBINEER,

CVSHRS5 KRB R

T REIRM T CVSIRS XA RAIRE.,
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TN RIRECE
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XEERNRIEEIRICE storageClass FEECVSIRESEERFERIAE standardsw IREEKF

version: 1

storageDriverName: gcp-cvs
projectNumber: '012345678901"
storageClass: software

apiRegion: us-eastd

apiKey:

type: service account

project id: my-gcp-project
private key id: "<id value>"
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gp8BR4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sa@my-gcp-

project.iam.gserviceaccount.com
client id: '123456789012345678901"



auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://ocauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
servicelevel: standardsw
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W RFIEHREICEF A storagePools BLEFEM,

version: 1
storageDriverName: gcp-cvs
backendName: gcp-std-so-with-pool
projectNumber: '531265380079"
apiRegion: europe-westl
apiKey:

type: service account

project id: cloud-native-data

private key id: "<id value>"
private key: |-

MIIEvVAIBADANBgkghkiGI9wOBAQEFAASCBKYwggSiAgEAAOIBAQDaT+0ul 9FBAwW1 9
L1AGEkrYUS5xd9K5N105JMkIEFNDSWCD+Nv+jdlGvt FRLaLKSRVXyFS5wzvztmODNS+
qtScpQ+5cFpQkuGtvIUI+N6qtuVYYO3b504Kp5CtqVPICgMJakK2j8pZTIgUiMum/
5/Y90TbZrjAHSMgIm2nHzFg2X0rqgVMaHghI 6ATm4 DOuWx8XGWKTGIP1cO0gPqJlgsS
LLaWOH4VIZQZCAYyW5IUp9CAMWgHgdGOUhFNfCgMmED6PBUVVLsLvcg86X+QSWRIk
ETQElj/sGCenPF7tilDhGBFafd9hPnxg9PZY29ArEZwWY 9G/Zj ZQXTWPgs0VvxiNR
DxZRC3GXAgMBAAECggEACN5¢c590G/gqnVEVI1ICWMAa1M5M2z09JFh1L11JKwntNP]j
Vilw2eTW2+UE7HbJru/S7TKQgASDnn9kvCraEahPRuddUMrDOvG4kT1/IODV6uFuk
Y0sZfbgd4iMUQ21smvGsgFzwloYWS5qzO1W83ivXH/HW/1igkmY2eW+EPRS/hwSSu
SscR+SojI7PBOBWSJh1V4ygqYf3veD/D95e12CVHERCkL85DKuUmeZ+yHENpiXGZAE
£8xSs4a500Pm6NHhevCw2a/UQ95/foXNUR450HtbjieJo50+FF6EYZQGEU2ZHZ08
37FBKuaJdkdGW5xgaI9TL7agkGkFMF4F2gv0OZM+vy8QKBgQD40oVuOkJD1hkTHP8 6W
esFlwlkpWyJRI9ZATLIOG/rVpslnX+XdDgOWQf4umdLNauShYEHOLU6ZSGs1Xk3/B
NHwR60XFugEKNi1iu83d0zS1HhTy7PZp0Zzdj5a/vVvQfPDMz70vsqLRdA7YCAbdzuQO0
+Ahg0ZtwvgOHQ64hdWO0ukpYRRWKBgQDgyHj 98ogswoYula+pPlySOpPwlmjwKyNm
/HayzCp+Qjiyy7Tzg8AUqlH10u83XbV428)jvg7kDhO7PCCKFg+mMmfgHmTpbOMag
KpKnZg4ipsgPlyHNNEoRmcailXbwIhCLewMgMrggUiLOmCw4PscL5nK+4GKu2XEL
JLqjWAZFMOKBgFHkKQIXXRAJ1kR3XpGHOGN890pZ0kCVSrgjubalef /5KY1FCt8ew
F/+alxM2iQSvmWQYOvVCnhuY/F2GFaQ7d0om3decuwI0CX/xy7PJHMkLXa2uazs4
WR17sLduj62RgGXRLX0c0QkwBiNFyHbRcpdkZJQuibYMhBa+757SxT4BtAOGAWMWT
UucocRXZm/pdvz9wteNH3YDWnJILMxm1KCO6gMXbBoYrliY4sm3ywJWMC+1Cd/HBA
Gecxd/xVuSmA2L2N3KMgl8Zhz8Th0G5DwKyDRJIgOQ0Q4 6 yuNXOoYE]jlo4Wjyk8Me
+t108iK98EO0UMZnhTgfSpSNE1bz2AqnzQ3MNOUECgYAqdvdVPnKGEfvdtZ2DjyMod
E89UIC41W])jIGmHsd8W65+3X0RWMzKMT 6aZc5tK9J5dHVMWIETnbM+1TImdBBEFga
NWOC6£f3r2xbGXHhaWSl+nobpTuvlo56ZRJIJVvVk71FMsiddzMuHH8pxfgNJemwA4P
ThDHCejv035NNV6oKyoO0tA==

client email: cloudvolumes-admin-sa@cloud-native-
data.iam.gserviceaccount.com
client id: '107071413297115343396"'



auth uri: https://accounts.google.com/o/ocauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40cloud-native-data.iam.gserviceaccount.com
storageClass: software
zone: europe-westl-b
network: default
storagePools:
- 1bc7£380-3314-6005-45e9-c7dc8c2d7509
servicelevel: Standardsw

T R4
REHREXHE, ETUTHS:

tridentctl create backend -f <backend-file>

NREHEIBRW, NEkicE LM, ErLUsTUTHn<SKREEATUMEAERR:

tridentctl logs

MEHEERREXHHIRHG, EeJLIB/RIBTT create 85,
At E NetApp HCI 5 SolidFire G
T fRUN{AI{EAsta TridentZ 26l 2 F1{E FHElement/Fim.

ElementIXshiZF 1540 2

Asta=TNINgelR M solidfire-san AT SEBENFREERIER. ZFEFRLRENEE:
ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

o solidfire-san FEREIIEFZFF file F_block HEI, o Filesystemvolumemode. Astra Trident
KOBEHCBEXH RS, XHFRFHIEER StorageClass FEE.

IXEhiZRE i EIE ZFRIARIET TN H RS

solidfire-san iSCSI iR Rwo. ROX. rwx. TLTXHZRS, RIBR
RWOP %8

solidfire-san iSCSI NERSE Rwo. RWO1. xfs, ext3, ext4
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ez Al

TEEIZElement/FiHZ Al !

HEREULTEK,

* iB1T Element M Z ZIFFER S,
* NetApp HCI/SolidFire EB¥ERANA R HFRNER, TRTERES,
* FiE Kubernetes TET S#fN LEE YA iSCSI TH, BFEN "TET S ESEE"

[EmEC BT

BXEIRECEED, B2 TR

B Description Default
version RLEH 1
storageDriverName FEIRshIZR IR R BLL 7 "solidfire-san”
backendName B E X &R F g iH SolidFire + 7Zfi& (iSCSI) IP it
Endpoint EREFEEM SolidFire 28519
MVIP
SVIP =fiE (iSCSI) P #htFlimA
labels BWATFEN—HEE JSON
BITREE
TenantName EFEANER B (WRKILE,
M eE)
InitiatorIFace ¥ iSCSI EMREHIAFEENIEO  default
UseCHAP fEFCHAPI}iISCSIi#1T & {550 true
iE. Asta=imZE|FERCHAP,
AccessGroups EFRAIAIEA ID xR EH B A "trident " BYIHIE)ZERY ID
Types QoS ;e
limitVolumeSize WMRIBEBRVEANBIIE, WE " FRIAER TAREISEHE)
BEXW
debugTraceFlags WIEHERN EFEANARINS. & T

5l {"api": false, "method" :
true }

(D #7R debugTracerlags BIHEEHTHI AR BRI A S,

51 BIERECE solidfire-san BB =MEXNIREIER

WREIERT —NEHEXYE, EXEHER CHAP BHIIEHERYEE QoS FRIEx =& ITEE, ARG,
CRARERFEAEXFHEEREREFIE—F 10Ps storage classS#K,
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version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: "<svip>:3260"
TenantName: "<tenant>"
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

T2 EmATEEEECE solidfire-san EBEICHIIRCHIEFE
IR R T B R E YRR E X X4 LUK 5 | X LY StorageClasses,

EECERY. Astra TridentZ 7 & ERIITE EHIZIEIREFMELUN. AT HEREN. FREEBERALIRITENE
TEINHHAEE XATE,

£ FEMRHNRAEREXXHH. AFEEFEBIRE THERNRIAME. XEFMEBIRET type ESilver, [E
POBERHITEX storage #d. FURAIF. REFEHBZIKEECHRE, MELEFEHSES LEHIRE
HIERINMES

version: 1

storageDriverName: solidfire-san

Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: "<svip>:3260"

TenantName: "<tenant>"

UseCHAP: true
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Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000
type: Silver
labels:
store: solidfire
k8scluster: dev-l-cluster
region: us-east-1

storage:

- labels:
performance: gold
cost: '4'

zone: us-east-la
type: Gold

- labels:
performance: silver
cost: '3"

zone: us-east-1b
type: Silver

- labels:
performance: bronze
cost: '2'"

zone: us-east-1c
type: Bronze

- labels:
performance: silver
cost: '1"

zone: us-east-1d

LU FStorageClassiE X5 T LiRE, A parameters.selector FEXH. - StorageClassEi=1EH
ATRATFEEENEMN,. SRIEEEIHAPEXENAHEH.

55— StorageClass (solidfire-gold-four)RMRESEIE—TEM, XEM——PEhETRHTHEEER
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A vVolume Type QoS iEh#. mfa—1 StorageClass (solidfire-silver)ARiRHEIEEEEEREMEME
Mo Astra TridentRERTEEZ I EINH. HERHEFHEEK.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-gold-four
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=gold; cost=4"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-three
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=silver; cost=3"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-bronze-two
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=bronze; cost=2"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-one
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=silver; cost=1"
fsType: "extd"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=silver"

fsType: "ext4d"
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THREZES
. "EihAA"

ONTAP SANIRGHIEE

ONTAP SANIREHFIZE R IR

T #RYN0{A1{EEF ONTAP # Cloud Volumes ONTAP SAN IRGHFZFECE ONTAP Gif.

ONTAP SANIRGIEFIFMER

Asta=infFfifie 7 LU FSANTFERTNIZRF . BT SONTAPEE#HITEE, ZIFHILEIEAEHE
. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

()  wmEEmAstra Control#{TRIF, TRERBH. IR Asira ControllRENZR H 21,

KEhiERr Y BRI SRR SR H RS
ontap-san iSCSI R Rwo. ROX. rwx. RWO XXHZ#%; [RIGRISHE
=)
ontap-san iSCSI XHRA%R Rwo. RWO1. xfs, ext3, ext4d
RoxFlrwxEX F RA LR
N FARET A,
ontap-san NVMe/TCP i Rwo. ROX. rwx. RWO XXHZ#%; [RIGRISHE
=)
BEEN
NVMe/TCP
HEMTR
£,
ontap-san NVMe/TCP &% Rwo. RWO1. xfs, ext3, ext4d
B/EL RoxHIrwxE X RAEIE
NVMe/TCP L FARI Ao
HEMER
£,
ontap-san-economy iSCSI R Rwo. ROX. rwx. RWO TXH#ZRS; FRREHE
P
ontap-san—-economy iISCSI XH 7S Rwo. RWO1. xfs, ext3, ext4d

RoxFIrwxEX 4 RABIR
X TFAATH,
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Astra Control 3R ohiEFFA M

Astra ControlF] A SIZN BRI TLEFRIP. IEMEMIZ S (TEKubernetes&E B 2 [BI#8 T4 ) ontap-nas
, ontap-nas-flexgroup, #l ontap-san JEEPiERF. 1BEN "Astra Control EFIFITEF A" THIFMEE,

* f£M ... ontap-san-economy REHXKAMEFEHETHIHES T, ARERILE "SZHF
BFIONTAPERH!"

@ * {83 ... ontap-nas-economy RE YK A MEERBTETES TN, A2 RIbE =i
FIONTAPEFRS]" #] ontap-san-economy T AR IREITERS,

* J870fEM ontap-nas-economy FUNEIRRIF. REME HIETHERIFE R,

RFR

Astra TridentiZLAONTAP S{SVMEIE R B {91517, BEFEA adnin £EBAF S vsadnin SYVMAR S EBEE
RAENEMZIAER . 3T&ERTNetApp ONTAP BJAmazon FSXERE. Astra TridentN{EREEELIONTAP
HSVMEIE R B9I51T fsxadmin AP E vsadmin SYMBF S EGHEEAENEMITHNAF. -

fsxadmin AR EEHEEGHARNERECH .

NREFH 1imitAggregateUsage B8 FEEHEIERNIR, T ERFNetApp ONTAP
@ BJAmazon FSx5Astra TridentE & HR. 28R limitAggregateUsage BHAERT
vsadmin #l fsxadmin FAPIKF. WMRIEEILSE, EEEREGEEK.

BIAT LITEONTAPHREIZR — A LI Z iRk shiz R EARIRFIE ERM AT, BRI FRIGXH M. KRS
hRZSHY Trident SEAFTEZENEM APl , MMEALTFEREES S HiH.

NVMe/TCPHYEL ;3 EEIN
Asta=inZiE2s ZFHERNIEZ KR EHR(NVMe) X ontap-san IRoFZFEIE:
* |Pv6
* NVMe&RYIRERFNTTE
* JFATENVMeHE A/
* S A\1EAsta TridentPEREIFEBINVMeE. LU{EAsta Tridentr] UEIBH A B HA
* NVMeZ#|Z&1E
* IEEaIEIEE X AK8sTi =(23.10)
Astra=IH R AR 4.

* DH-HMAC-CHAP. HINVMeZsHliR {5
* IR EIRETFEF (Device maper. DM)ZE&1E
s FHITTINER

ZBFAONTAP SANIRGFIZF R E S
T fR{EFHONTAP SANIXEIFEFECE ONTAP SR E R & {9 10 IEIEIN,
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R
JtFFFE ONTAP Gif, Astra Trident E2ZE/DA SVM HEc—1MERE.

FiglE, BEAILUEITE MRz, HEeIEEREP— P IRoiEFNFES, Flil. ERILECE san-dev £
FBBY2E ontap-san REHFIEFFIA san-default EARIZE ontap-san-economy —%

FiEKubernetes TET SE N ML EIELMISCSITHE, EFEW "EETET S THRIFAER,

FTONTAPFimiH1T B9 I0IE
Astra Trident 128 7 FfH3t ONTAP FifiH#1T 91 FIER,

* Credential Based : EBFIEMNER ONTAP AFHAFR BMEE, BiNERATEXNEZ2ERAE. flu
admin ¥ vsadmin MRS ONTAP HRANERAEAS 4,

* ETFIEH: Astra Trident B A AERERZERVIERS ONTAP £EHEITEE. A, BREXVONEER
FimiE$, ZEAMBIE CAIEHRY Base64 RiGE (MNIRFEA) (E o

BRILEMNA ER. UWEEETEENGZNETIEBNGEZEREE, B2, —RNF—FHIHRIES
Eo BYIMEIE MBS ML A SN EHEETRRFRINE 757%.

@ NREZ AR R TIREIER . WERIZERRK. HETR—FHER. BHEEXFPiREM
T EMBNIRIET .

BRETFRENSMHEIE

Astra Trident FFE SVM SEH / £ESCEINEERAIRIES 885 ONTAP [GiR#H TS, EINERITERTIE X

A, 90 admin B vsadmin, XAFFAI LIRS RHKEY ONTAP IRARBIFRE, XLEhRZA]REZfELIAE API

DFFHARFRB Astra Trident i A2, AUEIEZBEX XE2ERABHKEHEMAT Astra Trident , {BREIN(E

Fo

S E X B0 TR
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",

"username": "vsadmin",
"password": "password"

HAR, BRENXEERUAXNARAFENE—ME, IR IRGE, AFR / B35 EA Base64 HITHRIDH
Ff# 7 Kubernetes ZH, RIEREHEHEM —FE TMEENTE, Alit, XE—T{XHEERHITHIRE
, H Kubernetes S 17 EI2 G H1T.
BRETFIEPNHHIEIE
MM EN G LUERIERHS ONTAP EiRi#{TEE. BREXEE=12%,

* clientCertificate : B iHiFHH Baseb4 fRi5{E,

* clientPrivateKey : XEXFAHRY Base64 4RAL{E,

* trustedCACertifate . Z{51E CA iEHHY Base64 i3 {E, WMRFEHAFES CA, MATIREILSE, WMRFEE
FAA]{= CA, MeJLLZBRILISE,

HANTEREEU TSR,

p

1. £ EFHIEBMER, £KHY, 2 AE (CommonName , CN) REBANEFENZMHILIERN ONTAP
R

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"
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2. FEl{E CAIEHAINE ONTAP &8, ItiRArIseERFHEEERAMIE, WRKEHAEE CA, WA,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. 7Z ONTAP S8 L ZEZFIRIEBMNER (MTE 1 F18) -

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. HBIAONTAP 2B RABLIF cert BRWIES %,

security login create -user-or-group-name admin -application ontapi
—authentication-method cert
security login create -user-or-group-name admin -application http

—authentication-method cert

5. FERERAGERNNR S HIIE. & <SVM BIE LIF> F1 <SVM &1 > e HEIE LIF IP 1 ONTAP &Z#F,

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
-—-cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vifiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. f£F8 Base64 XIEH, HEAMAIE CAIEB#HITHRID,

base64 -w 0 k8senv.pem >> cert baseb64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

7. ERAMN E—TRENEEIRER.



cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

femsmmmmmm== R fes==s=ssssscscscssossssssssssssss=sa==
from e fr e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

I S e e e e e
e fremmmeme== iF

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 0 |

fessmmmmeme== frememesessess==== fessssssssssssesessaososssssssssss o=
f=mm==== fememema== +

E SIS A BRI E

SR EMIE Rin A EREMS ORI A E IR EEE. XRMARNEEH: fRAFS /I BEERATEL
BEWAERILES, FRIEPNEHRTTUERAETRPE / BENGEH. Alt. ES4IRRIE SHIIEREH
AINFRNB MRS L. RS, ERAEMENbackend.jsonX . ZXGHEEBHITHFAESE tridentctl

backend updateo
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

RIRTIE, FAEBERMIMIE ONTAP EEMAFRNENE, AEH#HITEHER. BHRIEH
, AIAAPARMZMNMER. 25, BREERUERFIESR, ARSI ONTAP SEF kR
IRIEH,

EERASTHNERIRERENIANR, UASFNEZREINEEE, RNNEIHEMKRAE, Astra Trident
AILLS ONTAP Gl TIBE H A IERKHEIZRE,

fEFXE CHAP X EEH#HIT R I0IE

AStra TridentA] LA XN @ CHAPXISCSI= 1TB{PIE ontap-san M ontap-san-economy RENFEFo
XEE/SH useCHAP &, BN true’ ':F', A{’Fﬁﬁ EiﬁSVME’JEﬁMFﬂJ&F‘EzéEEE%?J?XI‘]CHAP, ¥
RERHXHFNARZNZEH, NetApp BiIVERANE CHAP 3 EE#HITH M. BRI TERERG:
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version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svm: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

@ o useCHAP B EZ—NMRTIET. HEEEEE—RK, RIABERT, WBEISE N false . BFHIEE
N true [5, TERBEHIKEN false o

tb9M useCHAP=true, chapInitiatorSecret, chapTargetInitiatorSecret,
chapTargetUsername, # chapUsername [GIHEXFPUNBEEFER, FLIBEIRG. PILUSTTREHXLE
B9 tridentctl updateo

T1ERIZ
BTG E useCHAP Atrue. FHEEIERIETAstra TridentE R EBIHACBECHAP, HAE1E:

* £ SVM Lig&E CHAP :

° INRSVMBVERIABBIiEF L2 £ 8 finone FRINRE) M*EFERBEARILUN, Asta TIDent=IFRAIA
Z2RAIGE N cuapr ARKEALECHAPBIER UK BicA R B EE,

° 318 SVM & LUN , M Astra Trident R*&1E SVM L2 CHAP , X RIHERERMSVM_ EEBEE
FILUNBYIR R A2 PRl

* BCE CHAP BatiZF AR BArAF A MEE; AAE/EIRACE TEEXEER (M LEFR) .

BIiEEiRfS. Astra TridentiS 82N tridentbackend CRDHIECHAPZEEAFN B F & 771% IKubernetes®
$A. Ub/SUHA Astra Trident SIZRRIFRE PV &8 CHAP #1THEEMIERE,

R EEH B R

fEAT LUBE BT RICHAPSHEREFHCHAPEHE backend. json XX B EEMCHAPZR IS H
tridentctl update SR LARMIXLEER,

@ BHEIEMICHAPZ IR, M{ER tridentctl BHFGIH. B70Ed CLI/IONTAP Ul B#1Z(E
8 FHEE, Ef Astra Trident FTE R EBUXEEE K,
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cat backend-san.json

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",

"svm": "ontap iscsi svm",

"useCHAP": true,

"username": "vsadmin",

"password": "password",
"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

- e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

o Fom e
- o +

| ontap san chap | ontap-san | aad458f3b-ad2d-4378-8a33-1a472ffbeb5c |
online | T

e —— e — e e ettt
t——— R +

MBEEZERAZEMm; WREED SYM £8 Astra Trident B3, NMXLEERREREREENIRS. FEEEE
REHMENERE, IEERESRAFRITENRT. WAHERMEZAN PV BSRENERAERENETE.

ONTAP SANED & 3EINAN =1

T RRAN{AI{EAstra= IR LRI EAONTAP SANIREHIEF. A TiRE T /5
Zl|StorageClassesiV /G imAc E R FIFIIFAE R

[EUHECE I

BXEIHECEED, HSM TR

B Description Default

version RN 1
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2

=

storageDrive
rName

backendName

managementLT
F

datalLlIF

svm

useCHAP

chapInitiato
rSecret

labels

chapTargetIn
itiatorSecre
t

chapUsername

chapTargetUs
ername

clientCertif
icate
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Description

FHEIREDAE P B R AR

B E X &Mz iE G
SR FHSVMEIELIFAYIPHIE,

I LEE T2 REE S (FQDN).

INREAIPVOITERE T Asta=J7cH. MRTLUSE N
FRIPveitiiit, IPvestib A ER SRS HITENX . il
[28€8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555

lo

B XTI sMetroClustertJit. FEM

o
Y LIF B9 IP ik,

BN NISCSHETE, Astra TridentfFH "ONTAP 1%E#%
SIEFFEMISCI LIF, 0
REW. WEERESE datal1F ERRHAE X,

MELUNBRET" R ZEREF

*ItFMetroClusterg &, *i&

E{FMRY Storage Virtual Machine

*ItFMetroCluster& B&, *i&

fEFACHAPX$iSCSIFYONTAP SANIRGHIZF#{TE 1150

IE[fR/R1E]

IGEN true itAstra TridentﬂjFﬁﬁﬁéﬁEE’JSVMEEE#
FERANECHAPTEREIAB D IRIE, I
FHONTAP SANIKEHIEFFERE f5iR" Tﬁepﬁéémn,u o

CHAP BifieFEiH. RN WAKFEIR

useCHAP=true

EVATFEN—HER JSON BAHIRE
CHAP BfrBohiEFEH, RN, MANED

useCHAP=true

NEAFPRZ, NRA. MANEIN useCHAP=t rue
BirEP %, NRA. MWANFEN useCHAP=t rue

MetroClusterix

£, MetroCluster=filo

2, MetroCluster=filo

Default

ontap-nas, ontap-nas-
economy, ontap-nas-
flexgroup, ontap-san,
ontap-san—-economy

IXEhiE R MR+"_"+ dataLIF

"10.0.0.1 ", "2001 : 1234 :
abed @ © : fefe]"

HSVMIR4E

NRZBSVM. MIR4E
managementLIF BiEE

false

EFIRIEBRY Base64 fidE. ATFETIEBHNEMHE

JE
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2

=

clientPrivat
eKey

trustedCACer
tificate

username

password

svm

storagePrefi
x

limitAggrega
teUsage

limitVolumeS
ize

lunsPerFlexv
ol

debugTraceFl
ags

useREST

Description Default
EPisE AN Baseb4 fmidE, BFETFERHE ™
RI8IE

SM=1E CAIEFH Baseb4 miGfE, vlit, AFETFIE "

P H MBI,

5ONTAP £8HBEFMENRFR &, ATETSENg ™
I8,

S5ONTAP £EHEBEFIENER. BATETEENSH,D "
I93IF,

WMNERESVM. MIIRE
managementLIF BI&E

EfFFPAY Storage Virtual Machine

£ SVM FECEFERERAREIS. trident

TATHIEER. BEMILSHR, BRBZUR—THNG
o

MRFEHEBILLEDL, MEEEXK. " (BRUANER T AR HSEHE)
YN R 1&E FEE T NetApp ONTAP fGiRAYAmazon

FSX. 1B7J18E limitAggregateUsageo, HefitAY

fsxadmin #l vsadmin BB SNERBSERIBE RN

EHINR. FHAEEBAstra Tridenttt ELi# TR,

NRIBRHOERNEIUIE. WECEKK. "(BRIAEIR R AR HISEE)

tEoh. EEREE HagtreeILUNEERN BRI RAK

o

& FlexVol BIEz K LUN 8, ®AZ7E 50 , 2003EE 100
A
HEHR BERIAR RS, H80.  {"api": null

false. "METHO": true}

PRAFETEHITHRERISHF 2R AN A SHME. SN
MER.

BT EH ONTAP REST API B9fR/REBE, * IATIYW false

useREST fEA— AT G RIEH. BB F MR
5. MAREFLIIERAH, RENH true. Astra
Tridenti&{EFIONTAP REST APIS Fimif{Ti8{5, Lt
IHREEBE(FEAONTAP 9. 11 1 R ESARA, Itoh. FA
HIONTAP B RABMINERIAN ontap NEBERF.
X— B AEE FIE X KA E vsadmin Ml cluster-
admin B,

useREST MetroCluster R #5,

useREST e2RTENVMe/TCPEX,
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Description Default
ERIER iscsi XFiSCSIE, nvme EMF iscsi MR AT
FNVMe/TCP,

FAFEE SN G E XM
TR AR R EAREETUERIBIARCE defaults BEEED. BXTH, BEEUUTERERG,

spaceAllocat
ion

spaceReserve

snapshotPoli
cy

gosPolicy

adaptiveQosP
olicy

snapshotRese
rve

splitOnClone

encryption

luksEncrypti
on

securityStyl
e

tieringPolic
y
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Description Default
LUN 9= 8] B "IERR"
TERIFBRN; "T"(5E)K"E"(E) "X
E(FEFRY Snapshot FREE "I

EHBIENE DA QoS HKE&H, EFSNEMEM /
[51%89 qosPolicy I adaptiveQosPolicy Z—

7% Astra Trident F{EF QoS HREKZHFEE ONTAP 9.8
HESRA, BIVERIEEZQoSHKE A, HIARER
HAAFNBFEIRDE. HE QoS REEARKIFRIE
TEAEHNZEMTE5LHE IR,

ERNRIENESECREIERN QoS HKE&A, EESIE
it / FimAY qosPolicy 3 adaptiveQosPolicy Z—

HNREBEFENEB DL R A"0". MF"o"
snapshotPolicy "none". &N
?g"ll

BT IER, MEREIFDZTE false

£5#1E LB FANetAppEIMNZR(NVE); ZRIAN false, false

E(ERALEIED, HNTEERE FIRTE NVE BNiFIHER

NVE .

MRERIHBETNAE. N7EAstra TridentREZERIE

A1EERIE B FNAE,

BXFMER. FEM: "Astra TridentilfaA] 5SNVE

MNAEECSEA"

BRLUKSINE, #&W "EALInuxZ—%5H1%

B(LUKS)"

NVMe/TCPARSZ 358 A ILL R EB N2

MENZEER unix

ER"L "B R FFFONTAP 9.5 SVM-DRZ giRYED

B, NIRER"
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HECE T
THE—TEXTRIAMERRG:

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: trident svm
username: admin
password: <password>
labels:
k8scluster: dev2
backend: dev2-sanbackend
storagePrefix: alternate-trident
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default
snapshotReserve: '10'

BFEREIENFIEE ontap-san RENFER. Astra Trident=[AFlexVol EiMNARII10% A E.
@ LUARHMLUNTTEE. LUN BERAFTE PVC iR AINHITECE. Astra Trident 3§

FlexVol 1£10 10% (7€ ONTAP RE/RARIEX/N) « BRIEEREMERNTARE. IE

HOARIBALE LUN TRHRFRE, BFRIEEFZSFAETIE, XAEHRTF ontap-san-economy.

BFEXMEIH snapshotReserve. Astra TridentE#ZI0 FRARITESE A/

Total volume size = [ (PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

1.1 2 Astra Trident [@ FlexVol ZRFMNRAN 10% LUAY LUN 7538, &R F snapshotReserve = 5%, PVCi&
K= 5GiB. EE2A/NA5.79GiB. BJAA/NA5.5GIB, o volume show BB MNERS U TRAIZZIURILER:

Aggregate State Size Available Used%

_pvc_89f1cl156_38081_4ded_9f9d_034d54c395f4
online RW 18GB
_pvc_ed2ec6fe_3baa_4af6_996d_134adbbbBetd

online RW 5.79GB
_pvec_eB8372153_9ad9_474a_951a_0Bael5elc@ba
online RW 1GB
3 entries were displayed.

55



Bal, ABXNENNEEERIMTENE—T2%,

RIRECE A
UTRAIERTRBAZSHEHRBEANBRNENESELE, XBEXEHRNRESTT .

@ IR ZTIEAmazon FSx on NetApp ONTAPSAsta DentE& A MEINEAISEDNSZFR. M

A2IPH#uht,
ONTAP SAN/fI

X2FEAMNEREE ontap-san Wi+

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
username: vsadmin

password: <password>

ONTAP SANZZF I

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm iscsi eco

username: vsadmin

password: <password>
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MetroCluster; 3|

TR RImEITEE. NEREVIRMYIEEFHERFREX "SVMEFIFIME"

BT[], 1EFERISESVYM managementLIF F A& dataLIF ] svm parametersffl0:

version: 1
storageDriverName: ontap-san
managementLIF: 192.168.1.66
username: vsadmin

password: password

E TR E R IIIERA

ERERERERGIP clientCertificate, clientPrivateKey, M trustedCACertificate (W
REARSCA. MEIE)FIEF backend. json MR FRBEFIFIER. TRRAFRSCAILES
Hbase64 w3 B,

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_ iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXROZXJIJwYXB...ICMgJ3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulGNsYXNz
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XA CHAP I

XL RGER G iR useCHAP BN trueo
ONTAP SAN CHAP: =l

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

ONTAP SANZZ £ CHAPI

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>
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NVMe/TCP= {5l

RATIEONTAP/S IR AISVMECBNVMe, XENVMe/TCPHIE A FitAE,

version: 1

backendName: NVMeBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

Svm: Svm_nvme

username: vsadmin

password: password

sanType: nvme

useREST: true

Rt SR 5]

EXERFFHREX G, NEFEENSE TIHREIAME. Fla spaceReserve Jo. spaceAllocation
Jfufalse. # encryption Hfalse, FEIHMIEFEMEEL D HFHITE Mo

AER 27E"Comments"FEEFISBEREINT, T 1EFlexVol Li&E., FECERT. Astra Trident5 Bt _EAY
FREIEEREEFEES. NTAEEN. FHEEERTLUITEAT N EICHIIAETE XIFE,

EXLERGIAR, BLLEFEMESBITIEE spaceReserve, spaceAllocation, # encryption {B. ML
MEBEIINME

59



ONTAP SAN/fI
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version: 1

storageDriverName: ontap-san

managementLIF: 10.0.0.1

svm: svm iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: 'false'
encryption: 'false'

gosPolicy: standard
labels:
store: san store
kubernetes-cluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '40000"
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
adaptiveQosPolicy: adaptive-extreme
- labels:
protection: silver
creditpoints: '20000'
zone: us_east 1b

defaults:
spaceAllocation: 'false'
encryption: 'true'

qosPolicy: premium
- labels:
protection: bronze
creditpoints: '5000'
zone: us_east lc
defaults:
spaceAllocation: 'true'

encryption: 'false'



ONTAP SANZZF MR

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm _iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: 'false'
encryption: 'false'
labels:

store: san_economy store
region: us_east 1
storage:
- labels:
app: oracledb
cost: '30'
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
- labels:
app: postgresdb
cost: '20"'
zone: us_east 1b
defaults:
spaceAllocation: 'false'
encryption: 'true'
- labels:
app: mysqgldb
cost: '10'
zone: us_east lc
defaults:
spaceAllocation: 'true'
encryption: 'false'
- labels:
department: legal
creditpoints: '5000'
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zone: us_east lc

defaults:
spaceAllocation: 'true'
encryption: 'false'

NVMe/TCP{l

version: 1
storageDriverName: ontap-san
sanType: nvme
managementLIF: 10.0.0.1
Svm: nvme svm
username: vsadmin
password: <password>
useREST: true
defaults:
spaceAllocation: 'false'
encryption: 'true'
storage:
- labels:
app: testApp
cost: '20"
defaults:
spaceAllocation: 'false'
encryption: 'false'

5 EmSTE| StorageClasses

AR StorageClassiE X P M [ EIRR o F parameters.selector FEEH. & StorageClass#f=
sHATATFRESHNEMM, SREEERIMHHAENXEZNHH,.

* o protection-gold StorageClassiGMRETEIFRRIE— N EAM ontap-san fGik. XEMW—IRHEEhER
PRI,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* . protection-not-gold StorageClassiGREIEIFHIE —PNFE=NEIMA ontap-san fGiw. REX
LE R HAVRIP RS R 2golds

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* o app-mysqgldb StorageClassFRETE|FYE =PI ontap-san-economy [Fif. X&/Amysqldb
KRN BEEFREFMENEE R —i,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysqgldb"

fsType: "ext4d"

* . protection-silver-creditpoints-20k StorageClassi&BRETE|FAYE —NEIMAM ontap-san I
Imo XEME—IRAIRERIFFI20000™ME A =AY,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* o creditpoints-5k StorageClassiFRTEIFRIE =D EM ontap-san FHIFiHNEEEIAM
ontap-san-economy [Glf. XEM——{EH=EI500089:t™ Mo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

* o my-test-app-sc StorageClassi§MREIE| testArPP HBEIIA ontap-san IKEIFEF sanType:
nvme, XEM—HAM™ M testAppo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: my-test-app-sc
provisioner: csi.trident.netapp.io
parameters:

selector: "app=testApp"

fsType: "ext4d"

Astra Tridenti/REEFW D EA. HBFEHEFEENK,

ONTAP NAS IRXcHiEF

ONTAP NASIKohFEF LA

T BRAN{AI{E A ONTAPHICloud Volumes ONTAP NASIKENFE Bt & ONTAP S .



ONTAP NASIRGIEFIFME R

Asta=infFfifie it 7 LUFNASTEERTNIZRF . AT SONTAPEE#HITEES, ZIFHILEENEHE
. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

@ WNREERAstra Controli#{TRIF. MEMIEEH. 1BIRIE Astra ControlIREHEFE A 14

Konizre Y BRI XEFHIRIEET RN HRR

ontap-nas NFS NHRSG Rwo. ROX. rwx. RWO "' nfs, smb
SMB P

ontap-nas-economy NFS X4 A% Rwo. ROX. rwx. RWO ", nfs, smb
SMB P

ontap-nas-flexgroup NFS XHRG Rwo. ROX. rwx. RWO " nfs, smb
SMB P

Astra ControlIRchHiZF F A4

Astra Control ] AfEFRIENEIRETEFRIP. RMEME M oh % (TEKubernetesE8 2 [B]#% 5% ) ontap-nas
, ontap-nas-flexgroup, 1 ontap-san IRaHFEF. SN "Astra Control EFETIRHM4" THIFMER,

* £ ... ontap-san-economy REHKAMEFERE RIS TN, A2ERIE "2
HIONTAPHERE!",

@ * {83 ... ontap-nas-economy RE YK A MEEREHETHES TN, A2BRIbE =i
FIONTAPZEIRS" 1 ontap-san-economy To/AERIRENIEF

* /05 ontap-nas-economy FISIERIF. REMERBHIMENBR.
FAF R

Astra TridentiZ LIONTAP & SVMEIE R B{Hi51T. BHEFA admin E£EAF K vsadnin SVMAFHEGHEF
AENEMZFRAR,

JFFEAFNetApp ONTAP BJAmazon FSXERE. Astra TridentR/ S FIEEEELIONTAP {SVMEIE R B 49517

fsxadmin FAF 3 vsadmin SVMAFRHEBHRACHNEMBIFNEF, o fsxadnin AP EEBHEEAH
FHRBERERXEBF.

NREMER 1imitAggregateUsage 8. TEEHEIEGIR, T EAFNetApp ONTAP
@ HJAmazon FSx5Astra TridentE & B 28R limitAggregateUsage SHAERTF
vsadmin #l fsxadmin APKF, MNRIETEUSE, LERIEFEK.

BT UEONTAPHEIE— N LU H = mIRshiEF ARSI Fai A e, ER1IFAEINXEM. KRS8
hRZsAY Trident A2 AAEEEEBNEM APl , MMIEALZTEREES S HHE.

& EFONTAP NASIE i E /Gl
T R{EFRAONTAP NASIRGIIZFECEONTAPEIHME K. F4IWIEEINFS HFHEg.

66


https://docs.netapp.com/us-en/astra-control-center/use/replicate_snapmirror.html#replication-prerequisites
https://docs.netapp.com/us-en/astra-control-center/use/replicate_snapmirror.html#replication-prerequisites
https://docs.netapp.com/us-en/astra-control-center/use/replicate_snapmirror.html#replication-prerequisites
https://docs.netapp.com/us-en/astra-control-center/use/replicate_snapmirror.html#replication-prerequisites
https://docs.netapp.com/us-en/astra-control-center/use/replicate_snapmirror.html#replication-prerequisites
https://docs.netapp.com/us-en/astra-control-center/use/replicate_snapmirror.html#replication-prerequisites
https://docs.netapp.com/us-en/astra-control-center/use/replicate_snapmirror.html#replication-prerequisites
https://docs.netapp.com/us-en/astra-control-center/use/replicate_snapmirror.html#replication-prerequisites
https://docs.netapp.com/us-en/astra-control-center/use/replicate_snapmirror.html#replication-prerequisites
https://docs.netapp.com/us-en/astra-control-center/use/replicate_snapmirror.html#replication-prerequisites
https://docs.netapp.com/us-en/astra-control-center/use/replicate_snapmirror.html#replication-prerequisites
https://docs.netapp.com/us-en/astra-control-center/use/replicate_snapmirror.html#replication-prerequisites
https://docs.netapp.com/us-en/astra-control-center/use/replicate_snapmirror.html#replication-prerequisites
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html

2K

* 3 FFFE ONTAP i, Astra Trident EEZE/DA SVM DE—1NEE,

s BRI LUB1TE N IREIIER, HelEismER—PNRGIIEFEMFEES, G, EaUEE—MERNESE
ontap-nas REPIZEFMFE RS ontap-nas-economy —1

* FiBKubernetes TIETI m &M ML EELHMINFST A, B8N "It BXFHAEE:
* Astra TridentfN 2 #5315 SMBEEEH FIWindows T ;2 _EIz1THIPod, 1BEE N EEILESVMBE THIIFMEE,

JTONTAP/GiH#H1T B9 I0IE
Astra Trident 12t T H#X% ONTAP Gim#{T S KIERIIET .

s ETERE: MEXFENONTAPEIHAE EHHINIR, BINFERASTEX REERABXEIKSA. fia0
admin 3 vsadmin LIRS ONTAP MRS RAFRE M,

BRI EXBERERHRLEIED. A aEFAstra TridentSONTAPEEHHITIBIS, bR, FIREXHM
BEEFPHIES, ZAMAE CAIEFHRY Base64 RiGE (MREA) EIY .

EEILEFIE Rin. UWEEETRENGENETIEBNGEZEE, BR. —RINFHF—MEHIIES
o BYMREIHMBHIIES A KM EIHREETRRIFINET %o

@ NREZHAFE R EEIER. WEHRIEEEK. HER—FKEIR. BHEEXHPIEM
T SMBERIIE %

BRETEIENEHIIE

Astra Trident & SVM SEE / £ESCENEE R EIEA8ES ONTAP Eimi#T@ S, BIVERITRAERTIE X

A, 90 admin 5% vsadmin, XA AMRSHRFKAY ONTAP hRAMFIFRS, XLEhRAEIBESEINEE API

RFEERKBY Astra Trident iR ASER, FILIBIZBENXZEERABHEEAT Astra Trident , {BEREINfE

Mo

[EimRE X0 TR

67



YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

IR, BREXEEEUANSERFENE—IE, IERRE, BFRR / BEEER Base6s #H1T4RIEH
76&79 Kubernetes 50, i / EMEHEM—FETHREENTE, Alt, XZ—IT{XHEERRITHIRE
, H Kubernetes S ZEEIERHIT-
BREFIEENS4HICIE
MMM ENGEHA LUERIERHS ONTAP Eifi#TEE. BREXEE=1EH,

* clientCertificate : B imIEHHY Base64 43 {E,

* clientPrivateKey : XExA$AH) Base64 Ri3{E,

* trustedCACertifate . Z{5E CA iEHH) Base64 fmiIE, INREHRES CA, MAtHttSE, MNREREE
FBrl{E CA, MBI ZEILIZE,

HANTEREFEUTIE,

p

1. £EREFPIEPRA. £/, B2AE (Common Name, CN) iEBNEENSHILIER ONTAP
BF.
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openssl reqg -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. ]S CAIEHAINEI ONTAP &£58%, ItiRBrAIseEMFHERERNIE, MRKEREIE CA, WAL,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. 12 ONTAP S8 L REXFIRIEBMNER (MTE 1 718 -

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. HIAONTAP REERABXE cert HHWIEHE.

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>

security login create -user-or-group-name vsadmin -application http
—authentication-method cert -vserver <vserver-name>

5. FERAERHNERNNR S HIF, & <SVM B8 LIF> F1 <SVM Z#F > B SR LIF IP 1 ONTAP Z#F,
S HRRLIFBIAR S RE&IKE N default-data-managemento

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"

vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. f£F Base64 XIEH, HEAMAIE CAIEB#HITHRIG,

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base64

7. ERAMN E—TRENVELIRER.



cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...O0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

o —— o et ettt it
o +—— +

| NAME | STORAGE DRIVER | UuIlbD

STATE | VOLUMES |

o —— e e it ittt et P
+————— - +

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

o f——————_ Rt et L P
o t———————— +

T S IIE TS A BRI R

eI LIERIE Rin AR EMS R IIE R AN RREFRE, XRMANEEH: FRARS /I BHENERKAT L
SERAERILES; ERIEBNEHIUERAETRFR / BENER. Altt. SXRERIRE B HIEIESEH
RINFNBMIIES%. AE. FEREMGENbackend jsonXX . ZXHEEBERITHFAESE tridentctl
update backendo
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cat cert-backend-updated.json
{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

Pommmmmmmmm== Fommmemcemmes=e== B e
Fommmmmoe e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

Fommmmmmmomo= S e e Fommmmmmmmesrrrrrrrre e reme s e mmm o
Fommmmme Pommmmmme= +

| NasBackend | ontap-nas | 98el9b74-aec7/-4a3d-8dcf-128e5033b214 |
online | 9 |

P e Fommmmememesesesese s s s s e eses
o= Fommmemm== +

WIRER, FHEIRRUMSE ONTAP LB MEN, AEHTEHRER. BIEHe
() LURRPRENS NS, 25, GREERLERIES, AEALUM ONTAP E2ERHIR
B,

BiRRAIPHXNEIRENIAR, BASHMEZREILNGER, NINEIHRENRE, Astra Trident
BJLAS ONTAP Gin# TR {EHMIERKEI SR,

EIE NFS SHHERR

Astra Trident £/ NFS S ZRESRITHIX HEE R EIIAE,
FERSHERET, Astra Trident 12T &L

* Astra Trident FILUGhSERSHREAS; FIMEFERAT, FREERIBE—IMFTRAHER IP #iltsy
CIDR $RFIFR, Astra Trident 2 BB FXEEENT R IP ANEFHREH, &, MRKEEEMA
CIDR , NET R LILEIMEA2FEEERERE IP #RARINEI S HREH,

* FREERTUFHEESHRIEFRMAN, BRIEFEREDISE T ARINSHKRIEZIR, TN Astra
Trident B ERARIANSH L,
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SEES LR

Asta =X AR T Eh S EIEONTAP/G IR S H SRBEBITNEE, XiF, FHEEERMAIUATETR IP EEAWF
Aottt ==a], MARFHEXERMU. EXKAELT SHERBRERE,; EARURBTIBREFHTIEIMHEE
B b XBB RN EFAEERRIARIRE ANAFIPU T EE CERNN TEN RiAR. MMFEHEAR B
e,

EADSSHERI. 57ERMRHE 5 (Network Address Translation. NAT), fEFINAT
() 0. RSB ARTIBIENATIN, MARSIRPEA ML, Fit. MRS EMNETE
PRI, MBI,

Nl

HIERRNEEED,. FTER—NaihE R

version: 1

storageDriverName: ontap-nas
backendName: ontap nas auto export
managementLIF: 192.168.0.135

svm: svml

username: vsadmin

password: password
autoExportCIDRs:

- 192.168.0.0/24

autoExportPolicy: true

@ fERALLThRER . EATRHRSVMAIRESAB LRt/ EZNFHRE. FEBEARITT RCIDRIRAY
SEAN(FIINFRINS L), 1RELERENetAPp BRI RESLE. NAstra=InfFiEEZ FASVM,

TR R LRRAIx It Thae sy TERIEHITHINER:

* autoExportPolicy BN true, XF/Astra TridentiF AR FHERE svml SVMFE AL IEF AT R
MNFNMIFR autoExportCIDRs #IHEIR, a0, UUID403b5326-8482-40db-96d0-d83fb3f4daecHliyf5im
autoExportPolicy BN true BIERNHISFHIREE trident-40305326-8482-40db-96d0-
d83fb3f4daec £ SVM L,

* autoExportCIDRs EIEMINRTIR, WWFERAFNEFE, BIAK "0.0.0.0/0, ": : /0", MRREX,
M Astra Trident AN LT R LI EIRFAE £ BSEE RSB L,

LRI, FER 192.168.0.0/24 IRt T HINE=E], XRRUMUSEEIRB Kubernetes T5m IP R 71N
%| Astra Trident SIEBYFHRIEH, ZHAstra TridentEMEZITAAIENT REY. ESNRZT RBYIPHIUEHIRYE
SRR BRI E#HITIOE autoExportCIDRs, ik IP &, Astra Trident SAELIBIZFin IP €I2S
HERBEHIN, HAEARRNE T REIZ— 1,

&AT LIS HT autoExportPolicy A autoExportCIDRs AT EiR. ErIIANBEENFImMINEA CIDR

, WAl UMFRIIER) CIDR . MR CIDR BHIES&/IWG, LARMEEZETSMH . ST LOEEE
autoExportPolicy AF/Ein. HEIRIFoHEIEZNSHER, XFEEIKE exportPolicy B,
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TEAstra TridentfliZEFFIRZG. BRI LUERRZERIE tridentcetl GHEMNE tridentbackend CRD:

./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24
autoExportPolicy: true
backendName: ontap nas auto export
chapInitiatorSecret: ""
chapTargetInitiatorSecret: ""
chapTargetUsername: ""
chapUsername: ""
dataLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>
fileSystemType: ext4

B RN EIKubernetesEEB# H /A A Ell Astra Tridentizhl2s8Y. MEERNSHERSH#HITTEH(BIIREENMI
FrIEERIHIIEREA autoExportCIDRs [Gif)o

BIFFTIm/E, Astra Trident RI0EFFBEAGENR, UBIBRIZT REVHRIFEN, @TMZERIRETS H R
BRILTI = 1P, Astra Trident AJRILE GRS, FRIFLL IP TRSEPRF T REEEA,

MFUBIEFEENGR. 1BFEREMEI tridentctl update backend BfafRAstra TridentBohBEIESHE
B iXi%@UE—ALXF AUUIDE BT S HIREE. G ENEEEMEENEERM RS HER.

@ HErEE B EERES HRBIEREHFDSEIZHNS LR, MREHCERR, WSKEMR
RHIBER, HEIEHBITH R,

MREFHTIEDT A IP sk, MHBIELT = EEFH/E5h Astra Trident Pod o« Af5, Astra Trident 3 E#HE
EENEIRNSHEER, DU IP B2,

ERRESMBS
QEHEEES. BIALUEREESMBE ontap-nas RahiEF.

(D FZoE, ENIESVM_EEREEENFSFHISMB/CCIFSHMY ontap-nas-economy i@AFHA
ZBONTAP FISMB%E., SNRFKEEEEBHPE—MY. NALERE SMBERIEFKK.

Fraaz Al
FECESMBEZ AT, EIURE LT Mo
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* —/Kubernetes®E&f. EHREE—MLinuxiThlgs T m AR ZE /D —1ME1TWindows Server 201989Windows T
ET 5o Astra TridentfNZ & SMBEEH EIWindows T ;2 _EIE1THIPod,

* E/b—PEEActive DirectoryE1EHIAstra TridentZ$8, LIERLZEEH smbereds:

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* EEEAWindowsAREZMICSILIE, BEE csi-proxy. BN "GitHub: CSIYIE" & "GitHub: &M
FWindowsHICSIHEIE" & BF1EWindows_LiE{THIKubernetes T &=,

p
1. S FAREBONTAP. R LUEIFECIESMBHE., WATLIEFAstra=infFE NG L E— M=,

@ Amazon FSx for ONTAPEESMBHE,

EEI LAER U TR AR 2 —RIZSMBEIEHE "Microsoft BIRIZH 6" HEXHREE R TTHFEAONTAP
BLITRE. EfEFAONTAP S TRHECIZESMBHER. FHRITLUTIRE:

a. AERE, AHELIBERRIZEM.

o vserver cifs share create ﬁ%%&ﬁﬂ@?t?ﬁﬂfﬁliﬁﬁ-pathﬁlﬁﬂlﬂ‘éiﬂ’\ﬁ%@o WNRISTE R
BAREE, WapSREK,

b. S S5EESVMEXEXHISMBHE:

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C BIIRRELIBEE:

vserver cifs share show -share-name share name

() msm bl VB £3 THREE¥EEL.

2. g EmE. HIAECE UL TRBUIEESMBE, BXIEHTONTAP EiRMFIEFSXECEIED. 1EEN EH
FONTAP BIFSXBL & ZEIAN ="
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=K Description Al
smbShare e LFEE LTI Z —: [FEHBMicrosoftEIEiTH]|4S smb-share
FHONTAPES L 1THREEIENSMBEERNRZIR; 2
PFAsta=ImE|TEECIESMBHEMZR; TE. &r]
LIS B U L E# T ERAEEIARE,
FTFREBONTAP. IS EER]ER,
b & #3FF Amazon FSx for ONTAP G i g ;AR
REEAR,
nasType *AINEE N smb IR AT, MBEKIAA “nfso smb
securityStyle HENZ 2R, ntfs 3 mixed X
FSMB#&

WIS E N ntfs B mixed FFSMB%,

unixPermissions HENER, WFSMBE. HBMET,

ONTAP NASHZ & &I~ 51

T RRAAIBIZEONTAP NASIRshiZF H G EHRA FAstra=in&iE, ATRM T K EimRst
Zl|StorageClassesH Rk Ec B R FIFIIFARE B,

[EiRECE I

BXEIRECEED, 1BSMN TR

S
version

storageDrive
rName

backendName

managementLT
F

Description Default
PREEH 1
FHEIRTHIEFF B R FR "ONTAP NAS ". "ONTAP NAS%&

7' "ONTAP NAS R E4H"

. "ONTAP SAN ". "ONTAP SAN%£
Pi

BE X B IR FiERiR IXGHFZFFZFR+" "+ dataLIF

EB s SVM BIE LIF 89 IP it "10.0.0.1", "2001: 1234 :
abcd @ © : fefe]"

I LEE T2 REE S (FQDN).

INREAIPVOITERE T Asta=J7c. MATLUSE A
FRIPveititit, IPvestAbABER SRS HITENX. . Il
[28€8:d9fb:a825:b7bf:69a8:d02£f:9e7b:3555
lo

B X T4 MetroClustert)ift. 15E Il MetroClusteri
s

Z3
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dataLlIF

svm

autoExportPo
licy

autoExportCI
DRs

labels

clientCertif
icate

clientPrivat
eKey

trustedCACer
tificate

username

password

storagePrefi
X

limitAggrega
teUsage
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Description Default

Y LIF B9 IP itk
TE)(FiEN)

BIIETE dataLlF, SIRFKIZMHULSE. NAstra

Trident2 MSVMIBEREUELIF, &R LUIEEATFNFSHE

Hi2EMT2MREE R (FQDN). MmE LLEIETRE

IADNS. LUETEZNEHELIF Z 18] S0 62 & F 17,

A LUEIRIREREN. BSW .

INREAIPVOIRERE T Asta=7c. MATLUSE N
FIPveititit, IPvestAbAER SRS HITENX. . HIdl
[28€8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555
lo

*IFFMetroCluster& &, *IHE M MetroCluster~fils

EfFEFPAY Storage Virtual Machine MBISVM. MHRE

managementLIF EI8%E
*IFFMetroCluster& &, *IH5E N MetroCluster=fil,

& A3 B mh 82 M B3 5 ERBR (R /R 1B

false
R autoExportPolicy M autoExportCIDRs i%
I, Astra Trident®] LB EHEIE T HRE&,

T iHi%EKubbernetesT5 s IPHICIDREIZR
autoExportPolicy BB,

['0.0.0.0/0+ ": > > /0T

fEF autoExportPolicy M autoExportCIDRs i%
I, Astra Trident®] LB EhEIE S H KR,

EWATHH—AER JSON BREIFE
BFIHIESH Baseod HIBME. BFRTERNSHE "

iE

& FinE AEAN Base64 wiGE. ATEFIEBNG ™
RI0IE

Z{E1E CAIEHH Base64 fRidfE, PIik. AFETFIE ™
FHISHIIE

AT EZEIEE /SVM AR R, BTETEENS D
Bl

EIRE &R /ISVM BVERD. ATETRIENSHIIE

£ SVM FECEMENERANEIZR, KERTEEN  "ZREX"

MREAEBILBRDL, NWEEXK. " (BROAESR AR S5 5E)

* RiEARTFEATF ONTAP BY Amazon FSx *

HEERULEGKE BSVM (J1RKHE



=2 Description Default

=

limitVolumes WRIFRBEANBIIE. NEEKXKK, "(FRINBER T ARG SZHE)
ize

LA, EEREHIE AqtreeFILUNIA N B IBMYE R K

K/ gtreesPerFlexvol EHATFTHENX S

MFlexVol BIEKqgtree#fo

lunsPerFlexv & FlexVol B95&A LUN %k, #17f 50 , 200 35EE  "100"
ol V\]

debugTracefFl MIEHRNBEERIIEIRIRS. Fla0. {"api":
ags false. "METHO": true}

H}

1570MEMA debugTraceFlags BMRAEEEEHITHREEHE
BRAFEEIFM BT E,

nasType BoENFSESMB& B, nfs
EDEE nfs, smb AT, RINBERT. B&EERN
TREENFSEIRBENT,

nfsMountOpti NFSEEIENANIES 7RI,

ons
Kubernetesi¥ A &RIIEHIETHE E EFERTPIEE.
BINREFERPARIETHER L. NAstra Tridenti&
[B)iR 2 A 7268 R IR EC B XA 8 B RO EHE L,

NREFMERNECE X R RIEELHIET. MAstra
Trident R RTEXREXAIKA S LR B EAHERED

gtreesPerFle & FlexVol BIEK gtree #1, #Z07E 50 , 300 SEE 200"
xvol A

smbShare A LIEE U TR Zz—: EAMicrosoft BIBITHIE  smb-share
FONTAPH L 1TREEIENSMBEREZMREFR; 2
PFAsta=IEEITHEECIESMBHEMZTR; HE. &8
LSBT UL IEE# I TEBEZIAN,

JTFHEFONTAP. LB E %M,

Jtt%?ﬁliﬂ:Amazon FSx for ONTAP/Gim A B, &

Hb Io

useREST FITFfEF ONTAP REST APl B97R/RE%, * AT false

useREST fEA— M RATNSRARIEM. BIEFNIAIF
5. MAREFILENH, KB true. Astra
TndenthﬁFHONTAP REST API5 Rim#{Ti@(S. It

INREEEFAONTAP 9. 11 A NEShRA, Ltksh. A
FIONTAP BEFABNNENIAIR ontap MAERF.
X— A B TNE XK FHE vsadmin l cluster-
admin A,

useREST MetroCluster R $,



BT EEENEIRECE XN

TR ATEPERAXEETITFIZARE defaults BEEEERD

spaceAllocat
ion

spaceReserve

snapshotPoli
cy

gosPolicy

adaptiveQosP
olicy

snapshotRese
rve

splitOnClone

encryption

tieringPolic
y

unixPermissi
ons

snapshotDir
exportPolicy

securityStyl
e

Description

LUN BY==a] 3 Bc

FEIFNEELR; "T(*
E{E A Snapshot FE&

)" ()

BX16, BERUTERERG.
Default

IIIEEﬁ"

na&ll
llaall

EHOIEME DA QoS HRE&H, EFRENEEM /
[Ei#H9 qosPolicy 8% adaptiveQosPolicy Z—

ERCENEDENEIEN QoS KIRE, ®EFEI ME
figith / JFimBY qosPolicy 3 adaptiveQosPolicy Z—-

A% ontap-nas-economy.

HNREMENEB DL

BIEIERY, MERXLFD & E

yuﬁﬁuou\ )n\uygnon
snapshotPolicy /"none". &N

¥

false

e 5 LB RANetAppBINZEE(NVE); BRIAA false, false
EEALLET, SRR LIRE NVE BIIFRIHER

NVE .

WMREGHBHETNAE, NI7EAstra Trident ER & HI{E

AIEEE R FENAE,

BXFAER. BEW:

MNAEECEfERA"S
fER" TR RS

MERERI

EHIFTEYIAIR] . snapshot B&
EF AN S R

MENR 2RI

NFS%#F mixed fl unix Z£ER,

SMBX#F mixed Ml ntfs L&,

"Astra Tridentd1{fAI 5NVE

FFFONTAP 9.5 SVM-DRZ BIRYAD

B, AIRE"
"TTT"RIANFSHE; T(RER)R
T~SMBE

false

default

NFSERIAMEN unixo

SMBERIAMEA ntfso

7£ Astra Trident A QoS HKEZLHAFEE ONTAP 9.8 RE A, EBINFEAIFEE QoS HRAE
() | tmEEmaAslNETFE I RS S, 33 QoS FRABHIE TIFRRNEEITE T L

Ro
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HECE T
THE—TEXTRIAMERRG:

version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:
k8scluster: devl
backend: devl-nasbackend
svm: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: premium
exportPolicy: myk8scluster
snapshotPolicy: default
snapshotReserve: '10'

iEFTF ontap-nas # ontap-nas-flexgroups M. Astra Trident=RFERAMBITE S EFRSR
fRrlexvol BIKR/NSsnapshotReserveEEEMPvCcHEE, HAFIEK pvc BY, Astra Trident =#
RftECIZAREZSTEINRIR Flexvol . WITEAIHEBFE pvc FKREIFMEKRNAIEZE, MAE
INFERIERN=IE, F v21.07 Z#l, WRAFIEK pve (B30, 5GiB ) , #H snapshotReserve
7 508 , MREIKE 2.5 ciB HWAIETE, XERANBFRIBRHUEENEM snapshotReserve @HH
B— 1B tb. ETrident 21.07F. FHAFIEKRMNERETIE]. Astra TridentEX T snapshotReserve ¥#FRR
BIMNENBDL. XFAERTF ontap-nas-economyo S IATRAILLT BETERIE:

HEGENT:

Total volume size = (PVC requested size) / (1 - (snapshotReserve
percentage) / 100)

33F snapshotReserve = 50% , PVC &K =5GiB , HEA/\7 2/.5=10GiB, AJAKXK/NF 5GB , XEAF
£ PVC IBERFIEKRIA/N o volume show B NERSUUTRHIZEPUAILER:
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Vserver Volume Aggregate tat '‘pe Size Available Used%
_pvc_89f1lcl56 3801 4ded4 9f9d _034d54c395f74
online Rw 18GB

pvc_eB372153_9ad9_474a_951a_088ael5elc@ba
online RW 1GB

2 entries were displayed.

TEF4R Astra Trident B, FtaiREMNINE ERFREB LR IGBEES. MTEALZZFCIENE, ENIARE
SR/, DUEMZRFIFTMAIE. H190. BEFEH2 GiB PVC snapshotReserve=50 ZRIMNERZE. E0lig
1 GiBRIAIE=ia), 0, KFEK/NEAEA 3GIB A ANAIEFE— 6 GiB £ _Ligft 3GiB f9AI E =8,

xIRECERA
UTFRAIERTRAZSHEHREANBRANENESELE, XBEXEHRNRESETT .

@ WRTEFRF Trident B9 NetApp ONTAP _Ef#F Amazon FSx , ¥4 LIF 5% DNS &#F, mF
2 IP ik,

ONTAP NASZZF MR

version: 1

storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

ONTAP NAS FlexGroupfjl

version: 1

storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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MetroCluster; 3|

TR UM EETRE. MR EYIRMYIEEFERERENX "SVMERIFIME"

BT[], 1EFERISESVYM managementLIF F A& dataLIF ] svm parametersffl0:

version: 1
storageDriverName: ontap-nas
managementLIF: 192.168.1.66
username: vsadmin

password: password

SMB#& 5l

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
nasType: smb

securityStyle: ntfs
unixPermissions: ""
datalLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password
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ETFIEBR S (D INIERG

XE— " REEHIEE R, clientCertificate, clientPrivateKey, #I
trustedCACertificate (MRFEABECA. MANHEFIET backend. json MAHIRAEFIHIER.
T RZRAF S CAIEERIbase644mi3{E,

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

datalLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXROZXJIJwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

BE)S SRR

LRI ER T W{AHER Astra Trident EFTHS S LR BN EESHERE, HREXNTFHENLE
ontap-nas-economy # ontap-nas-flexgroup JoIIEF.

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-1la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password
nfsMountOptions: nfsvers=4
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IPv6ithiE Rl

WRFIERT managementLIF fERIPvEiiL,

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: "[5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-1la
backend: testl-ontap-ipv6
svm: nas_ipvé6 svm
username: vsadmin

password: password

Amazon FSx for ONTAP{EFESMB% 5l

o smbShare EFASMB&HIFSx for ONTAPEE S,

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

dataLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXROZXJIwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

RE A S i 15

ZETEHETHRFIRREXXGH. NFBEFENSE TIREMIAME. B30 spacerReserve Jn
spaceAllocation Hfalse. # encryption Hfalse, REINMEFEMESED HFHITE N

AEA 27F"Comments"FEEHIGBEIEITE, 7EFlexVol EIRE 778 ontap-nas Z¢FlexGroup ontap-
nas-flexgroup. 1EECEMS. Astra Trident= R EMM EHNFABEIREEFIEIFES. AT HEEL. FHER
AR LIRIRE S BV AEE X iR,

EXLERfd, REEFE#FIBITIRE spaceReserve, spaceAllocation, A0 encryption B, MEL
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ONTAP NASfl

version: 1
storageDriverName
managementLIF: 10
svm: svm nfs
username: admin

password: <passwo

nfsMountOptions:

defaults:
spaceReserve: n
encryption: 'fa

gosPolicy: stan
labels:
store: nas_stor
k8scluster: pro
region: us east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us east 1
defaults:
spaceReserve:
encryption: '
unixPermissio
adaptiveQosPo
- labels:
app: slack
cost: '75"
zone: us east 1
defaults:
spaceReserve:
encryption: '
unixPermissio
- labels:
department: 1
creditpoints:
zone: us_east 1
defaults:
spaceReserve:

encryption: '

: ontap—-nas
.0.0.1

rd>
nfsvers=4

one
lse'
dard

e
d-cluster-1

a

volume
true'
ns: '0755"

licy: adaptive-premium

b

none
true'
ns: '0755"

egal
'5000'"
b

none

true'

unixPermissions: '0755"

- labels:
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app: wordpress
cost: '50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: 'true'
unixPermissions: '0775'
labels:
app: mysqgldb
cost: '25'
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"



ONTAP NAS FlexGroup:Rfjl

version: 1
storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: flexgroup store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '50000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: gold

creditpoints: '30000"'
zone: us_east 1b
defaults:

SpaceReserve . none

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: silver

creditpoints: '20000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

protection: bronze
creditpoints: '10000"
zone: us_east 1d
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defaults:

spaceReserve: volume

encryption: 'false'

unixPermissions:

I GTTET



ONTAP NASZZF MR

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: '6000'
zone: us_east la
defaults:
spaceReserve: volume

encryption: 'true'
unixPermissions: '0755'
- labels:

protection: bronze

creditpoints: '5000'
zone: us_east 1b
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0755'
- labels:

department: engineering

creditpoints: '3000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

department: humanresource
creditpoints: '2000'
zone: us_east 1d
defaults:
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spaceReserve: volume
encryption: 'false'
unixPermissions: '0775'

B EiHSTE| StorageClasses

LU R StorageClassEXIEE M [FE /S0, A parameters.selector FEEH. & StorageClass#l
2FEHTATRESNEDNL, SBEEERIERENE N AHE.

* o protection-gold StorageClassiFMRFEIPRIE—NFIE Z PN EIMAH ontap-nas-flexgroup fg
i, XM B —IRMHBRERIPAIA,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* . protection-not-gold StorageClassMEtEIFRHYE = NFIFEMEMEA ontap-nas-flexgroup
[Gif. XLt B —IRHEETRIAIMRIPEIIRIM,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* o app-mysqgldb StorageClassiGBRETE PRI AP EIAM ontap-nas fGif. XEAmysqldoZEEAIR A
FEFRHEE DA E R —t,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

* o, protection-silver-creditpoints-20k StorageClassi&RgtE|FAYE =B ontap-nas-

flexgroup [Gif. XEM—IRMHREERIFF20000™ME AR,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

* o creditpoints-5k StorageClassiFRTEIPRIE =D EAM ontap-nas FHIFIHME Z N EIAA
ontap-nas-economy [Gif. XEM——{EH=E/I500089:t™~ Mo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

Astra Tridenti§/RTEZEZM N EMA. FHRFRBEFHEER,
B datalLlF YIMAECES

TR UTEARECE R ECRBUELIF. HERBITU TS, NG IHJSONS R EHAVEIELIF,

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>
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@ EE%PVCE%EU—/PEJZ%/PPM\ MABRAFFENNPod. ARKEMER. FHEBIELIFAEE
o

iEFF NetApp ONTAP A9 Amazon FSX

% Astra Trident 53&FT NetApp ONTAP Y Amazon FSX &&1E M

"1& T NetApp ONTAP B Amazon FSX" @— 2t EMNAWSARS. rI{EE - Bah#l
1IZ1THNetApp ONTAP FEIRERARIRHESZIFHNXH RS, EBHERTFTONTAP BYFSX.

1EE] UF) RIS SEHINetAppIhAE. HAEFIEIRETHAE. FIRFIBEAWS EFMEEUERIE @
M. REM. ZEMMEY EM, FSX for ONTAP X1FHONTAP X4+ R A HEEFM EIEAPI,

pu

XHRGEZE Amazon FSX RV EBRZIR, FINTAEPERERY ONTAP &8, &1 SVM H, EALIGIE—1
20 E, REERRBXAMXHREFEEXRATRIHIESR. EEIEMAT NetApp ONTAP #J Amazon FSX
, Data ONTAP RfEAN=HFEITEX R SR M. MBI RGEETTA * NetApp ONTAP *

BT 3% Astra Trident 5iEATF NetApp ONTAP B Amazon FSx & &ER, &r]LIFA{RTE Amazon Elastic
Kubernetes Service (EKS) H3infTHY Kubernetes &£ AILIECE B ONTAP F {0 HIRA Xk At E.

iEFF NetApp ONTAP BJ Amazon FSX {8 "FabricPool" L EIEFER. @I T, EaURIESIESTREH
B RAGEIREETE R o

AEEM
* SMB#&:
° SMBEX#H#FEHH ontap-nas XRIREHTEFo

° Astra Trident{¥Z & SMBEEEH ElWindows T3 = _EiE1TAIPod,

* TridentZToAMBRTERB B T Boh& B EIAmazon FSXX U RS LEIENE. EMIER PVC , EEEFshfiFR PV
# ONTAP B9 FSX &, ERFIEICIREER , BHRITLLTIRE:

° TBMEER " IREEE " REEIEAT ONTAP By FSX XS, RECIZTIERIBRABMER, B
TR ERFIR IR,

° %Hﬂ AR ERIR " B, RRABmHE&EN. RRBIEMFILUE Trdent BIIMERE, MERE—TFhT
o

v Backup and maintenance - optional

Daily automatic backup Info
Amazon F5x can protect your data through daily backups

Enabled
© Disabled
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FSx for ONTAPIRENFEF ¥4 2
1&a] LUE B LU T IR shi2F 48 Astra Trident5i&FH FNetApp ONTAP BYAmazon FSxEERK :

* ontap-san: BRBEMNSIMPVEIZEBZHAmMazon FSX for NetApp ONTAP &HAI—PLUN,

* ontap-san-economy. BCENEMPVERE—TLUN. ¥ FNetApp ONTAP %#. & Amazon FSXHILUN
HEEAEEN.,
* ontap-nas. ECENEMPVER—MEF FNetApp ONTAP BY5EEAmazon FSX%E.

* ontap-nas-economy. ECEMEINPVEIZR—qtree. ¥ FNetApp ONTAP &. &1 Amazon FSXHqtree
HEZEAEEN,

* ontap-nas-flexgroup: EEEMEIMPVEIZR—MEFRTNetApp ONTAP FlexGroup HI5EEAmazon FSX
%o

BRREIEFFMER. BB "NASIKEIZE" M "SANIRENIZE"
SHWIE
Astra TridentiR {HF# Z 2 IIFE .
* EFIEH: Astra Trident KA SVM ELRERIERS FSX XHERS LA SVM #HITE(S,

c EFEIE: ErIUEA fsxadmin XHERAHAF vsadmin ASVMECERAF.

Astra TridentR{E39iE4T vsadmin SYMAR RESHERAENEMEIMES, 10
(1) FNetApp ONTAP #Amazon FSXEE £sxadmin HIRBIRONTAP HIFIF admin B
Po EN1BRZVEIER vsadmin A Astra Tridents

U EHRREUEETERENA EZMETIEBN A A2 E#EE), B2, REZ IR EREMER. WSk
SIBERN, BB EMEHINIESZE. KM EIHREEPRBRIE 5%,
BEXBRBMIIENFHAER. F2RERTENRIZEF RN B HDIIE:

* "ONTAP NASH {4 3% "

* "ONTAP SANES {458 F"

THREZER

* "Amazon FSX for NetApp ONTAP 14"
* "G 3XEFAF NetApp ONTAP HJ Amazon FSX MEE X E

£ & T NetApp ONTAP fJAmazon FSX

&0 LUEIE AT NetApp ONTAP FJAmazon FSXX RS 5 Astra TridentSER. LAFRTR
7£Amazon Elastic Kubernetes Service (EKS)Fiz1THIKubernetes& 8 0] LAFC & FHONTAP
IR SZIFERA KA LS
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R
LtEGh "Astra Trident Z23R"EBIFEAFONTAP BIFSx5Astra Trident&ERL. BEE:

+ EEMIMEAmazon EKSEE S H B1EKubernetes&E ¥ kubectl BRE,

s AT MEEM T ET =iA1a A E Amazon FSx for NetApp ONTAPX {4 £ 4:#1Storage Virtual Machine
(SVM)o

* WEBILENI(ET R "NFSEISCSI",

@ HRZEAmazon LinuxFlUbuntuFr BT s R T BI#H1TIR(E "Amazon Machine BREER"  (
AMIS ) , BEREUATFER EKS AMI 38,

* Astra Trident{XZ##i5SMBEEZ EIWindows T = _Liz{THPod, 15& M EFECESMBE THIFMAEE.
ONTAP SANFINASIXEHIZFER
(D mEErSMBEEE. MBI EERESVBE SIREH .

g
1. FEREP—FhEFZE Astra Trident "SFZ757%"

2. IREESVMEELIF DNSEFFR, fBlal. FHAWSHLITREEX DNSName FAIZEE Endpoints —
Management IE{TA LG

aws fsx describe-storage-virtual-machines --region <file system region>

3. BIENMREIES "NASFIHSHIUIE" & "SANSIHS 7 IUIE"

BRI UM AT LA R R AT R EFER SSH BREINXHERS (Hla0, ZEIEB) . FH
fsxadmin AP, QIEXEHRSGNEEENZREUMTHEIEDNSEZFR aws fsx describe-

file-systemso

4. ERERIEBMERE LIF B9 DNS BRI EmXMH, AT RGIFR:
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YAML

version: 1

storageDriverName: ontap-san

backendName: customBackendName

managementLIF: svm—XXXXXXXXXXXXXXKXXX .L5—XXXXXXXXXXXKXXXXKXX . fsx.us~—
east-2.aws.internal

svm: svm01l

clientCertificate: ZXR0OZXJwYXB...ICMgJd3BhcGVyc2

clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz

JSON

{
"version": 1,
"storageDriverName": "ontap-san",
"backendName": "customBackendName",
"managementLIF": "svm-XXXXXXXXXXXXXXXXX.fs-

XX XKXXKXXKXXKXXKXXXXXX . fsx.us—-east-2.aws.internal",
"svm": "svmO1l",
"clientCertificate": "ZXROZXJIJwYXB...ICMgJ3BhcGVyc2",
"clientPrivateKey": "vciwKIyAgZG...OcnksIGR1lc2NyaX",
"trustedCACertificate": "zcyBbaG...b3Igb3duIGNsYXNz"

BEXUERmNER, B TEE:

> “fEFONTAP NASIREHIEFEC & R iH"
° " ONTAP SAN IR FE & R im"

EEESMBS

o] UERAECESMBE ontap-nas IRahiER. STE] ONTAP SANFINASIREHIZF SR ST TR,
PR, =P

7 BEERBIESMBE ontap-nas REhFEF. NS E LT 514,

* —/“Kubernetes& 8. EFEE—MLinuxiThlZs T R AR ZE/D—PET1TWindows Server 201989Windows T
FT &=, Astra Trident{¥Z#IESMB&EEH FIWindows T = _EiB1THIPod,

* E/b—EEActive Directory’Z#EfAstra TridentZ 0, LU ZH smbereds:
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kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

« BIE H9WindowsBREZHICSIAIR, BB csi-proxy. BB "GitHub: CSIfLIE" 5 "GitHub: &
FWindowsHICSHLIE" @A F1EWindows_EinfTHIKubernetesT5 &0

p

1. BIEESMBH =, ERILMFERUTRMA R Z—CIESMBEIEHE "Microsoft EIRIZH| &" HEXHREERE
TCELfEFIONTAP si <175 H. EfEAONTAP sp 21T EBIESMBHEE., BHITUUTIRIE:

a. AEKE, AHELIBRERRIZEN.

o vserver cifs share create MSEEOIEHZHAE ﬁé‘-pathiﬁﬁqﬂ?‘é‘@ﬂ’ﬂﬁﬁﬁo WNRISTE R
BAREFE, WepHRK.

b. 8} 51EESVMEXEXHISMBHE:

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

c. IMFERRELIEHRE:!
vserver cifs share show -share-name share name

() msm ol sve £3 THREE¥EEL.

2. piEERmEN. HNEEEUTHRBUIEESMBE, BXIEHATONTAP GinFrEFSXELE X, FE N EA
FONTAP BYFSXED & ZEIm A",

W

5 Description ANl

smbShare EBEIEE A T™EIMZz—: & smb-share
FMicrosoft EIB#5 %l & ONTAP
mRITHRECENSMBREENR
R, &R IFAsta=ImZEITHEES!
FESMBHEZEH A TR,

FFFAmazon FSx for ONTAP/G
s WLBSHENE,

nasType TS E S smb  IRAT. WWEL smb
ik%] \nfSo

securityStyle HENZEET, ntfs 3 mixed W FSMBE
WITZE N ntfs I mixed A
FSMB#5,
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B3 Description Nl

unixPermissions HENER, XFSMBE., Mg "

iEFFONTAP RYFSXED & AR5

T HEATFONTAP B9Amazon FSXEIRECE XN, ATIRMET BinEcE =G

[EiRECE TN

BXEIRECEED, 1S TR

B Description ANl
version R
storageDriverName FEIXEHIE I B TR ontap-nas, ontap-nas-

economy, ontap-nas-
flexgroup, ontap-san,
ontap-san—-economy

backendName BE X B FE TR IXEHIZFRFR + " " + dataLIF
managementLIF g8+ SVM EI12 LIF 89 IP sk "10.0.0.1", "2001: 1234 :
abed @ : : fefe]"

B LS E T2 REE# (FQDN)o

WNRERIPVOITELE T Asta=7T
¢4, MBTLUREAFEREIPv6it
i, IPVEHIIEAT R IES TE X
f540: [28e8: d9fb: a825: b7bf
. 69a8: d02f: 9e7b: 3555],



dataLlIF

autoExportPolicy

autoExportCIDRs

labels

clientCertificate

clientPrivateKey

trustedCACertificate

username

98

Description

X LIF B9 IP ik,

* ONTAP NASIREHIZF*: EBilis
TEdataLlF, SNERFRIEMHULSE
MAstra Trident& MSVMIREXER
BLIF, &olLIEER FNFSIEH R
EM L PREE R (FQDN). Mme]
LIBIZEEIFDNS. LUETEZ MR
ELIF Z 8] SR fa & F17, vl LATEH])
BISEREN. 1BEEW .

* ONTAP SANIRZHFERE*: &
FiSCSIFETE. Astra Tridentfs
FHONTAP JEF M4 LUNBRET K & T8
U ERERTEFTEMISCI LIF, 308
BEMAE X T dataLIF. NMIS4EREZE

= =

Ho

WRFEARIPVOIRELLE T Asta=JT
2. NMBTLUEE NERIPv6itt
bt IPveHIIEA TR A ES E X
fl40: [28e8: d9fb: a825: b7bf
. 69a8: d02f: 9e7b: 3555],

BB BN EH T H R [(HR
(=18

R autoExportPolicy M
autoExportCIDRs 1%&EIl. Astra
Trident?] LA BshE RS H 5K,

BT ifiEKubbernetesTi &2 IP
BICIDR%IZE autoExportPolicy
[=y=)=H

fEF3 autoExportPolicy
autoExportCIDRs &I, Astra
Tridentr] LU BEh B IR S H 5REE,

BEVHAFEN—AEE JSON B
IR

EFIEIFHH Baseb4d {RiB{E, A
FEFEBNS R

EFinT A1 Base64 fmig
B, BTFETIERNEHRIIE
Z{SE CA LAY Base64 4Ri{E,
ik, ATETFEBMNEHIIIE,

AT &R ERBNSVMBAF R,
BTFETFRENSHEIE. F

M. vsadmin,

Nl

false

"["0.0.0.0/0 " ":

/0"



2

=

password

svm

storagePrefix

limitAggregateUsage

limitVolumeSize

lunsPerFlexvol

debugTraceFlags

nfsMountOptions

Description NGl

AT EERI SR SVMII R, A
FETFRENS DRI,

E{FAM Storage Virtual Machine  #NSR$EESVMEIELIFNKAE,
£ SVM R EFHENERANEIZR. trident

BIBETAEN. BEEMILSH.
BEELIB—I B EIR.

J&/N+EEAmazon FSx for NetApp &7,
ONTAP,

R fsxadmin M vsadmin 5

MEEKNEREAFERBRTERIN

FH%EJ F{ERAstra Tridentdt Ei#1TR
I [o]

MRBFBRPERNEILE. WE " BOAER TRRESLHE)
BRI

tbsh. E=PREIE 7qtreeFILUNLEL
REBNENRAKN
qtreesPerFlexvol EMATFEHE
X & MFlexVol BgzAqtree#i

S FlexVol IR ALUNEUARE 100
50. 2005EEIA,

{YSAN,

HWIEHRN EFERANARINS. & T
5 {"api": false , "method " :
true }

15711ER debugTraceFlags BRIE
BIEERITHIEHRRHFEZ AN
HEF i,

NFSEHIAIAE S 73 MR 120

Kubernetes}FA EBIIEH TR E

EFMEEPIEE. BUNREFME

hoRIETEFEH A, MAstra Trident
B EhRE(FERFMEEIRICE X HF P

FERERVFERIED,

MREFEENEREXHETRIEE
LR, N Astra TridentR 1%

Hﬁﬂ’ﬂiﬂ'l&%kiﬁ%&ﬁ?ﬁﬁiﬁ
i,
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S Description A5

nasType BEENFSESMB&E I, nfs
EIEE nfs, smb AT

AR BN smb W FSMBE, *
MRIGERT. MEHAANFSE,

gtreesPerFlexvol 8 FlexVol B95xK qtree £, w71 200
7£50, 300 EEN
smbShare BaLIEE U EmMz—: f# smb-share

FBMicrosoft® iE?:fE'JL‘IJZONTAPnp
LITRmEIENSMBE ;E’J%ﬁ’]’
HE AIFAsta=IRE|INEERI ESMB

HE=R,

3tFAmazon FSx for ONTAP/G .
B HE2NEDN,

USeREST BF{EFH ONTAP REST APl B9%/R false
S, * FHATE *

useREST fERN— M AT SRR
. BWNATFIRAFE. MARE
FEI{ENEH., EBEHNN true

. Astra Tridenti&fEEFHONTAP
REST API5 iRl iTiE s,

HIHREEEFEAONTAP 9. 111K FE
ShRAs, ttIh. EFIBIONTAP ER
BBENTERGHIRE ontap AR
Fo X— s Al@id FRE XK B

vsadmin M cluster-admin f8

o

T3 datalIF YIBECER
SR UEVIREE R ENEUELIF. HERBEITUTHm S, AMEIRISON IR EHIEUELIF,

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>

@ QE%PVC EEE—PHZMPod. MHBRAFFENNPod. ARKEMER. FHEUELIFAEE
Ko

FAFEE SN IR E LM
TR AR R EAREETUERIBIARCE defaults BEEED. BXTA, BEERUTRERG,
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2

=

spaceAllocation

spaceReserve

snapshotPolicy

gosPolicy

adaptiveQosPolicy

snapshotReserve

splitOnClone

encryption

luksEncryption

tieringPolicy

unixPermissions

Description

LUN B=iB1 A ER

TEMEEN; "k (KFE) ;"
5" (B

E{FFARY Snapshot L
ZEHBIENEDEH QoS LA,
RSN EFEMEEIRRIqosPolicy
g{adaptiveQosPolicy Z —o

£ Astra Trident FfEEFH QoS ZRE&LH

=2 ONTAP 9.8 S{ESARAS,

BINERIEEZQoSHRARA. Hif
RERBADHNATF ST HDE,
HE QoS RESAREXFIE TIEfE
NEFHEXH LR,

Default
true

none

none

ENEIRNEDERIBIEN QoS &R °

B&LH, EFENEENH G
AJqosPolicys{adaptiveQosPolicy 2

o}

A% ontap-nas-economy.

FREROTAENER DL

BIZTER, MERXRIFDE7TE

1T¥% _E B FNetAppEBIIZ(NVE)
5 BIAA false. BEfERILIED,
AT S EE 3RS NVE BOIFRIHE
FA NVE »

NREFUWEA TNAE. MTEAstra
TridentRECEREREERTE
FANAE,

EXFAEE. E5N: "Astra
Tridentd1{fal SNVEFINAEE &{E A

[e}

BRLUKSIZE, F&0 "EALinux

Si—EEAIRE (LUKS)"

{YSAN,
EFHIER none

MEREL,
I FSMBERE N,

%1% snapshotPolicy /¥ none,
else"

false

false

snapshot-only I&@FFONTAP
9.5 SVM-DRZ HitVFEZ &
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o Description Default
securityStyle MENLTEER, NFSERIAEN unixo

NFS#F mixed fl unix Z&HiR SMBEIAMEN ntfso
o

SMBE‘Z?% mixed Ml ntfs TR

o

il

f#H nasType, node-stage-secret-name, # node- stage-secret—-namespaces Ea] LIIEESMBHE
FIRMHFrEERYActive DirectoryEE, SMB&EXIFER ontap-nas NRIXKENTER.

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: nas-smb-scC

provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-nas"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

FEKSEEf i S Asta Trident EKSHNE;I523.104k

Asta=IRTZ &= 14 T Kubelnetes$3i& FH FNetApp ONTAP7ZfiEYAmazon FSxEIE, fEFF
EANGMEEREBRT ITNEEFBE. AFA BB IAWSLKIE. BJ5Amazon EKSEE
BER, BIEKSIEI. & LIBAH{RAmazon EKSEMLZLIAE. FEDRiE, B
BENEMMEMAEN TIEE.

EECEIEATAWS EKSHYAsta TriDentiN#EH I 2 /. IBHREHERE AT &E:

* BEEMMITIFAAMazon EKSEEENK -
* AWSITAWS Marketplace B[R :

"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMIZEAY: Amazon Linux 2 (AL2_x86_64)3Amazon Linux 2 ARM (AL2_ARM_64)
* HREE: AMDZ{ARM
* IMAEAmazon FSx for NetApp ONTAPX 4R 5;
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S
1. 7£EKS KubernetesE£&f F. SHNZ*MHANIR*IEINR,

EKS D Clusters ) netapp-test

netapp-test

(@ End of support for Kubernetes version 1.26 ts June 2024, f you don't update your cluster to 3 later version bafore that date, it will automatically enter axtended support. After the extended support

preview ends, clusters on versions in extended suppart will be sbject 1o additional fiees. Leam more (4

¥ Cluster info et

Etatus Kubefngtes verslon info
Aathoi 1.26

Suppart type

@ Standaid suppart until Juie 2024

Owervhew Resources Compute Metworking Add-ons. Authentication Dbservability

Add-ons (3}

Update history

Tags

View detalls

| Q. Find add-on

||any=an-gury v ||Any=utm v

Provdider
EKS

¢ 1 2

2. ¥ F|*AWS MarketplaceMihnIn*#i%E#E_storage 251,

AWS Marketplace add-ons (1)

sty sashacnbe ba g cornigare EX% aoid-onm T enhance e CX5 clissers

8 Fad oddfeon |

Filtring opdsans

| stotage W .ﬁ:ﬂ'mﬂur - |iﬁr|jprir.inqlmndrl "l":

Clpar Nilters |

N MNetApp  AstraTrident by NetApp

Aigtrm Tradeni streamibes Lo s {or Metdpp ONTAP viorage massgemern » Esberneie iu iei
yous deeplopers and adminkitasons oo on applicston deployment, P for DRTAF feaitad iy,
sislalility, snd mtrgration cagabilitics make i 8 wheel chokts for drgacization seeling eficiors
strnmneristd Mg eorcfoes. Mmuct deesils [F

Catepory Listed by Sopported versbid | Pelcing startng at
Morage HetApyn, v, 127, 1,26, 1,25, Wiew peicing
124,128 drtai [
ot [

3. #E|*AstraDent* by AstraDent*HiEFHINetAppiff BIEIEIE,
4. JEIRFR TR MANER A hR A,
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Astra Trident by NetApp

Listed by Category Status
Akstaps storage ) Ready to install
You're subscribed to this software View subscription J b
You can view the terms and pricing detadls for this product or choose
another offer if one is available,
Version
Srbewc the windon Ror thin Sddd-on
w23 10UD-cheabsal el 1 - |
Select IAM role
Sarlech am LM rode Bg s with ihin add-on. Tooreate 5 mew eeld, Tollow (P mbrociions im ihe Amucon EES Lises Guilde L.
Mot set & |
(] Fn'l'.u:'rmdﬂ
Not et o

- This acid-gin will use The 1AM reote of the nods wher it ins

ERBEMNT S B &BIAME GBI,
6. *E?E EEE§E1—JT X%) m\): F*Next*o

Review and add

Step 1: Select add-ons Edit

Selected add-ons

Gl Find odd-an |
Add.on name - Type v Skafu
metapp_trident=operator g @Hudj o natald
Step Z: Configure selected add-ons settings
Selected add-ons version
Rild-gan Nami Viersan 1AM role
LR _ 1SN DO el St VI3 10 0-whalsile. 1 Inbera froem pode

7OmE IR
8. I INBIMEPRESZE /_Active_.
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ERBGSITRARE/ENHAER F=IKEKSNEIN

fERm<LT ﬁEQ%Asta Trident EKSHNELIR

MU T far < BF LEEAsta Trdent EKSHNEIN :

eksctl create addon --cluster K8s-arm --name netapp trident-operator --version
v23.10.0-eksbuild.

eksctl create addon --cluster K8s-arm --name netapp trident-operator --version

v23.10.0-eksbuild.1 (AL BIRZS)

FERGSITREEZ Asta Trident EKS/NZEIN ;
LU T ep S EE Asta= IFEKSANZ I ;

eksctl delete addon --cluster K8s-arm —--name netapp trident-operator

53 kubectl G5k

BImENX T Astra Trident 5SEERAZIEINXR. EFIF Astra Trident A1 SZTZER SR
HITEIE, LA Astra Trident iZlIIﬁMlZT?ﬁ%%,u@EE%o L4 Astra Trident f§, T—F 2
Sl G, - TrldentBackendConflg BiE BENXZBEENX(CRD). ErlLIEEZ®E
idKubernetes RE I EIE Trident/gifm. 0] LUERARITILIZIE kubectl 8§
5Kubernetes 73 X R EMHICLIT A,

TridentBackendConfig

TridentBackendConfig (tbc, tbconfig, tbackendconfig)@—NerRANTNEMFIHCRD. AIBTFE
I Astra Trident/gif kubectlo IM7E. KubernetesF7ZfEEIE G A LIEZE I Kubernetesin LT RECIEME
Bk, MAEEAMPITEERER (tridentctl) o

Bll##8Y TridentBackendConfig W&, FRELUTIER:

* Astra Trident REZIRENEE Bt EIR. IWEENZPRSTA TridentBackend (tbe,
tridentbackend) CRo

* o TridentBackendConfig Mi—4fE %] TridentBackend XEHHAstra TridentliZEH,

B TridentBackendConfig R —I—MEY TridentBackendo BIERENEFPIRMEEAEFIKITHE
BRHNED; EER Trdent RALFREHRMNRIA .

(D TridentBackend CRSHAstra TridentEzheliE, & * RN * B El]l. WREEHGH. 158
TEBCRIITIEIR/E TridentBackendConfig 3R,

BXEE. BB WL TRA TridentBackendConfig CR:
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

EERILUEBFRIRA "Trident ZE2F" FRREHET S / IRSHRFIEEE R,

o spec RANVGEIHIHENEESH, FUROIP. FiRfER ontap-san FHEREIER. HERILAPIRHNEE
2. BXRAFEMEENIZEFNEEETTIR, HEN "FHEREFNEREEREFEE"

o spec BTILEE credentials Ml deletionPolicy FE&. XEFEEERFILA
TridentBackendConfig CR:

* credentials: WBRENEFE. G8ATHEEFEEAS/RSHITEHDEIINETIE, HZEIEENAF
#28 Kubernetes Secret o ERERGEUANAF N EE, ASSHIEIR.

* deletionPolicy: ItFERENXTEERBINAITIIRIE TridentBackendConfig EMIBR. E©RILIEA
UTRMageEZ—!

° delete: X¥EMIBFRXME TridentBackendConfig CRIUNKEEMNGIRK, XEMIAME.

° retain: HHIBY TridentBackendConfig CREMIFR. FIREXNIEE. AIERAIITER
tridentctlo REMBRIREZIGE N retain AFHAFBRAEIFEAIRZA(21.04 2 BIRIhRZS ) H RGBS
U, WWFEMERIMUEZIGEH TridentBackendConfig BEAliE,

EiRNBZIRMERRITIZE spec.backendNameo MEXRIEE. NEHENZFEEE RNZTR
(D TridentBackendConfig &R (metadata.name), ZINFEREXIZEGIHAN

spec.backendNameo

ERRIZEMEIR tridentetl BB XBER TridentBackendConfig WK, ERILUERFERE
ISR kubectl BT EIE TridentBackendConfig CR.ATUINMEEMEERIELE S E (!

i spec.backendName, spec.storagePrefix, spec.storageDriverName' %)

o Astra Trident¥BISPEMEIEN " TridentBackendConfig ERTNLEERN G,

TERER
LUERCIEH SR kubectl, ENHITLATH1E:

1. B "Kubernetes #172", IthZZEAEIE Astra Trident STEEEE / RS BEFIEMNER,
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https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
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https://kubernetes.io/docs/concepts/configuration/secret/
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https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/

2. I TridentBackendConfig MR, HPBEFXFMHER / RSMFMAER, H3IHT L—FPelE
AV R,

tiERIRE. BRI LUERAMEREIRES kubect]l get tbc <tbc-name> -n <trident-namespace> FHUEE
HFdsE 2o

%1% 612 Kubernetes #1%%

tIE—MNE, EPEsRERNnNER. XS MEERS / FEFSEN. UTE—1RA):

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml
apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-san-secret
type: Opaque
stringData:
username: cluster-admin

password: password

TRLETENEFHTENNERLMESHNTFER:

FETF e EFRIAA M= FERIa) R R

Azure NetApp Files clientld NEAREREMSRNESLE ID

Cloud Volumes Service for GCP private_key_id ERZ(AWID,. BEF CVS BIER
ATEY GCP AR5 B API &$A
o pib)

Cloud Volumes Service for GCP private_key LR, EE CVS BIERAEN

GCP RSB #9 APl ZERRY—EB5

Element ( NetApp HCI/SolidFire IR fEAAF EHER SolidFire S£8¥8Y

) MVIP

ONTAP username AT EERER /SVM AR 2.
BFETFEENSHDEIE

ONTAP password HEIEFER /ISVM L, ATE
FERO BRI

ONTAP E P IR RE A EFimE FAZ$AR Base64 R

B, ATFETFIEBNSHIIE
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FiEF aNEF R Mz ¥ EgIn) i ik
ONTAP BFR#& NIEFRP &, W15 useCHAP=true

» MANE, EBTF ontap-san
# ontap-san-economy

ONTAP chaplnitiatorSecret CHAP BoiiEF%H, R
useCHAP=true , NMIAANED, &
FF ontap-san # ontap-san-
economy

ONTAP chapTargetUsername B4RAIF %, W18 useCHAP=true
, MAMEIR, EAF ontap-san
# ontap-san-economy

ONTAP chapTargetlnitiatorSecret CHAP BirBoiiZE 25, R
useCHAP=true , AN FEDL, i&
BT ontap-san # ontap-san-
economy

BEFS | BILPBHEIEMNE spec.credentials FE TridentBackendConfig £ F—F HEIENIT

o

%24 . B/ TridentBackendConfig CR

IME. EBALEEET TridentBackendConfig CR.IEMREIF. BFEANG ontap-san RapizrEE A
BIZH TridentBackendConfig MR TR

kubectl -n trident create -f backend-tbc-ontap-san.yaml

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret
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F34 . IQIEAYIRZS TridentBackendConfig CR

IME. ZBEIET TridentBackendConfigcr. EEILUIGIPIRTS. ES LT RA:

kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6f60-4d4a-8efb6-

bab2699%e6ab8 Bound Success

ERINEIRERHFGESEER] TridentBackendConfig CR.
MEERT AR TMEZ—:

Bound. TridentBackendConfig CRERIRXEL. FIHES configRef IREBEN
TridentBackendConfig CRAYuid.

* Unbound: FRMEMA ""s o TridentBackendConfig WMRKRLERFim. FAEFEIER
TridentBackendConfig ERINEN . CRSAATFULMER, MWMEEAETNG, SELTEBXERA
"Unbound (BEBUE4E) "o

* Deleting: TridentBackendConfig CR deletionPolicy Bi&E Hdelete, H
TridentBackendConfig CR¥EG#H MR, T2 EEIDeletingtkZ.

° NRFHAFEEKXRAEEIFRK(PVC). 1BEMIFR TridentBackendConfig T Astra Tridentfl bR/ i%
M TridentBackendConfig CR.

c MBFWMEE—THEZD PVC , NSHAMIFRIRS. o TridentBackendConfig CREEGWFH MR
M E%. f5imAl TridentBackendConfig RBEEMPBRFIEPVCEZA =MBR.

* Lost: 5XBXMIGI TridentBackendConfig BN EMPET CRM TridentBackendConfig CR

e FHERIFREEH. o TridentBackendConfig TLIRFEARAM 4. HAIMBRCR deletionPolicy Mt
B

* Unknown: Astra TridentB/5HE 5 XX GIRAVIREHEEFE TridentBackendConfig CR.AIU0. 40
BAPIARSS28KRMINEY tridentbackends. trident .netapp.io H/DPCRD, XATREEET T,

TELEMER, ERIHEIERR! LI, BT RNIESMEE, B0 Sl EimHEE".
(AIi) F 4% FREZFMAEE
A LUBETT A T e RIRENE X EiRiiEHE R

kubectl -n trident get tbc backend-tbc-ontap-san -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-
bab2699e6ab8 Bound Success ontap-san delete
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b, IR R AFKEXBIYAML/JSONS%f#E TridentBackendConfigo

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: "2021-04-21T20:45:112"
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san

namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09%¢c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
storageDriverName: ontap-san
svm: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6£f60-4d4a-8ef6-bab2699%6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo B & backendName # backendUUID AN EIEZEMEIHAY TridentBackendConfig CR.o
lastOperationStatus FEEFRRNLMIEIERVIRE TridentBackendConfig cr. AJLL AP LA (0. A
PERERTELEAR spec)dHAstra Tridentfifi & (F140. 1EAstra TridentE#/BahHAIE]). B LARATN, tHEILL
TEM, phase RiRZIBJXFRBVIRZES TridentBackendConfig CRMGiR. E LEEARAGIF. phase E4F
EfE. XELKE TridentBackendConfig CR5SGimxEk,

BE] DIIE1T kubect]l -n trident describe tbc <tbc-cr-name> B LR EHBENIFHAEE.

(D BT e B AMIPRE 2 XEXHEUH TridentBackendConfig ij%ﬁﬁﬁ tridentctlo T fEY]
}ﬁﬁﬁ;ﬂtﬂ’]ﬂ* tridentctl # TridentBackendConfig, "IBZILIEAL",
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E1RfEiH
£ kubectl 11T IHEIE

TRREME RN ITRIREIRIR(E kubect 1o

pllEIE

fflBf TridentBackendConfig. f&RILIIERAstra Tridentfff/{REEIR(ETF deletionPolicy) o ZffilfR
[Ei%. EMTR deletionPolicy R E Ndelete, {XMIFR TridentBackendConfig. IBHAR
deletionPolicy I¥BNRE. XHFRILUMREHNAEE. HolEAHTERE tridentctlo

kubectl delete tbc <tbc-name> -n trident

Astra Trident A &R IETE{E A IKubernetestlZ TridentBackendConfig, Kubernetes AP fa s igiE®E
Ao MIBRHZRIAIUING. RBEERIRRERNZN, A RREERBR.

BEENERR

BITU TS
kubectl get tbc -n trident

WA LUETT tridentctl get backend -n trident 8§ tridentctl get backend -o yaml -n
trident REXFTBERIHITIR, LIIREGEIFEERCIENGIRK tridentctl,

kil=r
EfERAIER SMIREA:

* FRREAFNEIEEENR. EEMERE. BFEAPFERNKubernetes Secret TridentBackendConfig I
FHWR, Astra Trident F{ERIBEN R EIEBERER. BT TS LUEH Kubernetes Secret :

kubectl apply -f <updated-secret-file.yaml> -n trident

s FEFHSE (FIGNFRERRY ONTAP SVM BIEFR) o
o &R LAEHT TridentBackendConfig AU TR EEETKubeNetifAI IR

kubectl apply -f <updated-backend-file.yaml>

o FE. eI ABFHITER TridentBackendConfig ERAUL TS HITCR:
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kubectl edit tbc <tbc-name> -n trident

* MREHREHERK, WEHNHEFREEE EREMNEER, ErILUEEITREFHE UM
EAERE kubectl get tbc <tbc-name> -o yaml -n trident 3§ kubectl
<:> describe tbc <tbc-name> -n tridento

* BEHEEREXHRNREG, ERUENIZIT update 88

{E tridentctl I{TIEIREIE

T RRNEERRITRIRE IR tridentetlo

ElkEd=r
BIEfE "EIREEXHT, BITU e

tridentctl create backend -f <backend-file> -n trident
MREHEEELEK, NEKEELMEE, ST TaSREEEEUBRELERRA:

tridentctl logs -n trident

MBEHEEREXHPNET G, BRAFEITEIH create <

il =i
E M Astra Trident FHIBRSIR, EHRITLLTIRE:
1. RERZR:

tridentctl get backend -n trident
2. ipREES:

tridentctl delete backend <backend-name> -n trident

@ 9NR Astra Trident MIL/EIRECE T HFENEMRER, NWHRERFELEERENE, RiRiGH
L00F " RR "OIRE, T Trident AL EIEXLEEMIRE, HEREMBRLL,

EENEGER
BEE Trident THERVRIR, IFHRITLUATRE:
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* BREVEE, BiTUTe<

tridentctl get backend -n trident

* BREFMEFAGER, BETUTHL

tridentctl get backend -o json -n trident

EE
IR EREEX ARG, BITUTH<S

tridentctl update backend <backend-name> -f <backend-file> -n trident

NREHEMRRY, NEHEEDRDTRESHNERLER. EAIUSTUTHRSREEASUHAELEREA

tridentctl logs -n trident

MEHEEREXHTHREG. EREIETTENR update %,

HTE £ EIRRYEAESE

XE2— PRl 1HEE,u\ﬂLXLL|ﬂLWﬁE 5JSON—2iR M tridentctl R RAVEL, HIRIERE
R jq SSRER. EREREZERRER.

tridentctl get backend -o json | jg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]’

XWiERETFFEALIZERN/GIR TridentBackendConfige
EERERE 2 8% ah
T BRON{AITE Astra Trident P E IR,

FEIEGEIHAYIEIN
FERY “TridentBackendConfig 7E. EIEG A LUBEMMHHFN AN EIEGRK. XSted AT n)@:

* AJLAFERALIREEIE tridentctl BEHITEIE TridentBackendConfig?

* JLUERAE)EGIR TridentBackendConfig AIfEAHITEIR tridentctl?
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EI2 tridentctl [GIHfEMA TridentBackendConfig

TN LBEEBEFERAENERFIENSE tridentetl BEESIEEIE@EITKubernetes R
TridentBackendConfig X%,

XIS FUTER:

* BEEEim. {B)%E TridentBackendConfig RAENTEEREIEN tridentctls

* FARENHFGI tridentctl MEM "TridentBackendConfig X RIFE,

EXFmMERT, BRNSERE, HA Astra Trident R RIEH T E#H{TIEE, EERATLUEEFEUTHEM A
z—

* PEE(ER tridentctl WEERERECIZENGIR,

s ERENHEGIR tridentctl FIFTHY TridentBackendConfig TR, XEMEREGFRISERIT
B2 kubectl MAR tridentctls

FREEEERIR kubectl. BEEQE TridentBackendConfig HEFMERFiH. THEHEBENAT NI
EIRIE:

1. BlZ Kubernetes 1%, LZR(AEIE Astra Trident S51Z(E5EEE / IRZBEFAENER,

2. Bl TridentBackendConfig MR, HABEEXFMHEER / RSWFMER, H5IBAT L—FHolE
HZH, HIVNMEEMENEESE(HII0 spec.backendName, spec.storagePrefix,
spec.storageDriverName &), spec.backendName HIIKENINE FIHHIREFR.

F 0% HERH

IDRElfES TridentBackendConfig MRMBEDMEER. NWEERNEIHREE, Y:EJJZIZZI_'\WUEP, BIgEFERUT
JSON EXEIET Fim:

tridentctl get backend ontap-nas-backend -n trident

P cemsmesememe= P m===
Fommmmmmrmesrrrrrrrre e meme s e emm o Frommmmom= Fommmommm= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmrmemeseosoes Fommmmmmcmeomoom=
Fommmmcccosssssrsrss e e s T E e e S e e Fommmmmm= Fommmmmmm= +

| ontap-nas-backend | ontap-nas | 52f2ebl0-e4c6-4160-99fc-
96b3bebab5d7 | online | 25 |

Tttt Fommmmmmmmemem===

oo sesesesse s s s s e s o= o= +

cat ontap-nas-backend.json

"version": 1,
"storageDriverName": "ontap-nas",
"managementLIF": "10.10.10.1",
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"dataLIF": "10.10.10.2",
"backendName": "ontap-nas-backend",
"svm": "trident svm",

"username": "cluster-admin",

"password": "admin-password",

"defaults": {

"spaceReserve": "none",
"encryption": "false"
}I
"labels":{"store":"nas store"},
"region": "us east 1",
"storage": [

{
"labels":{"app":"msoffice", "cost":"100"},
"zone":"us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"

"labels":{"app":"mysgldb", "cost":"25"},

"zone":"us east 1d",

"defaults": {
"spaceReserve": "volume",
"encryption": "false",
"unixPermissions": "0775"

%1% 62 Kubernetes #1%&

IE— N ESRREEOVE, MUTRAFR:
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cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident
secret/backend-tbc-ontap-san-secret created

%2 . G TridentBackendConfig CR

T—%E6I2 TridentBackendConfig ¥ B4 EEIEBHIAICR ontap-nas-backend (JAZASRFIFTR).
MEAEUTEXK:

* RENX T HBEMNGEIHREFR spec.backendNameo

* EBESHMSRBEIRER.

* EIH(INRFE ) MRS [RiREiHREIRREAE R,

* ZIEED Kubernetes Secret &, MARUAX AR R RH,

EXMBER T BE/R TridentBackendConfig U0 FFIR:
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cat backend-tbc-ontap-nas.yaml
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ store
region: us east 1
storage:
- labels:
app: msoffice
cost: '100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755'
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

B3P WIEAPIKES TridentBackendConfig CR

25 TridentBackendConfig BEIE. EMEMINA Bounde B©IRNRMSINE GimtER Y Ei%3 TR

UuID .
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kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e

Rt ettt F—————— o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

WE. EmRBERAHITTEELEIE tbc-ontap-nas-backend TridentBackendConfig XK,

EI2 TridentBackendConfig [FIR{ER tridentctl

‘tridentctl” ATRAFIIHERACIENGIR
‘TridentBackendConfig o It4h. BIERFALLUEFBESRLEEIEFR tridentctl®
filf%x “TridentBackendConfig® HM{R “spec.deletionPolicy’ WEAN ‘retain’o

F 04 HERH

man. BRI TEmEEREIEN TridentBackendConfig:
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

MEHPA B X —& TridentBackendConfig ERINEIEFHLE R iR EimEIUUID],

%15 A deletionPolicy IRE M retain

TR T HE—THNE deletionPolicyo HWEEBIZGEN retain. XHEA] LAMBREH AT
TridentBackendConfig CREMIER. BHEXNEE. AIEAFHITEE tridentctls

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain

()  W2#AITT—%. B3E deletionpolicy BEX retain,
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%25 . MIF& TridentBackendConfig CR

=g— @MPBR TridentBackendConfig CRIAIAIG deletionPolicy IREM retain. EOJLIAREMIT
BRI -

kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

fosessssssssssas==== R e
e e et fomm - +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

fom fom e
R R fomsmm==== +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49bb-b606-
0a5315ac5f82 | online | 33 |

fosesssssssasmas==== fosssssmss==sms=a
fessssssssssssesessosssssasssssssasaaaa femmmm=== fommmmm=a= 4

IFREY TridentBackendConfig MR, Astra TridentI =G EHMIBR. AL EIRA S

BIEMERFMEE

BIEFMES,
EcEKubnetes StorageClassRHBIEFMESR. LIIERAstra Tridentil{AIECE S,

fid EKubnetes StorageClassii %

o "Kubnetes StorageClassX %" ¥ Asta TridenttriR Az EFERNEERZF. FTiETAsta Tridentd{AECE
&, f5lan:

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: <Name>
provisioner: csi.trident.netapp.io
mountOptions: <Mount Options>
parameters:

<Trident Parameters>
allowVolumeExpansion: true
volumeBindingMode: Immediate

BB "Kubernetes #ll Trident 3 5R" BXFERINAERBERFME R PersistentVolumeClaim MAFIF
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fllAsta TridentBe EEHI A VNS,

BlIETFEE.

tl#EStorageClassM R 5. ERILIBIREFMESR, [FHEETO] IBME T — Lo EER BRG],

g
1. XE—1Kubbernetes}fR. FEILIEFHE kubectl LTEKubernetesH8l7E,

kubectl create -f sample-input/storage-class-basic-csi.yaml

2. IMTE, Kubernetes # Astra Trident #3N Z 7= * B -CS| * 771E2E, Astra Trident N E &M GiHAT M,

kubectl get sc basic-csi
NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h

./tridentctl -n trident get storageclass basic-csi -o json

{

"items": |
{
"Config": {
"version": "1",
"name": "basic-csi",
"attributes": {
"backendType": "ontap-nas"
by
"storagePools": null,

"additionalStoragePools": null
by
"storage": {
"ontapnas 10.0.0.1": [
"aggrl",
"aggrz",
"aggr3",
"aggrd"
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TFESRA
Asta=INIHEE "1E A T4 E RimaYE 2 FEEENX "

&, EWRILIHITYREE sample-input/storage-class-csi.yaml.templ BEREFMBMHIIIXE. ARG
HTER BACKEND TYPE MTFMEIRTHFER & o

./tridentctl -n trident get backend

Fommmmmmmmem= Fommmmmemmemem=== e mes e s s s s s s ee s
Fomomomme e e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

Fommmmomoomoms Fommmmomomoomomms Fommomemeressmsreerenessosoeseoomomoms
Fommmmmms Fosmmmmmes +

| nas-backend | ontap-nas | 98el%b74-aecT-4a3d-8dcf-128e5033b214 |
online | 0 |

fom Fom e o
Pommmmm== Fommmemm== +

cp sample-input/storage-class-csi.yaml.templ sample-input/storage-class-
basic-csi.yaml

# Modify @ BACKEND TYPE with the storage driver field above (e.g.,
ontap-nas)
vi sample-input/storage-class-basic-csi.yaml

BIREFMER
BRI EBMBFMEER. IRERINFEE. HEFMEEEIRURBIERFIES.

EEMEEMEE
* BEEWE Kubernetes 722, BEizfTAT@®HS

kubectl get storageclass

* EEE Kubernetes IFEFIFMEER, BETUTHS

kubectl get storageclass <storage-class> -o json

* EEFE Astra Trident RS FMESE, BETUTHS:

tridentctl get storageclass
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* BEEE Astra Trident RIS EESFMER, HETUTHS:

tridentctl get storageclass <storage-class> -0 json

RERINFESE

Kubernetes 1.6 &/ 7R BRNVATFHERRIINAE. SNRAAREKAMLERE (PVC) FEEXAME, NitE
A TEE XA NS

* BITIEBEIERTE X BRINTFES storageclass. kubernetes.io/is-default-class EFEERENXF
Atrue, RIFBISE, EAEHMEIAFIRAEETIINA false -

* BRILMER U T o S RMBEFMELEENIAFESE:

kubectl patch storageclass <storage-class-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"true"}}}"'

* @, EWAILER U T LRIFREVAFERITE:

kubectl patch storageclass <storage-class-name> -p '{'"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"false"}}}"'

Trident REREFEFEE B S IAREBITRAE.

@ ERHP—RABEE— 1 ERIAEES, Kubernetes TER A EARSPHIEEIRE SN EESE, BHITH
FEBR IS B AN TEESLE %,
HE F e SR

XE—RG. RS R LUEE REfRE 5JSON—iR HAYA)R t ridentctl Astra Trident/5imXd &R 89440
Ho HHRIESER g SHER. kR BALELLARER,

tridentctl get storageclass -o json | jg '[.items[] | {storageClass:
.Config.name, backends: [.storage] |unique}]’
fHBRTEAESE

EM Kubernetes Ffif&7EEZE, BT TS

kubectl delete storageclass <storage-class>

<storage-class> NERNENTFHESE,
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W IR ESERIZRERIRAMEFRITAZE, Astra Trident FHSWHHITEE,

Astra Tridents8HIERZT £sType BIENE, FFiSCSIigim. EINRH|SHE
@ parameters.fsType {EStorageClassH, f r\_ﬂﬂuB?f)uﬁstorageClasses#ﬁFﬁE%ﬁﬁUEEﬂ\]

parameters. fsType BI8E

ALEMEES

BREE

BIEZ— MEHA B A B RIKubernetes StorageClass3¥iE R XTPVAIIA BRI KA % (PV)F Kk
AMETERIB(PVC), AR, EaLIEPVEZEIPOD,

R

% "PersigentVolume" (PV) 2B EE 512 R EKubbernetes£ 8% _F At B VIR 1ZE S o
"PersigentVolumeClaim" (PVC)@ X &8 _EAV KA ERIHIRIIE K,

A LUEPVCERE NI KRIFE AR/ NTEE G RIED. @i ERXEXAIStorageClass, EEEIEG ] LUIEHIARRET
FEE RN IBRRT (BN BES AR S %K 5).

SIEPVAIPVCIA. R LIREEEEHEIPodH,

AN L]

PerfsentVolume = {jli& &8

LR BEEERT 5StorageClass XEXHI10giIE APV basic-csio

apiVersion: vl
kind: PersistentVolume
metadata:
name: pv-storage
labels:
type: local
spec:
storageClassName: basic-csi
capacity:
storage: 10Gi
accessModes:
- ReadWriteOnce
hostPath:
path: "/my/host/path"
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PersentVolumeClaimR{5i&E %

XERAIRRT BARPVCERE LT,

PVC. Hi%kENES

LRBIERT — BB EZERRIEARPVC, ZPVC5& IHIStorageClassXEX basic-csio

kind: PersistentVolumeClaim

apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi

storageClassName: basic-csi

KENVMe/TCPHIPVC

RHIERT —1N58RIRStorageClass X EXBY A5 BN RBINVMe/TCPHIEASPVC protection-

goldo

kind: PersistentVolumeClaim

apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 300Mi

storageClassName: protection-gold
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PODBE R

XTI ER T PVCIEREEIPODMIEARELE,
BEARE

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"
name: pv-storage
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EZRNVMe/TCPECE

apiVersion: vl

kind: Pod

metadata:
creationTimestamp: null
labels:

run: nginx

name: nginx
spec:
containers:

- image: nginx
name: nginx
resources: {}
volumeMounts:

- mountPath: "/usr/share/nginx/html"

name: task-pv-storage
dnsPolicy: ClusterFirst
restartPolicy: Always
volumes:
- name: task-pv-storage
persistentVolumeClaim:

claimName: pvc-san-nvme

BIEPVAIPVC

HIE
1. BIEEPV,

kubectl create -f pv.yaml

2. WIFPVIRES,

kubectl get pv

NAME CAPACITY ACCESS MODES
STORAGECLASS REASON AGE
pv-storage 4Gi RWO
7s

3. gl PVC,

RECLAIM POLICY

Retain

STATUS

Available

CLAIM
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kubectl create -f pvc.yaml
4. IFPVCIRES,

kubectl get pvc
NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
pvc-storage Bound pv-name 2Gi RWO 5m

. BEHHEIPodH,

kubectl create -f pv-pod.yaml

(D oI UER EIE#HE kubectl get pod --watcho

6. WIFERREEHE L /my/mount /path,

kubectl exec -it task-pv-pod -- df -h /my/mount/path

7. 7E. EEILIERPod. PodNAEFBABEFE. BERRE

kubectl delete pod task-pv-pod

B2 "Kubernetes #l Trident X R" BXEFERIAISRERIFMER PersistentVolumeClaim FIAFIE
#lAsta TridentBd E &8I 5 IS,

BRHE

iB3d Astra Trident , Kubernetes AP RILITERIZERMEHITT B, EREXT R
iISCSI #1 NFS &FrERCERE .

BFF iSCSI &
TR LA CSI icER2FY B iSCSI kAME (PV) o

(D % #FSCSIEY B ontap-san, ontap-san-economy, solidfire-san REiiEFHFHE
EKubernetes 1.16 R EShR Ao

% 1% ECE StorageClass LU X FET B

YmiEStorageClassEEX LIIEE allowVolumeExpansion FERIEE N trueo
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cat storageclass-ontapsan.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"
allowVolumeExpansion: True

3 FBETFERYStorageClass. BEXNHFITHIELEHE allowvolumeExpansion &%,

% 2. FRELIER StorageClass ¢l PVC

YREBPVCE X HEHT spec.resources.requests.storage URMFEEZNA/N. ZK/NAIKFRIGK

o

cat pvc-ontapsan.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-—-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Astra Trident REIBE—MKkAME (PV) HRESIKAMERER (PVC) XL
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kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i RWO

Delete Bound default/san-pvc ontap-san 10s

% 3. EXEE PVC B9 POD
BPVEREIPODLUAE K/, JAE iISCSI PV K/NBY, BFRfHIE)

* 1R PV E#ZE| Pod , N Astra Trident 2 BEMEEHRIE, EFRPBIREHEARXXHRAZ KR

* ZRIARRIEE PV BIK/NBY, Astra Trident ¥ BEMEGIHNS. & PVC 4% %I Pod [5, Trident &
IS EHIABRXHRSE AR, RS, Kubernetes & BIRIERINTREEH PVC K/

FtRfFIR, eI T —1MERBIPOD san-pves

kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name: san-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc-protection]
Capacity: 1Gi

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod
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£45: BAPV

ERELIZRIPVIIGITEEN2GI. 1BHREBPVCENXHEH spec.resources.requests.storage £2Gio

kubectl edit pvc san-pvc
# Please edit the object below. Lines beginning with a '#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi

E5%: WY B

e LUEIE M E PVC , PV # Astra Trident BRI A/NKRIFT B2 EEIE(T:
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e
e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e
fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=
fem======== e Bt fmm====== fememe==== 4

BFF NFS &

Astra Tridentz#5Xf _EECERINFS PVi#1TEY B ontap-nas, ontap-nas-economy, ontap-nas-
flexgroup, gcp-cvs, # azure-netapp-files Gifo

% 1% BCE StorageClass LI &Y B

EAENFS PV K/, BIEAEAEERTIREXRMEFEIEUATFEY B allowvolumeExpansion FE&
WEN true:

cat storageclass-ontapnas.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontapnas
provisioner: csi.trident.netapp.io
parameters:

backendType: ontap-nas
allowVolumeExpansion: true

MREEIEEBLLRMAEMEE. WREEARENEF#EEET kubect]l edit storageclass AR
EY R
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% 2 {EREEIEM StorageClass 8l PVC

cat pvc-ontapnas.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Mi
storageClassName: ontapnas

Astra Trident 2 A1tk PVC 83— 20 MiB NFS PV :

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 20Mi
RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE
pvc-08f3d561-b199-11e9-8d9f-5254004dfdb7 20Mi RWO
Delete Bound default/ontapnas20mb ontapnas
2méd2s

$E3%: BHPV

ERHEIER20MIB PVIAEA1GIB. 154IEPVCHIHITIZE spec.resources.requests.storage |1
GiB:
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kubectl edit pvc ontapnas20mb

# Please edit the object below. Lines beginning with a '#' will be
ignored,

# and an empty file will abort the edit. If an error occurs while saving
this file will be

# reopened with the relevant failures.

#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 1Gi

E4F . Wity B

SR LL@deE PVC , PV #ll Astra Trident ERIAR/NRIGIEEEA/NEEIER TIE:

134



kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom— +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fom o
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |
et ittt L fommm - fom e
fom - oo fom - e +
PN

el UIERE I B FEEEIKubernetes PVE A tridentctl importo

AR FREEIN

BRI LIEES NBAstra= B U & :
c B BEEFARUHESFRENEHES
* M—P R ERIEENTE

* BEERREHPENKubrenetesSEEE
* ERMERE BRIELNT R N AR IR

EEEIN
SEANEZHI. BEEUTEES,

* Asta=IRFE IR REES ARW (I 5)KEMONTAPE, DP (3IERIP)XENE ESnapMirrorBicE. EBES
NAstra=IH7ZEZ fil. BRI HREGX R,
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* HNBNSNEEEDERNE. ESRASRERANG. BRELE. ARRITEAN.

@ XN FRELHEE. FJyKubnetesFERIREILAIAERE. H B UBMMG EEEE
F|Pod, XFIRERFEHUREIRIT,

* Fid storageClass AMEPVCLIEE. AEAR BESNHEAERILLSE. CIEEHESERFEMEER
EEEFIEM I RR#HITIERE, ATEERERE. BRSNREAFTE®ZEM, ALk, BMEEITF5PVCH
BENEFEERALEN RSP, SABREEXK,

* WEEXNEPVCHBENIRE, FHREEFSANER, RAKFEE PV, HFAHESE— Claims Ref,

o BIUERIRRVIEE N retain EPVH, Kubernetes BIH4FE PVC 1 PV &, S EFHEIUNERIR UL F
BRI B R,

° FFERMIEIURIE ABT delete. MIBRPVEY. FHESIEHMIFR,

* BRINBR T, Asta=infFfEEIEPVC. HIEEIREMBFlexVolfILUN, ERILUEE --no-manage BF S
NEREENIRE. MRERER --no-manage’F, AER BEXNKRNESRBEHRNARNPVCHPVHITERIE
ke, MEEPVE. FaMFEEES. HEERENSONEABRSHMRFESR AR,

NREBX AU TIEAFHFER Kubernetes , BFHETE Kubernetes MNP EIRFMEENERAE
HA, MLEIEEHR,

* PVC #1 PV RERII—MRE, ATFHETEESAUK PVC 1 PV 2EEBEHE. RRAECEMBRILIRE,

SANE
AT LAER tridentctl import IS AE,

p

1. QI AAMEBERPVC)XE@EIM. pve.yaml)e PVCXHENEIE name, namespace, accessModes
, M storageClassNameo, fEWAILIERE unixPermissions FEPVCENXH,

AT RS RA:

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: my claim
namespace: my namespace
spec:
accessModes:
- ReadWriteOnce
storageClassName: my storage class

(D amaspvanmErSHHSE, XTELEERLESAGIEN,

2. fff tridentctl import ML LUISEESENAsta=THIRGEIRNEMUREEE EH—FRSERZR(
f5%0: ONTAP FlexVol. Element#. Cloud Volumes Servicel&12). » -f IEEPVCXHHNBRREESE,
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tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-
file>

Nl

BEUTESATA. THRZZEFNIEER.

ONTAP NASFIONTAP NAS FlexGroup

Astra=ININREX FHEAS NS ontap-nas M ontap-nas-flexgroup WEFEF.

@ * o ontap-nas-economy REIFZFTLESNFEEqtree,
* o ontap-nas #l ontap-nas-flexgroup RENIEFARAIFFERAEENEZM,

EREIENE & ontap-nas REHFEFEONTAP £8f FHIFlexVol, #HS N\FlexVol ontap-nas IREiEF
N ITERIEMEFE,. ONTAP &8f L E7F7ERIFlexVol AJLUEN RN ontap-nas PVC, [E##. FlexGroup volstB]
LIERE N ontap-nas-flexgroup PVCo

ONTAP NAS/fl
UTEZEENIEZEEZNBIRA,
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Ss
UTRHERNE IS managed volume {iF&EAMWGIH ontap nas:

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

e tomm - fom -
fomm - o e pomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o fomm - fom e
fomm o fomm fo—m +
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6a4-b052-423b-80d4-8fb491alda22 | online | true |

o fo—m fom -
fomm o fomm - fomm - +

FZES

FEHAKN --no-manage . AEH BN EHITEDZo

YENISIN unmanaged volume z=E ontap nas f5im

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-
file> --no-manage

o e Fomm -
fom - o fom— - fomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fommm————— fomm -
fom - o fomm - fommm - +
| pvc-df07d542-afbc-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5ab6f6ad-b052-423b-80d4-8fb491ald4a22 | online | false |

o - fommm - fomm -
fom— - o fom - e +

ONTAP SAN

Astra=ININEEZ FHFEHASANE ontap-san BaiEF. AEIFHFERAFNE ontap-san-economy JRapiERF,

Astra=IHTZEER LS NE S EPNLUNBIONTAP SAN FlexVol, X5—% ontap-san KEhfEFE. AT AFlexVol
S PNPVCHILUNSIEEFlexVol, Asta=3# IS \FlexVolHEE 5PVCE N XEHEE,

ONTAP SAN/fI
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UTEREEMIEREETFNEIRA,

KK

EE

WFZELE. Asta=IHiEEEFlexVolE& & N pve-<uuid> ¥EFlexVol FRILUNAE L 1uno,

TSN ontap-san-managed L#F7EHYFlexVol ontap_san default /gif:

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-

basic-import.yaml -n trident -d

fossssssss=sssesess s osssososssssssssssss=s Fem=m==== e et
fem=======a fememmesessss s s e sese s eessasaa s f=m===== fememema=a +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
fossssssssssscessssssssesosossssssssssssa=s femmmm=== fomssmssmemaaa
fressmm=a==s L R L e X
| pvc-d6eedf54-4e40-4454-92£fd-d00fc228d74a | 20 MiB | basic |
block | cd394786-ddd5-4470-adc3-10c5ced4ca’57 | online | true |
frosssssesmssmeme s oo s e n s s e s e e froccsssssmeea==
femm======a R fe======s e +
REE

UFRBIS N unmanaged example volume £t ontap san fgim:

MR
already mapped to initiator(s) in this group. EHEEMIFFEINIZFHECHMRETLUNAREZAN

o

tridentctl import volume -n trident san blog unmanaged example volume

-f pvc-import.yaml --no-manage

——_—_———— e o ——_——
e +—_ - +——— +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
- +——— f—_
—— f—_———— - R et +
| pvc-1£c999¢c9-ce8c-459c-82e4-ed4380a4b228 | 1.0 GiB | san-blog |
block | €3275890-7d80-4af6-90cc-c7a0759f555a | online | false |
- Fo—— Fo———_
e o - - e +
SR LUNBRET R 5Kubornetes T R IQNHEZIQNMigroux. 1A T RBIFR. EBWREIR: Lun
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Vserver  Igroup Protocol 0S Type Initiators

k8s-nodename.example. com-fe5d36f2-cded-41f38-9eb@-c7719fc2f9f3
iscsi linux ign.1994-05.com.redhat:4c2elcf35e0

unmanaged-example-igroup
mixed linux ign.1994-085.com.redhat:4c2elcf35e0

Element

Astra= 7 # 2 FFERNetApp ElementfR{HINetApp HCIES AN solidfire-san JREhFER.

@ Element IXBiEFFEENERIT, BR. MRFEEENEZM. Asta DentiiiR[EIFEiR, 1F
NIEEERR. "fEE. REE—NEINHIARENS,

Te &R
UTTRAEFN element-managed Gl EHIH element defaulto

tridentctl import volume element default element-managed -f pvc-basic-
import.yaml -n trident -d

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s femem==== R e

e e e e e e e e e P fro— e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o e fom -
frems=m=a==s et R fremememm=s I
| pvc-970celca-2096-4ecd-8545-ac7edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9¢c42-e38e58301c49 | online | true |
fossssssssssssesessssoses oo sssssssss s R fossmessmemae==
fe========= femessesssssssasss s e se s esssss s f=m====== fememe==== 4

Google =F&

Astra=TNNRESFFERFANE gep-cvs WEpigF.

E7EGoogle=FEH S ANetApp Cloud Volumes Servicez#38#%. BEIRERRBTE XS, BK
() GRENSUBEN—EHH. GF2E /. G, NRSHEEN 10.0.0.1: /adroit-
jolly-swift. BTN adroit-jolly-swifto

Google Cloud Platform:if!
UTRBIERN gep-cvs fGimLHE gepevs YEppr BE&{E adroit-jolly-swifte
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tridentctl import volume gcpcvs YEppr adroit-jolly-swift -f <path-to-pvc-
file> -n trident

fos=ssss=s=ssscsessssssssosossssssss==ssa=s femem==== R e
e e e e e e e e e e fro— e +

| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o e fom -
frems=m=m==s fremeoeesessssse e s e s s s o s R fremememm=s I

| pvc-ad6ccab7-44aa-4433-94bl-e47£fc8c0fad5 | 93 GiB | gcp-storage | file
| ela6e65b-299e-4568-ad05-4£0a105c888f | online | true |
fossssssssss s e se s s oses oo sssssss s s R e e
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

Azure NetApp Files

Astra=ITNINEEZFER S NE azure-netapp-files WRENFEFo

@ E2Z NAzure NetApp Files%. BIRERFRTZE. BRERENSHEREN—IH. UTFZE
:/o BIE0. WNERIEFEHERIFN 10.0.0.2:/importvoll. HBEIEN importvolls

Azure NetApp Files =l
UTRBIEFN azure-netapp-files fgif LM% azurenetappfiles 40517 HEEE importvolls

tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

Fommcmcmcososososrsre e e e T T E eSS e Fosmmmmmes Foccsmsmsssmsoss
Pommmmmmm== e e Pommmmm== o= +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

Fommmmmmemsmesesesese s s s s e ss s o= P
Fommmmmomoe B e e e e e e Fommmmmoe Frommmmomos +
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274£-d94b-44a3-98a3-04c953c9%a5le | online | true |

Fommmmmmmmomeorrrrrrrrre s re e mm o e Fommmmmemesemos
Fommmmmmmms et Fommmmms Fommmmmme= +

TR TEZEIHENFSE

fEfAstra Trident, ERILIEE MR EFEES. HE—THZ P L2 =(aH
ZEo

it
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Thee

fEFH Astra TridentVolumeReference CR. &R LATE—1 3% Kubernetesin & i8] Z [B| 2 £ i+
ZReadWriteMany (rwx) NFS#, ltl:KubernetesﬂW)lﬁmJU‘iﬁ BEEUTME:

* BT Z MRS IFREESRBGRE 2
* EATFrA Trident NFSHBIREHIER
* RRF FtridentctiHE M EMIEARYIKubernetesIHEE

LB R R T W MKubernetesdi & i8] Z [BIINFSBHHE,

K ---------------- S Primary PV Secondary PV pmmmmmm e e —————— %

"primary" o
namespace

ace

G .
pv
T Tridemt | ' "" :
namespace
primary secondary

TVol €—» Tval

e
- =

.......................

TridentVolumeReference

r
s I
Storage B ——— ‘
Volume

&
m
>

']

>0
£

IENANTBEIFISENFSEHE,

BoEIJRPVCLUIHE S
AT EPFIEERTIHIREPVCHEIERINIR,

I>

/}?F'

a

BT RTE P EIZCRIINIR

ST AR BIFH R T ENFIE &R FBIiE TridentVolumeReference CREVIX R,

il

T BirfE =aHelZETridentVolumeReference
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BTt & TeIMER A & &8I TridentVolumeReference CRLLS|FJEPVC,

o B R=EREIEMEPVC
Bires R R A E ¢ NEPVCLUERIRPVCHRIEIEIR.

&R BAren & (e

NTHREZ2E. BaRTEHERERGRBTEMEE. EHEERNBTRGRTRMEENNENRE. &
TN RE=IEERR %@o

P
1. *EeR=EFIEE: *6IEPVC (pvcl). MIRFE5BEIRHRTEIHZNNR (namespace?)

shareToNamespace TRiFo

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/shareToNamespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Astra Trident2 R8I PV EGiHNFSTE(E S,

o IO LUERES AIRFIREPVCHEL Z N R TiEl, flul:
trident.netapp.io/shareToNamespace:
namespaceZ2, namespace3, namespaceio,

@ © WA UERHAZEEIFTGaR=IE *o Flun:

trident.netapp.io/shareToNamespace: *

o IRATLIEHFPVCLLEHE shareToNamespace FERRANARE,

2. *EREER . QIEATEXABHRITkubeconfig. LIBFBEIirmATEIFIEEEEIRmZTEF )
#TridentVolumeReference CRIIAPR,

3. *Birmn B TEIFfES: *EErSmRTEPEIES | BIRHE T E TridentVolumeReference CR pvcilo
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apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?2
spec:

pvcName: pvcl

pvcNamespace: namespacel

4. *BirenBTEIFTEE: *QIEPVC (pvc2) (namespace?) shareFromPVC B FIEERPVCHTRE,

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

annotations:

trident.netapp.io/shareFromPVC: namespacel/pvcl
name: pvc2
namespace: namespace?2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

()  BiPVCHAIKTINFREFEPVC,

2

Astra Tridenti2BX shareFrompvC fEBIRPVC LARIIIRE. FHREMPVRIZN—TINEE. MEBSZEEHD
RPVRTFERIR. HARZERPVEMERIR. BIRPVCHIPVERNIEESE.

BEsHZES

e B EZ N R T B HEMNE, Astra TridentEfii&Y R FiE_ LEMIAE. FFRIFHHEEZZENEM
B TEIAYIANE,. MIBRS|IEENFEaHRTEIG. Astra TridentiEIBRiZE,

{8 ... tridentctl get BHMNESE

fEA[tridentctl SEEREH. EILUETT get A ATFRBMEENG<. BXFAER. BENEHE
. Jtrident referation/tridentctl.html[t ridentctl B8 FIEIN],
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Usage:
tridentctl get [option]

flags

* -h, --help:. HBEH,
* ——parentOfSubordinate string. BFEWEREHIAMEE,

* ——subordinateOf string. BEHEEGINENTE,

PRI

* Astra TridentT/AfRLE BRas R =B EARES, ENERAXAIESEMHIZR LBEHZEHRE.

* fERBEBEI MR RIBGE FHRPVCEYIAIR) shareToNamespace BY shareFromNamespace 1R+ 3 IBR
TridentVolumeReference CR.EBHH AR, HAIMIERMEPVC,

* TEEMNBEE LIRITRIR. eEMREE.
BXEAER ...
BT RAEXESITREHENFAER. BHRITUATEE:
* JFipE "ERREEZERES: WEmRTEENRRHello"

* ME LBYER "NetAppTV'

fiEF CSl #RFh

Astra Trident 8] LB R G EF M GRS FIGEMIINE] Kubernetes SE85HEY T = "CSI
FaFrIEE"S

L7RUN
£ CSI #hFMIRE, AILURIERISA A B XIR  EEnRIREIA— DT R, W5, EE=RMEHE,

Kubernetes B2 R LIEMETF XM T R, TRl UIF— M ERBNREAAMEXIEA, WalULFFRE
Xigzial, AT EFEZXIEEWPATIENEECES, Astra Trident 7T CSI #hh,

THRE CSI RINNREMESER "It

Kubernetes 1t 7 FiftME—RIEH TR

* M volumeBindingMode & B Immediate. Astra Tridenti§8lEE. MASRIEMIAIN BIE
PVC RIS BEREMISEE. XEHIAE VolumeBindingMode Fi&ERF A oaHISLrEaFMNEHIBVE
B, BIEBAAMSERN. FEHTRLIFEKRINPODEYITRIER,

* M volumeBindingMode & &M WaitForFirstConsumer. fEITXIFICIEFERPVCHPodZEI. &I
IRAPVCRIZMBE KA NS, XiF, EUBIEHINERKESISLHERYITRIPREHISR A,

() - waitForrirstConsuner SEMRFRBIEIMFE, WIREANRITF CSI FEHINHEREF.
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ERBEHNE
S5 CSI i, ERERRUTRM:

* IZ1THYKubernetesEEEE "SZ1FHIKubernetes iz 2"

kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1el1le4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amdoc4"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99df"”,
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:492",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}

s EEPIT AN EB R 5| NIRINERFIBIFRZ (topology . kubernetes.io/region
topology.kubernetes.io/zone) o TEREE Astra Trident ZHii, SEEHPNT R ENEFEEXLENRE *, )
& Astra Trident BESZIZ B3R,

kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{.metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"1linux", "kube

rnetes.io/arch":"amdo64", "kubernetes.io/hostname" :"nodel", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/master":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone" :"us-eastl-a"}]

[node2,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube
rnetes.io/arch":"amdo64", "kubernetes.io/hostname" :"node2", "kubernetes.io/

os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone":"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube

rnetes.io/arch":"amdo64", "kubernetes.io/hostname" :"node3", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/worker":"","topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone":"us-eastl-c"}]
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£15: RTBAEHOEH

A LLi% 1t Astra Trident 75, LUERERIBAUXEAE RZFMEES. SR UEF—1hEN
supportedTopologies RN EZIFN D XFMXIFEFIRAIIR, M FEAILLGFIHAY StorageClasses , RETE
SRFXE / KGRIt BRERIEKEY, T2eESE,

THEHE—TEREXRH:

YAML

version: 1

storageDriverName: ontap-san

backendName: san-backend-us-eastl

managementLIF: 192.168.27.5

svm: iscsi svm

username: admin

password: password

supportedTopologies:

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-a

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-Db

JSON

{

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "san-backend-us-eastl",
"managementLIF": "192.168.27.5",

"svm": "iscsi svm",

"username": "admin",

"password": "password",
"supportedTopologies": [
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-a"},
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-b"}

]
}

supportedTopologies AFRESNFIHMNXKIFM D XTIR, XEXIFHMDXFRREIIE
StorageClass Fig I R IFEYIR. MTEESGiRRHEAIER2 X552 XY StorageClasses ,
Astra Trident F1ERIRAIES,
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BRI AE X supportedTopologie

1

storageDriverName:

version:
ontap
backendName:
managementLIF: 172.16.23
svm: nfs svm

username: admin
password: password
supportedTopologies:

topology. kubernetes.io

topology.kubernetes.io
topology. kubernetes.io
topology. kubernetes.io
storage:
- labels:

workload: production
Iowa-DC
Iowa-DC-A

supportedTopologies:

region:

zone:

- topology.kubernetes.
topology.kubernetes.
labels:
workload: dev
Iowa-DC
Iowa-DC-B
supportedTopologies:

region:

zone:

- topology.kubernetes.
topology.kubernetes.

==

s @S MEEEN—1 BS

—nas

nas-backend-us-centrall

8.5

/region: us-centrall
/zone: us-centrall-a
/region: us-centrall

/zone: us-centrall-b

io/region: us-centrall

io/zone: us-centrall-a

io/region: us-centrall

io/zone: us-centrall-b

UL B

EUERBIR, FER region M zone I RNEEMAIAMIE, topology.kubernetes.io/region

topology.kubernetes.io/zone

EEFMEENERUE,

% 2% EXANRAIRIMY StorageClasses

RIEAEEPHT /IRMERFRIMFE, BILUR StorageClasses EX A B EHRIME
fRIEN REVEFE, LURAIGER Trident EEEMEN T RF&o

BEILUTRA:
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apiVersion: storage.k8s.io/vl
kind: StorageClass

metadata:

name: netapp-san-us-eastl

provisioner: csi.trident.netapp.io

volumeBindingMode: WaitForFirstConsumer

allowedTopologies:

- matchLabelExpressions:

- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b

- key: topology.kubernetes.io/region
values:
- us-eastl

parameters:

fsType: "ext4d"

7£ EiRStorageClassEXH. volumeBindingMode IXEH WaitForFirstConsumer, {ELLFFEIHIBERD
PVC 7 Pod 5| B ZHIASHITIZ{E, f. allowedTopologies IRMEFEAMNDIXMXIFH, o netapp-

san-us-east1 StorageClassi1E L BI##PVC san-backend-us-eastl EIARTE X MGk,

3% SIBMEER PVC

832 StorageClass FHIGHME IR, EMERLULIE PVC,

BEB RG] spec LT

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl

ERLERBIE PVC SR TER:
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B{E Trident IR EHFHLE

kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding
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apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

ltpodSpeci&KubernetesTE AT &= Eit¥IPod us-east1 Xig. ARG MFBIEAT SFHEITIER us-
eastl-a B{ us-eastl-b PX,

BEEIU T
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kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

BHERIULEE supportedTopologies

AUEHBEE EmUAEIEYIR supportedTopologies ] tridentctl backend update. XAZEM
BEENE, #FENBATREEMPVC,

THREZER

* "EIERBHNRR
T RIERRER

BRI R KB
L RERAR
EFTRER

FAE(PVs)HKubbernetes & REBZ 1FEHBT B R B, &EB]LL9ERAsta TridentBlHY
EOEREE. FNTTAsta Trident/MERSIZEAVIREE. MU B IRBRIEFEURMNREBTE &
IR

5%

S #FEIRE ontap-nas, ontap-nas-flexgroup, ontap-san, ontap-san-economy, solidfire-
san, gcp-cvs, # azure-netapp-files RENTERF,

FaZ Al

EEARR. BOIEGINPIRBITHIZZMBEE X ZFIREE X (CRD), XEKubernetesiitZ4mHtE R (5140
: Kubeadm. GKE. OpenShift)#JE035,

WNREBIKubernetes 3 AR A B S RRIZTHIZZFMCRD. BB [EEEIRRIZHIZE].

(D) RECKERSAREBSREA. BIURRRZHSE. CKE-EANENIMRALHS.

BIEERE
p
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1. 8l VolumeSnapshotClass. BXIFHEER, BB M "VolumeSnapshotClass's
° o driver 1BMAAER N =ixRCSIIRTITER

° deletionPolicy AILLE Delete B Retaino, RE MBS Retain. FHEEE FHNREVIERERR
E. EMEEFERANE 2Lt volumeSnapshot R E MR,

Nl

cat snap-sc.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: csi-snapclass
driver: csi.trident.netapp.io
deletionPolicy: Delete

2. BIEIMBPVCHIRER,
Nl
° LR FIE IR I EPVCHIIRE,

cat snap.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:
persistentVolumeClaimName: pvcl

° WWRFIERNZ NHPVCEIEBIREBIR pvcl REBIBIRIGEN pvcl-snap. VolumeSnapshotZ{ik
FPVC. H5XEX volumeSnapshotContent RNEFRRIBAI R,

kubectl create -f snap.yaml
volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots
NAME AGE
pvcl-snap 50s

o &R LIMARE VolumeSnapshotContent YRR pvel-snap VolumeSnapshotBViftEH, o Snapshot
Content Name FRIFIRMHELEIRIBAIVolumeSnapshotContentif%R, o Ready To Use BERIREET]

AT eIZHHPVC,
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kubectl describe volumesnapshots pvcl-snap

Name: pvcl-snap
Namespace: default
Spec:
Snapshot Class Name: pvcl-snap
Snapshot Content Name: snapcontent-e8d8a0ca-9826-11e9-9807-
525400£3£660
Source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl
Status:
Creation Time: 2019-06-26T15:27:29%Z
Ready To Use: true
Restore Size: 3Gi
MEREBAIEPVC

EE] UM dataSource FRAZ NMNERBAIEPVC <pvc-name> ERNEIER, 8IZ PVC g, STLUSEMIM
E| Pod L, FHE&EEREMEREM PVC —HEEH,

@ PVCR S REER—EREIE, B8N "MIRENE: TEEERERLIEM=IHPVC Snapshot
BIEPVC",

U T RAEERBIZEPVC pvcl-snap EREIER.
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cat pvc-from-snap.yaml
apiVersion: vl
kind: PersistentVolumeClaim
metadata:

name: pvc-from-snap
spec:

accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

SNEIRE

Asta=ININEEST $F "KubbernetesTNEL & [REEIT 2" LMEERHEIEGAH
TridentMEB BRI RIS NIRER,

FFeaZ Bl

Asta=IRfEENNE BIRHESNREBEHNR E.

SIE

1. *EBEIER:. 88— volumeSnapshotContent 5|BEH
TER

S gelfE VolumeSnapshotContent 1EAsta

REBRIM R

XIE1EAsta TrdentPBEHR

° IEHIEERIRIREBAZ IR annotations YEN trident. netapp.io/internalSnapshotName:

<"backend-snapshot-name">,

°?Eﬁ§<name—of—parent volume-in-trident>/<volume-snapshot-content-name> {£H
snapshotHandle, XEIMEPIREBIZFIER AAsta TridentiRHtAIME—{Z 2 ListSnapshots B,

@ o <volumeSnapshotContentName> HHFCREZRH]. FEEIRASFIHIRBRIRIT

fico

Nl

UTREECIZE volumeSnapshotContent 5| BRIHMRBIINR snap-01.

|73
[=
77N
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apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotContent
metadata:
name: import-snap-content
annotations:
trident.netapp.io/internalSnapshotName: "snap-01" # This is the
name of the snapshot on the backend
spec:
deletionPolicy: Retain
driver: csi.trident.netapp.io
source:
snapshotHandle: pvc-£f71223b5-23b9-4235-bbfe-e269ac7b84b0/import—-
snap-content # <import PV name or source PV name>/<volume-snapshot-
content—-name>

2. *EBEIEA . QI volumeSnapshot 5|HABICR VolumeSnapshotContent IR, IIRIEEIBERIFIRILL
{8 volumeSnapshot ELAERR TEH,

Nl

TG CI# volumeSnapshot CRE#® import-snap 5|HAM VolumeSnapshotContent BE&
import-snap-contento

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: import-snap
spec:
# volumeSnapshotClassName: csi-snapclass (not required for pre-
provisioned or imported snapshots)
source:

volumeSnapshotContentName: import-snap-content

3. *NERNIB( T FBHATIEMIRIE): *IMERIRIBIZEF ARSI 632 VolumeSnapshotContent BT
ListSnapshots B, Asta=TINEERI I TridentSnapshots

o SNERIRFRFZEFFHFIKE VolumeSnapshotContent to readyToUse #l VolumeSnapshot to trueo
° TRIdentiR[8] readyToUse=trues

4. “ERIFAF *BE— PersistentVolumeClaim BAS|IBH#HY VolumeSnapshot. HMH
spec.dataSource(EEspec.dataSourceReng*m%JVolumeSnapshot3g*mo

Nl

UTREECIE—5|FHBPVC volumeSnapshot B8 import-snapo
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: simple-sc
resources:

requests:

storage: 1Gi
dataSource:

name: import-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

ERRRRE SHE

FRINBERT. REEROTRERS. UERAEEMRSERIEENENREM ontap-nas M ontap-
nas-economy JX5I#EF. B .snapshot BRUBEMREBIRE LR,

fEAvolume Snapshot restore ONTAPER 21T R E & E R EI SRR I RIS,

clusterl::*> volume snapshot restore -vserver vsO -volume vol3 -snapshot
vol3 snap_ archive

()  i&mSnapshotElAs, MEERERKHEE. IESnapshotBIAs/EHEMIBFHIEREE K.

FR R A XEXIRIRBIPV
%‘Jl‘%ﬂﬁ KEXIRIRAO KA LR, N Trident SIFEFHH " IEEMER " RS MFFRERERLUMFRAsta Trdent

ERE & IRIBITHIZE
WNREFIKubernetes 3 AR A B & RRITHIZZFMCRD. Mol LUZIN FErRHITEE,

P
1. BI3EEMRIECRD,
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cat snapshot-setup.sh

#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

2. IERRARITH2R,

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/setup-snapshot-controller.yaml

@ MEME. ITH deploy/kubernetes/snapshot-controller/rbac-snapshot-
controller.yaml HEH namespace & (8o

PSS

R

* "VolumeSnapshotClass"
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