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EEENEES

FCEE

BIE—MER BB ERKubernetes StorageClass3¥iE R X PVAYIA IR KA M (PV)FI K
AMERFEBPVC), ARG, EAILLEPVESEIPOD,

RN

& "PersigentVolume" (PV)EHEEEIE R EKubbernetes& 8 LI EMIEFMERIR.
"PersigentVolumeClaim" (PVC)@X 58 Bk A ERIAIRIER,

AILUEPVCECE NGRS E AR/ NBIFMEEIARIET . @i A KEXRIStorageClass, SEEFEIESIAILUEHIAIRT
RE R IHER (BN RESAR S5 4R 5!)o

BIEPVHMIPVCE. ERILUGEHEEHEIPodH.

THIER

PerfsentVolume ={jliE &8

LR BEEERT 5StorageClass X EXHI10giIE APV basic-csio

apiVersion: vl
kind: PersistentVolume
metadata:
name: pv-storage
labels:
type: local
spec:
storageClassName: basic-csi
capacity:
storage: 10Gi
accessModes:
- ReadWriteOnce
hostPath:
path: "/my/host/path"
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PersentVolumeClaimR{5i&E %

XERAIRRT BARPVCERE LT,

PVC. WHixENZR
LRBIERT — BB EZERRIEARPVC, ZPVC5& IHIStorageClassXEX basic-csio

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: basic-csi

KENVMe/TCPHIPVC

RHIERT —1N58RIRStorageClass X EXBY A5 BN RBINVMe/TCPHIEASPVC protection-
goldo

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: protection-gold



PODBE R

XTI ER T PVCIEREEIPODMIEARELE,
BEARE

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"
name: pv-storage



EZRNVMe/TCPECE

apiVersion: vl

kind: Pod

metadata:
creationTimestamp: null
labels:

run: nginx

name: nginx
spec:
containers:

- image: nginx
name: nginx
resources: {}
volumeMounts:

- mountPath: "/usr/share/nginx/html"

name: task-pv-storage
dnsPolicy: ClusterFirst
restartPolicy: Always
volumes:
- name: task-pv-storage
persistentVolumeClaim:

claimName: pvc-san-nvme

SIZEPVHIPVC

HIE
1. BIZEPV,

kubectl create -f pv.yaml

2. BIFPVIRES,

kubectl get pv

NAME CAPACITY ACCESS MODES
STORAGECLASS REASON AGE
pv-storage 4Gi RWO
Ts

3. QI PVC,

RECLAIM POLICY

Retain

STATUS

Available

CLAIM



kubectl create -f pvc.yaml
4. IFPVCIRES,

kubectl get pvc
NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
pvc-storage Bound pv-name 2Gi RWO 5m

. BEHHEIPodH,

kubectl create -f pv-pod.yaml

(D oI UER EIE#HE kubectl get pod --watcho

6. WIFERREEHE L /my/mount /path,

kubectl exec -it task-pv-pod -- df -h /my/mount/path

7. 7E. EEILIERPod. PodNAEFBABEFE. BERRE

kubectl delete pod task-pv-pod

B2 "Kubernetes #l Trident X R" BXEFERIAISRERIFMER PersistentVolumeClaim FIAFIE
#lAsta TridentBd E &8I 5 IS,

BIE

181d Astra Trident , Kubernetes AP RIAERIREGEXNEHITT B, EREXT B
iSCSI #1 NFS EFFERERERE.

EFF isCSl &
ERILIER CS| BERFY R iSCSI AAME (PV) .

(D S HFSCSIEY B ontap-san, ontap-san-economy, solidfire-san JRohiEFHE
EKubernetes 1.16 B SRR,

% 1. A& StorageClass LI IFEN B

“miEStorageClassEEX LI E allowVolumeExpansion FERIEE N trueo
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cat storageclass-ontapsan.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"

allowVolumeExpansion: True

3 FBETFERYStorageClass. BEXNHFITHIELEHE allowvolumeExpansion &%,

% 2. FRELIER StorageClass £ PVC
YREBPVCE X HEH spec.resources.requests.storage URMEEEMNA/N, ZAK/NHBIARTFRIEK

e

cat pvc-ontapsan.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san—-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Astra Trident RBIZ— 1N kAME (PV) HRESIHXAMERE (PVC) XBX



kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i RWO

Delete Bound default/san-pvc ontap-san 10s

%34 EXEE PVC #Y POD
BPVIEIZZIPODLUATE AN, JAE iSCSI PV A/, BRMER:

* SNR PV E#ZE| Pod , N Astra Trident =¥ REFMERRIE, EFNFEIKEHBEBXXHERFRN.

s SIIAERRIERE PV UK/, Astra Trident &9 BFEGIRNE, & PVC 482 Pod f5, Trident &
IS EFIABRXERSE KA. RS, Kubernetes £ BIRIERINTREEH PVC K/

FtRBIR, eI T —1MERBIPOD san-pveo

kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name: san-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82f2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc-protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod



$£4%5:. BFFPV

ERERIEMPVMIGITAE2GI. 1BREBPVCENXHEH spec.resources.requests.storage £2Gio

kubectl edit pvc san-pvc
# Please edit the object below. Lines beginning with a '#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi

EB5F. WiV B

A L@ E PVC , PV # Astra Trident BHIA/NER I BEE EEiE(T:



kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

BFF NFS &

Astra Tridentz#53x)_EECERINFS PVi#1TEY B ontap-nas, ontap-nas-economy, ontap-nas-
flexgroup, gcp-cvs, #d azure-netapp-files [Gifo

% 1% A& StorageClass U ZFHEYT B

EIAENFS PV K/, BIEAEAEERTIREXRMEFMEIEUATFEY B allowvolumeExpansion FE&
WEN true:

cat storageclass-ontapnas.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontapnas
provisioner: csi.trident.netapp.io
parameters:

backendType: ontap-nas
allowVolumeExpansion: true

NREECNEGE IETEMESS. W R B EARENEEMEIEEIT kubectl edit storageclass AW
&V R,



% 2% FREEIER StorageClass tiE PVC

cat pvc-ontapnas.yaml
kind: PersistentVolumeClaim
apivVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Mi
storageClassName: ontapnas

Astra Trident 2 A1tk PVC 6l —1 20 MiB NFS PV :

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 20Mi
RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 20Mi RWO

Delete Bound default/ontapnas20mb ontapnas

2mé2s

E35 . BHPV

ERHEIERI20MIB PVIAE A 1GIB. 1B4IEPVCHH#HITIZE spec.resources.requests
GiB:

10

.storage %1



kubectl edit pvc ontapnas20mb

# Please edit the object below. Lines beginning with a '#' will be
ignored,

# and an empty file will abort the edit. If an error occurs while saving
this file will be

# reopened with the relevant failures.

#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 1Gi

F4F . WitY R

e LUEIE M E PVC , PV # Astra Trident HRIA/NERIFEARZRANETIER TE:



kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom— +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

- fom o
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |

et ittt L fommm - fom e
fom - oo fom - e +

SANE
el LU BB FEEENKubernetes PVE A tridentctl importe

iy I pE = 1]

BRI LUEES N\BAstra=H B U T E:
c B BEEFARUHESFRENEHES
* M— PR ERSIEENTE

s EEAEHERKubrenetes5EEE
* EREVRE BRI N AR R

AEEM
SENEZHI. BEFUTEESD,

* Asta=Imi R REESARW (IR 5)XKEFIONTAPE, DP (¥IEFRIF)EEMNEZESnapMirorBiTE. EHES

ANAstra= gz 2z 51 EBNEHRTREX R,
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* HNBNSNEEEDERNE. ESRASRERANG. BRELE. ARRITEAN.

@ XN FRELHEE. FJyKubnetesFERIREILAIAERE. H B UBMMG EEEE
F|Pod, XFIRERFEHUREIRIT,

* Fid storageClass AMEPVCLIEE. AEAR BESNHEAERILLSE. CIEEHESERFEMEER
EEEFIEM I RR#HITIERE, ATEERERE. BRSNREAFTE®ZEM, ALk, BMEEITF5PVCH
BENEFEERALEN RSP, SABREEXK,

* WEEXNEPVCHBENIRE, FHREEFSANER, RAKFEE PV, HFAHESE— Claims Ref,

o BIUERIRRVIEE N retain EPVH, Kubernetes BIH4FE PVC 1 PV &, S EFHEIUNERIR UL F
BRI B R,

° FFERMIEIURIE ABT delete. MIBRPVEY. FHESIEHMIFR,

* BRINBR T, Asta=infFfEEIEPVC. HIEEIREMBFlexVolfILUN, ERILUEE --no-manage BF S
NEREENIRE. MRERER --no-manage’F, AER BEXNKRNESRBEHRNARNPVCHPVHITERIE
ke, MEEPVE. FaMFEEES. HEERENSONEABRSHMRFESR AR,

NREBX AU TIEAFHFER Kubernetes , BFHETE Kubernetes MNP EIRFMEENERAE
HA, MLEIEEHR,

* PVC #1 PV RERII—MRE, ATFHETEESAUK PVC 1 PV 2EEBEHE. RRAECEMBRILIRE,

SN\E
AT AR tridentctl import MMSAES

p

1. QKA MEBRPVC)XE@EIM. pve.yaml)e PVCXHENEIE name, namespace, accessModes
, M storageClassNameo, fEWAILIERE unixPermissions FEPVCENXH,

U i AR

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: my claim
namespace: my namespace
spec:
accessModes:
- ReadWriteOnce
storageClassName: my storage class

(D amaspvanmEk SHHSE, XTELEERLESAGIEN,

2. ffif tridentctl import MPLUIEEESENAsta=THIRE RSB MU IEEFE L—IRREHIZTR(
f5l30: ONTAP FlexVol. Element#. Cloud Volumes Servicei&1R). o -f IEEPVCXHMRREESEN,

13



tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-
file>

Nl
BEUTESNT. TREXZFNIEHIERF.

ONTAP NASFIONTAP NAS FlexGroup

Astra=ININEEZIFFAS NS ontap-nas #l ontap-nas-flexgroup REHFERFE,

@ * o ontap-nas-economy REIFERFTEF A EEgtree,
* o ontap-nas #l ontap-nas-flexgroup RENIEFARIFFERAEENERZM,

FERLIENE 1 ontap-nas IREHIEFEONTAP £8f EBFlexVol, #H S N\FlexVol ontap-nas IRohiEF
M ITERIEMERE. ONTAP &&f L EF7ERIFlexVol BILUENEF AN ontap-nas PVC, [E##. FlexGroup volstla]
LIERF N ontap-nas-flexgroup PVCo

ONTAP NASfl
UTEREEMNIEZEEZNBIRG,
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RES
UTRHERANE IS managed volume {iiF&AMWGIH ontap nas:

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

e tomm - fom -
fomm - o e pomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o fomm - fom e
fomm o fomm fo—m +
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6a4-b052-423b-80d4-8fb491alda22 | online | true |

o fo—m fom -
fomm o fomm - fomm - +

FZES

fEFBY --no-manage . AEF BAMNEHRITER R,

YENISIN unmanaged volume z=E ontap nas f5im

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-
file> --no-manage

o e Fomm -
fom - o fom— - fomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fommm————— fomm -
fom - o fomm - fommm - +
| pvc-df07d542-afbc-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5ab6f6ad-b052-423b-80d4-8fb491ald4a22 | online | false |

o - fommm - fomm -
fom— - o fom - e +

ONTAP SAN

Astra=ININEEZFHFEASAE ontap-san BaiEF. AEZIFHFERATFNE ontap-san-economy RapFERF,

Astra=IHTEER UASANE S EPMLUNBIONTAP SAN FlexVol, X5—% ontap-san K&hfEFE. AF AFlexVol
REYEPPVCHILUNSGIEFlexVol, Asta=3#{IS \FlexVolHFESPVCE X FELHEEK,

ONTAP SAN/ I

15



UTEREEMIEREETFNEIRA,

KK

=t
WFZELE. Asta=IHiEEEFlexVolE&FRZ N pve-<uuid> ¥EFlexVol FRILUNME L 1uno,

TSN ontap-san-managed L#F7EHYFlexVol ontap_san default /gif:

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-

basic-import.yaml -n trident -d

fossssssss=sssesess s osssososssssssssssss=s Fem=m==== e et
fem=======a fememmesessss s s e sese s eessasaa s f=m===== fememema=a +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
fossssssssssscessssssssesosossssssssssssa=s femmmm=== fomssmssmemaaa
fressmm=a==s L R L e X
| pvc-d6eedf54-4e40-4454-92£fd-d00fc228d74a | 20 MiB | basic |
block | cd394786-ddd5-4470-adc3-10c5ced4ca’57 | online | true |
frosssssesmssmeme s oo s e n s s e s e e froccsssssmeea==
femm======a R fe======s e +
FREE

UFRBIS N unmanaged example volume £t ontap san fgim:

tridentctl import volume -n trident san blog unmanaged example volume

-f pvc-import.yaml --no-manage

e L L Fommmmomos Fommmmememesemos
et ettt Fommmmmms Fosommmmes +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmcmcosososssrs e e e e Ee T e E eSS eSS Fommmmmme= Pomemmsmsmssemss
Pommmmmmm== e cemes e s s s s s s s s ssss Pommmmm== o= +
| pvc-1£c999¢c9-ce8c-459c-82e4-ed4380a4b228 | 1.0 GiB | san-blog |
block | €3275890-7d80-4af6-90cc-c7a0759£555a | online | false |
Fommmmmmemsmesessse s s s s e e o= o=
Fommmmmomo= B e e e Fommmmmoe e +

IR EIFELUNBRET ) 5Kubornetes T3 s IQNHEZIQNAigroux. SN FRAIFFR. EEWKEEEIR: LuN
already mapped to initiator(s) in this group. EHEEMIFFEINIZFHECHMRETLUNAREZAN
5o

16



Vserver  Igroup Protocol 0S Type Initiators

k8s-nodename.example. com-fe5d36f2-cded-4138-9eb@-c7719tc21913
iscsi linux ign.1994-05.com.redhat:4c2elcf35e0
unmanaged-example-igroup
mixed linux ign.1994-085.com.redhat:4c2elcf35e0

Element

Astra=In7ZfE 2 15{FEFNetApp ElementfR{EFINetApp HCIES AN solidfire-san JEKENEER.

@ Element RopiEFZIFEENERIT, B2, IRGFEEENERIR. Asta DentRhiR[EIHEIR, 1F
NIGERRR. REE. IREE—NEIMHASIATENE,

v Ll
UTFREERN element-managed [aln LRYE element defaulto

tridentctl import volume element default element-managed -f pvc-basic-
import.yaml -n trident -d

- e fom e
fomm - o fomm - fommm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o fom— fom e
fom— - o fom - Fom——————— +
| pvc-970celca-2096-4ecd-8545-ac7/edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9¢c42-e38e58301c49 | online | true |
o fom—————— Fom e

fom - o fom— - fommm————— +

Google =¥ &

Astra=ININEEZFHERA SANE gep-cvs WEhFERF-

E1EGoogle=FEHE ANetApp Cloud Volumes Servicex#580%E. BRERRHTEIZE. BB
RRENSHBEN—E7. (IFZE /. fln. RSEHEFN 10.0.0.1:/adroit-
jolly-swift. HBEEN adroit-jolly-swifto

Google Cloud Platform::f
UTRBEFN gep-cvs Gl LEME gecpevs YEppr BER{E adroit-jolly-swifte

17



tridentctl import volume gcpcvs YEppr adroit-jolly-swift -f <path-to-pvc-
file> -n trident

fos=ssss=s=ssscsessssssssosossssssss==ssa=s femem==== R e
e e e e e e e e e e fro— e +

| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o e fom -
frems=m=m==s fremeoeesessssse e s e s s s o s R fremememm=s I

| pvc-ad6ccab7-44aa-4433-94bl-e47£fc8c0fad5 | 93 GiB | gcp-storage | file
| ela6e65b-299e-4568-ad05-4£0a105c888f | online | true |
fossssssssss s e se s s oses oo sssssss s s R e e
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

Azure NetApp Files

Astra=ININEEZFHFHASANE azure-netapp-files WhiEF,

@ EF NAzure NetApp FilesE. IFIRERERTEZE. BRIEEENSHEBREN—2. LTZE
/o A0, WNRFFEHERE 10.0.0.2:/importvoll. HEEN importvolls

Azure NetApp Files = fjl
UTTRBIERN azure-netapp-files fgif L% azurenetappfiles 40517 HEE1E importvolls

tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

R e Fommmememesemos
Pommmmmmm== ettt P o= +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

BTttt P o=
Fommmmmmm== L et Fommmmm== o= +
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274£-d94b-44a3-98a3-04c953c9%a5le | online | true |

o e e mesesese s s s s s e s ettt e
Fommmmmomo= B e Fommmomoe S +

M RTIEIZEIEENFSE

fEHAstra Trident. &R FEE R TEIFRCIES. HFE—IHZ P A TEIRHE
ZEo
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{#FAstra TridentVolumeReference CR. &R LUE—1 % NKubernetesip & =

ZReadWriteMany (rwx) NFS#, ﬁtKubernetesﬂK*)lﬁrF/i’%E% BEBEUTME:

* BT Z MRS IFREESRBGRE SN
s EATFFRBE Trident NFSHIRTHIZEE
* FRF FtridentctiHAE M EMIEARYIKubernetesThEE

B ER T N Kubernetesii & 8] Z [BIFINFSEHEHE,

SiE] Z B| ettt

"primary" o
namespace

namespace

secondary
TVol «€—>» Tvol

=
3
2

.......................

Storage
Volume

TridentVolumeReference

AENNSEBEEIKENFSEHE,

o FEERPVCUHZESE

Rep B =EEPIAE B R T IHERPVCHEIIERIIR,

BT EBmSRTEFEZCRIINIR

EREER MBI RATENFIE &R FEIETridentVolumeReference CRAVIXR,
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e E B = aH 8IZ TridentVolumeReference

Birs &=

1BIFYER B &35 6IZ TridentVolumeReference CRELS|BIEPVC,

o B R=E R e EMEPVC
Bires R T EINFIEECIZEME

&R Biran R =iE

NTHREEE. BT
T RE=EERR %@o

p

PVCLAEEFIRPVCH RV IR TR

HEFERGBTEMEE. EHEERNBRHET

SEFTEENDENRE. &

1. BB ZTEREE: *BIEPVC (pvecl). UEFS5BIrmB T EHZNINIR (namespace?)

2. *EREER QEBEXAEHHITkubeconfig. LUIEFBIrsm&AT

20

shareToNamespace triEo

kind: PersistentVolumeClaim

apiVersion: vl
metadata:
name: pvcl

namespace: namespacel

annotations:

trident.netapp.io/shareToNamespace: namespace?2

spec:
accessModes:

- ReadWriteMany

storageClassName: trident-csi

resources:

requests:

storage: 100Gi

Astra Trident28lIZEPV X E[GiHNFSTE(EE.

© BRI LUERES

DIRFIRFGPVCHEL Z Mo R =8, HId:

trident.netapp.io/shareToNamespace:
namespace?,namespace3, namespacedo

® © {EETLUER

HZRFFEsRTIE *, Fli0:

trident.netapp.io/shareToNamespace: *

o & IEMPVCLAEHE shareToNamespace BERNARINTRE,

#TridentVolumeReference CRAIIX R,
3. *Birmn B TEIFfEE: BB TEPEIES | BIRaE e TridentVolumeReference CR pvcilo

BFfE&EB RSB =EF e



apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?2
spec:

pvcName: pvcl

pvcNamespace: namespacel

4. *BirenBTEIFTEE: *QIEPVC (pvc2) (namespace?) shareFromPVC B FIEERPVCHTRE,

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

annotations:

trident.netapp.io/shareFromPVC: namespacel/pvcl
name: pvc2
namespace: namespace?2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

()  BiPVCHAIKTINFREFEPVC,

#ZR

Astra Tridenti2BX shareFrompvC fEBIRPVC LARIIIRE. FHREMPVRIZN—TINEE. MEBSZEEHD
RPVRTFERIR. HARZERPVEMERIR. BIRPVCHIPVERNIEESE.

BsEZES

ST BREZ N e B TEJHEMNE, Astra TridentEfBRx R TE_ EEIAE. FHRIFHHFZENEM
R TEIAYIANE. MIFRS|IEENFIEaRRTEIG. Astra TridentiEIBRiZE,

£/ ... tridentctl get BIEAMNES

fEA[tridentctl XARFEAR. EAILUETT get BTFRBMEBEN TS, EXFMER. BEENHEE
Jtrident referation/tridentctl.html[t ridentctl S8 FEIN],
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Usage:
tridentctl get [option]

flags

* -h, --help:. HBEH,
* ——parentOfSubordinate string. BFEWEREHIAMEE,

* ——subordinateOf string. BEHEEGINENTE,

BRI

* Astra TridentTAfHLIE BfRas BT RIS AR RS, BN ERAXANEREMHIZRGIEBEHLZEHE.

* fERBEBI IR RIBGE FHRPVCHYIAIR) shareToNamespace 8% shareFromNamespace tr+ 3R
TridentVolumeReference CR.EBHUHIAR. HAIAMIERMEPVC,

* BATEMEE EAITIRER. FIENHE.
BXRIFEES ...
BT REXESZTEEHEAMEMER. BRITUTRE:

* IR "ERRTEIZEIHRES: WEsRTEE R Hello"
* MELBYET "NetAppTV'

{58 CSI $R$t

Astra Trident A] LUBI EMA &SRR E FHFEMHME Kubernetes £EHRITI A "CS|
HRFNDEE"

B

5/ CSI R I08E, AILURIBREAIAI ARG SRR — T, WS, BIRRME,

Kubernetes EIESIAIIEMET HENT R TRAUUTF— M KERNAFRETRAEXEEF, e UUIFRE
Xigzial, ATEFESKERMNFHTIEAHECES, Astra Trident £ 7T CSI #hih.

(@  TEEXCSIEIENESER LA,

Kubernetes 1t 7 A E—EHERT

* {#H VolumeBindingMode IRE N Immediate. Astra TridentidtliEE. MASREMEMIRIN, CIE
PVC N=MBEHEMIEILE . XEHIAE VolumeBindingMode FiEAF ARG ISLHEIRFNESIBYEE
B, SIBKAMSHN. FEMFHT A LHiEKPODRITRIZERK,

* {#H VolumeBindingMode IRE N WaitForFirstConsumer. {EitEIFEIEFERAPVCHIPodZHI. EiE
IRAPVCEIEMHEXAME., X, SMSIRIEHIMEREHILHERYITXIPREISROIE,
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() - waitForrirstConsuner SEMRFRBIEIMFE, HIREANRITF CSI HEHINEEREF.

ERBNNE
B(ER CSI ik, ERBBRUTRH:

* iI&1TYKubernetes&E &% "2 FFAYKuberneteshii "

kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99df"”,
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99dt",
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:492",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}

* RPN RN EAB R 5| NIRIMNERFIFFRZ (topology . kubernetes.io/region
topology.kubernetes.io/zone) o TEZRZE Astra Trident Z i, EEFPHT R ENFEXLERE *, U
fi Astra Trident BEBZIRBIIRFN,

kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{.metadata.labels}] {"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube

rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"nodel", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/master":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone":"us-eastl-a"}]

[node2,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node2", "kubernetes.io/

os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone":"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname":"node3", "kubernetes.i0/
os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone":"us-eastl-c"}]
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$£1F: SIERRIEHEmE

AI LAt Astra Trident 25, UERBEATAMKIEEEEFEMEES. 81 EHEBATUEE— LR
supportedTopologies RNMMZIFI D XAMXIFFIRIIR, M FEAILLFIHRY StorageClasses , RETE
SRFXE / KGRIt BRERIEKEY, T8RS,

TER—EHREXRE:

YAML

version: 1

storageDriverName: ontap-san

backendName: san-backend-us-eastl

managementLIF: 192.168.27.5

svm: iscsi_svm

username: admin

password: password

supportedTopologies:

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-a

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-Db

JSON

{

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "san-backend-us-eastl",
"managementLIF": "192.168.27.5",

"svm": "iscsi svm",

"username": "admin",

"password": "password",
"supportedTopologies™": [
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-a"},
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-b"}

]
}

supportedTopologies AFIRIHE N EHRIKIFEN S XFIRK, XEXIFM P XKRRAE
StorageClass Hig B R IFET IR, WM TEERIRRMRED XIgF XA StorageClasses ,
Astra Trident SRR AIES,
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BRI AE X supportedTopologie

1

storageDriverName:

version:
ontap
backendName:
managementLIF: 172.16.23
svm: nfs svm

username: admin
password: password
supportedTopologies:

topology. kubernetes.io

topology.kubernetes.io
topology. kubernetes.io
topology. kubernetes.io
storage:
- labels:

workload: production
Iowa-DC
Iowa-DC-A

supportedTopologies:

region:

zone:

- topology.kubernetes.
topology.kubernetes.
labels:
workload: dev
Iowa-DC
Iowa-DC-B
supportedTopologies:

region:

zone:

- topology.kubernetes.
topology.kubernetes.

==

s @S MEEEN—1 BS

—nas

nas-backend-us-centrall

8.5

/region: us-centrall
/zone: us-centrall-a
/region: us-centrall

/zone: us-centrall-b

io/region: us-centrall

io/zone: us-centrall-a

io/region: us-centrall

io/zone: us-centrall-b

UL B

EUERBIR, FER region M zone I RNEEMAIAMIE, topology.kubernetes.io/region

topology.kubernetes.io/zone

EEFMEENERUE,

% 2. EXANRBIEFMY StorageClasses

RIBRNERFPIT RIRHAYIEIMRE, AJLUF StorageClasses EX N B EHRIME
fRIENRIEFREM, UKAIER Trident BEENENTT R FEE.

BEIULTRA:

B, XBHERE PVC 5k
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: netapp-san-us-eastl
provisioner: csi.trident.netapp.io
volumeBindingMode: WaitForFirstConsumer
allowedTopologies:
- matchLabelExpressions:
- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b
- key: topology.kubernetes.io/region
values:
- us-eastl
parameters:
fsType: "ext4d"

7£ EiRStorageClassEXH. volumeBindingMode IXEH WaitForFirstConsumer, {ELLFFEIHIBERD
PVC 7 Pod 5| B ZHIASH1TIZ{E, f. allowedTopologies IRMEFEAMNDIXMXIFH, o netapp-
san-us-east1 StorageClassi1E L BI##PVC san-backend-us-eastl EIARTE X MGk,

%39 eIEMER PVC
8 StorageClass I HBRHIZIRIRIE, EIERIUBIE PVC,

BB WG spec LT

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl

ERLERBIE PVC ESHUUTER:

26



B{E Trident IR EHFHLE

kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding

EI PVC , I57E Pod HfER PVC o BT RA:
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apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

ltpodSpeci&KubernetesTE AT 52 it ¥IPod us-east1 Xigd. G MFBIERT i

eastl-a B{ us-eastl-b PX,

BEEIU T

28
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kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

B EmRLUEE supportedTopologies
AILEHEERIFUEFESIR supportedTopologies f#H tridentctl backend update. XA
BERENE, FENATFELE PVC,
THREZER
s "EIRRBER"
* "TIREEEE"

 RBRIERIR B
* REAARY

E IR

A E(PVs)HIKubbernetes& RS FFERIBY E] mEIA, &R LA A9fEF Asta Trident@l3Z2RY
EEIERIR. FATEAsta Trident/MEBEIERVIRER. MNIMBREBCIEIEURMNRERRES
IR

r

BRI

TIFEIRER ontap-nas, ontap-nas-flexgroup, ontap-san, ontap-san-economy, solidfire-
san, gcp-cvs, M azure-netapp-files IREHFER,

FHaZ
BEARE. BXATERIINMREBIEGIZSFEENXERBENX(CRD), XEKubernetes tizgmHHFE = (a0
: Kubeadm. GKE. OpenShift)BJER 33,

INRERIKubernetes 73 R hRA B & IRFRITHIZZACRD. 152N [EPEERIRIZHIZE ]

@ NREGKEMZREZIRFEIRE. B70IZRERIEHIE. CGKE-ERARNERIRREIRREREE.
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BIZERER

TE
1. B3 volumeSnapshotClass. BXIFHMEE, 1EE M "VolumeSnapshotClass'”s

° o driver JEMEAER J1=IxCSIRKEIIEF-

° deletionPolicy AJLL/E Delete B Retain, RENAY Retain. FEEE LNRKEYIEREBRR
&, IMEEFERANE 2L volumeSnapshot X RE MR,

Nl

cat snap-sc.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: csi-snapclass
driver: csi.trident.netapp.io
deletionPolicy: Delete

2. QZMBPVCHIIRER,
Nl
° RS eIR I B PVCHIIRER,

cat snap.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:
persistentVolumeClaimName: pvcl

° tRBIE B ABNPVCEIESREBITR pvcl REBRIBTIEE N pvcl-snap. VolumeSnapshotZE{ii
FPVC. H5XEX volumeSnapshotContent FRREFRRBAINN R,

kubectl create -f snap.yaml
volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots
NAME AGE
pvcl-snap 50s

o &R LIMARE VolumeSnapshotContent YRR pvel-snap VolumeSnapshotBYitEH, o Snapshot
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Content Name FRIFIRMHELEIRIBAIVolumeSnapshotContentif&Ro o Ready To Use BEFRTIREE
AT RIEMHPVC,

kubectl describe volumesnapshots pvcl-snap

Name : pvcl-snap
Namespace: default
Spec:
Snapshot Class Name: pvcl-snap
Snapshot Content Name: snapcontent-e8d8a0ca-9826-11e9-9807-
525400£3£660
Source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl
Status:
Creation Time: 2019-06-26T15:27:29Z
Ready To Use: true
Restore Size: 3Gi
MERERRIZEPVC

AT LUER dataSource FAB ANEREBEIZEPVC <pvc-name> {EREIER. €12 PVC 5, ®JTLUEEMIN

2| Pod £, HE&EREMREM PVC —HER,

(D PVCRSREER—EmEE. H2N "MRENE: TatERAEmREEZEMK=RPVC Snapshot
BIEPVC",

TR ERRIZEPVC pvcl-snap fEAEIEIR.
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cat pvc-from-snap.yaml
apiVersion: vl
kind: PersistentVolumeClaim
metadata:

name: pvc-from-snap
spec:

accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

SANEIRE

Asta=ININEESZ #F "Kubbernetes il &R IE TR MIEFEBHEIERABERE G volumeSnapshotContent 7EAsta
Trident7MEB BRI RIS NIRER,

PR, =]

Asta= IR ZELNELIEHSNREBIIR E,

TIE

1. *EBEIER . *QlE— VolumeSnapshotContent 5|ARKRBIINR, XIE1EAsta TrdentH BEHIREE
TER

° IEHIEERIRIREERIZ IR annotations YN trident.netapp.io/internalSnapshotName:
<"backend-snapshot-name">,

° 87 <name-of-parent-volume-in-trident>/<volume-snapshot-content-name> £
snapshotHandle, XEIMEPIREBIZFRIE AAsta TridentiRHtAIME—{S 2 ListSnapshots B,

(D o <volumeSnapshotContentName> HHFCREIZRHI. FEEIGE S RimIRERZFRIT
Ao

AN
UTREEEEIZE volumeSnapshotContent 5| BRIHMRBIINR snap-01.
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apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotContent
metadata:
name: import-snap-content
annotations:
trident.netapp.io/internalSnapshotName: "snap-01" # This is the
name of the snapshot on the backend
spec:
deletionPolicy: Retain
driver: csi.trident.netapp.io
source:
snapshotHandle: pvc-£f71223b5-23b9-4235-bbfe-e269ac7b84b0/import—-
snap-content # <import PV name or source PV name>/<volume-snapshot-
content—-name>

2. *EBEIEA . QI volumeSnapshot 5|HABICR VolumeSnapshotContent IR, IIRIEEIBERIFIRILL
{8 volumeSnapshot ELAERR TEH,

Nl

TG CI# volumeSnapshot CRE#® import-snap 5|HAM VolumeSnapshotContent BE&
import-snap-contento

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: import-snap
spec:
# volumeSnapshotClassName: csi-snapclass (not required for pre-
provisioned or imported snapshots)
source:

volumeSnapshotContentName: import-snap-content

3. *NERNIB( T FBHATIEMIRIE): *IMERIRIBIZEF ARSI 632 VolumeSnapshotContent BT
ListSnapshots B, Asta=TINEERI I TridentSnapshots

o SNERIRFRFZEFFHFIKE VolumeSnapshotContent to readyToUse #l VolumeSnapshot to trueo
° TRIdentiR[8] readyToUse=trues

4. “ERIFAF *BE— PersistentVolumeClaim BAS|IBH#HY VolumeSnapshot. HMH
spec.dataSource(EEspec.dataSourceReng*m%JVolumeSnapshot3g*mo

Nl

UTREECIE—5|FHBPVC volumeSnapshot B8 import-snapo
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: simple-sc
resources:

requests:

storage: 1Gi
dataSource:

name: import-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

fEARRIME SLIE

FRINBERT. REBERLTRERS. UERAEEMIESEREENENREN ontap-nas N ontap-
nas-economy WENFEF. B .snapshot BRUBEZEMIREIRE $HE.

f£Avolume Snapshot restore ONTAPER 1T R EE & X R EI SRR I RIS,

clusterl::*> volume snapshot restore -vserver vs0 -volume vol3 -snapshot
vol3 snap_ archive

()  FESnapshotBlAn, MESMER IR, SIESnapshotBIZExtEMIRH HIERIEE %

flFR BB <ECIRIREIPV
%'JI?EESQH*H%E”E’JKR MERS, HEREY Trident ERFEFA " EERER " KE. BIBREIREE LUMIBRAsta Trdent

I EREBITHI2S
MR EAKubernetes ) AR A B & HRIBITHIZSFCRD. AT LRI FEAR#1TERE,

p
1. BIEEIRRCRD,
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cat snapshot-setup.sh

#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

2. IERRARITH2R,

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/setup-snapshot-controller.yaml

@ MEME. ITH deploy/kubernetes/snapshot-controller/rbac-snapshot-
controller.yaml HEH namespace & (8o

NEESEEES
R

* "VolumeSnapshotClass"
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