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Trident iIZE 7T

EEA=ZImc BT REAstra=lx. JEIE tridentorchestrator cr.yaml &&
cloudProvider to "Azure", fY0:

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent

cloudProvider: "Azure"

Zfe

LUTF RGNS ZEAsta=TNINEESE cloudProvider EAMB TS ERIMNEIAzure scp:

helm install trident trident-operator-23.10.0-custom.tgz --create
-namespace --namespace <trident-namespace> --set cloudProvider=S$CP

<code>tridentcti</code>

LU RANGE L EAsta TrdentiZ & cloudProvider FRIEAN Azure:

tridentctl install --cloud-provider="Azure" -n trident

EZ A E Azure NetApp Files [5im
7EAcE Azure NetApp Files [5imZ 8. BEEMFRHE U TERK,

NFSHISMBERIRIIR S+

ﬁﬂ%u%E/AﬁFﬁAzure NetApp Files HAEFUBEFHA. NFEEHITLEABECERIREAzuUre NetApp Files 7
BIEENFSE, BB "Azure: i&EAzure NetApp Files HEIENFSE"

BOEBA(ER "Azure NetApp Files" G, BEEHREUTER:


https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-quickstart-set-up-account-create-volumes
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-quickstart-set-up-account-create-volumes
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-quickstart-set-up-account-create-volumes
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-quickstart-set-up-account-create-volumes
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-quickstart-set-up-account-create-volumes
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-quickstart-set-up-account-create-volumes
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-quickstart-set-up-account-create-volumes
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-quickstart-set-up-account-create-volumes
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-quickstart-set-up-account-create-volumes
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-quickstart-set-up-account-create-volumes
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-quickstart-set-up-account-create-volumes
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-quickstart-set-up-account-create-volumes
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-quickstart-set-up-account-create-volumes
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-quickstart-set-up-account-create-volumes
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-quickstart-set-up-account-create-volumes
https://azure.microsoft.com/en-us/services/netapp/

subscriptionID, tenantID, clientID, location, # clientSecret 7FAKSEEE
ERZE B DI A%,

* —NAREHM, BEEM "Microsoft: JJAzure NetApp Files SIEZB =",

* ZEikéAAzure NetApp Files B9FM, 155 L "Microsoft: FFMZE kA Azure NetApp Files"s

* subscriptionID MBM T Azure NetApp Files BYAzureiT i,

* tenantID, clientID, # clientSecret M "NATEREM" 7E Azure Active Directory 7, BB R
Azure NetApp Files IRSB PR, MR EMRER L TE—I:

° FREEWTIME AT "HAzureTIE X",

c BE'BEENMGHEHAE" ITIA%KT) (assignableScopes). FEBLUTIR. XLLEMNFRIXEFAstra
TridentFr =R IR, CIEBEXABRE. "EHAzure] IR DECAE"


https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/active-directory/develop/howto-create-service-principal-portal
https://docs.microsoft.com/en-us/azure/active-directory/develop/howto-create-service-principal-portal
https://docs.microsoft.com/en-us/azure/active-directory/develop/howto-create-service-principal-portal
https://docs.microsoft.com/en-us/azure/active-directory/develop/howto-create-service-principal-portal
https://docs.microsoft.com/en-us/azure/active-directory/develop/howto-create-service-principal-portal
https://docs.microsoft.com/en-us/azure/active-directory/develop/howto-create-service-principal-portal
https://docs.microsoft.com/en-us/azure/active-directory/develop/howto-create-service-principal-portal
https://docs.microsoft.com/en-us/azure/active-directory/develop/howto-create-service-principal-portal
https://docs.microsoft.com/en-us/azure/active-directory/develop/howto-create-service-principal-portal
https://docs.microsoft.com/en-us/azure/active-directory/develop/howto-create-service-principal-portal
https://docs.microsoft.com/en-us/azure/active-directory/develop/howto-create-service-principal-portal
https://docs.microsoft.com/en-us/azure/active-directory/develop/howto-create-service-principal-portal
https://docs.microsoft.com/en-us/azure/active-directory/develop/howto-create-service-principal-portal
https://docs.microsoft.com/en-us/azure/role-based-access-control/built-in-roles
https://docs.microsoft.com/en-us/azure/role-based-access-control/built-in-roles
https://docs.microsoft.com/en-us/azure/role-based-access-control/built-in-roles
https://docs.microsoft.com/en-us/azure/role-based-access-control/built-in-roles
https://docs.microsoft.com/en-us/azure/role-based-access-control/built-in-roles
https://docs.microsoft.com/en-us/azure/role-based-access-control/built-in-roles
https://docs.microsoft.com/en-us/azure/role-based-access-control/built-in-roles
https://docs.microsoft.com/en-us/azure/role-based-access-control/built-in-roles
https://docs.microsoft.com/en-us/azure/role-based-access-control/built-in-roles
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal

BEXTTHMERT

"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": {
"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited

permissions",
"assignableScopes": [
"/subscriptions/<subscription-id>"

1,
"permissions": [
{

"actions": [
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/write",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTarge
ts/read",
"Microsoft.Network/virtualNetworks/read",

"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/read",



"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"

I

"notActions": [],
"dataActions": [],

"notDataActions": []
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version

storageDriverName

backendName

subscriptionID

tenantID

clientID

clientSecret

servicelLevel

location

resourceGroups

netappAccounts

capacityPools

virtualNetwork

Description Default
R 1
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Azure 1TIEHBI1TIH 1D

NRTEAKSER LEATREM
IR My RTE,

N FRtER A ARRYFES 1D

NRTEAKSER LA TREMR
IR MI9RTE,

N A ZRF MR Fis 1D
NREAKSER LEATREM
1/ N JJJj]_JL_o

N AiEF MR P IRE

NRTEAKSEE FERATREM
1/\\ J\Ujj—_I-Lo

Hh—/> standard, Premium> "™ (F&EH)
8 "Ultra

ZRIEFHEH Azure (UEMZT

NREAKSER LERATRER
IR MI9RTE,

BFmEEAMAFRNARATIR ") (Cimikss)

i
BAFmiEE LI ATRM NetApp 1P "[]" (ELiFHikes)
IES

BTmEERXMBRNETEMIIR " (Cinikss, R
BEZIRFMBYEIARLE R R

=

XTI AR + " + BEHL

=a Ak

T



2

=

subnet

networkFeatures

nfsMountOptions

limitVolumeSize

debugTraceFlags

nasType

Description Default

ZRLG B F MBI R TR

Microsoft.Netapp/volumes

— NEH—HVNetThRERTRER
Basic 5{ Standardo

£KIN8 #ElFT_FﬁﬁiHJE%‘B_Jﬁﬁ\
QE%ET_ITIFHEF'FFHO B
networkFeatures 1RFXEHAILL
IheE. N=SEERRERK,

FEARITEI NFS $HEE)%E0, "nfsvers=3"
SMB&E 2,

EBFANFS 4.13EH 5. FEE

nfsvers=4 {125 73 FREVIEEZEIN
HIFRAIEENFS v4.1,

FERE X PIRBENERENZE
=RIRECE IR BN ERIRT

MRBFBRPERNEIIE, WE " FOABRTRREIE

BRI

WEEHBRN EERNERITS. &~ =T
Bl \{"api": false,

"method": true,

"discovery": truel}. FRIEMEIE
EHITHRIEHRRH S EFANEE
g, [NIF7MERILtEIh8EE,

AEENFSZSMBE B, nfs
EINMESE nfs, smb AT, ERIA

BRT. BgENTSREBNFSEIR
BAT,

()  BxmavsssmEs. B8N TEAure Nethpp Files BHIRLEEE',

FRE R ZER

i)

WR1EBIEPVCHULE]"No Capamty Pools"(RIXFIBE ) iR, MBI BIEF FM I 88 H XEXBIFRENIR

MARIR(FR. EPALE.
REEAERAELSNAG,

@'E/ )

MRBATIAIR. MAstra TridentiFi2 RO EiRT A IMEYAzUre =R, I0IIE

& resourceGroups, netappAccounts, capacityPools, virtualNetwork, # subnet AJLUE

FRERMHTERERTRIEE. FAZHIFTRT. BNEATERERZM. ENEITAUSZIERA

fco

R IRIT

o resourceGroups, netappAccounts, #l capacityPools {Eislhites. A TFEAM—ARREES
HERUUERAEFRIEE. TE2RERBMMEAU TR

Rt fE R R A BB ZIR.


https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
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https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
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Type

Resource group

NetApp #F
e
AL

Subnet

HECE

3o

< H®RA >

< &R >/< NetApp M >

< HR4 >/< NetApp K >/< BEith >
< TR >/< EINHLE >

< BIFA >/< BINLE >/< FK >

TR LUBE R AL B XAV ER 7 RIS E U P IETCRIZHRIFINE R E, FEN [RHIEE] THIFAER.

exportRule

snapshotDir
size

unixPermissions

THECE

Description Default

WERIFHAN, "0.0.0.0/0

exportRule I UCIDRERE
RTHEEIPv4INE SR IPv4TFIZE

BHNES KRS,

SMBEERER,

=%l .snapshot BREAIR] L4 false
MEREIAKN "100 52 "

MERIUNIXI PR (4D ERIEF), ™ (FisiTheE, FEETTIRTIA

B&%)
SMBEE 2B,

UTRAIERTRAZSHEHRBEANBRANENESEE, XBEXEHRNRESETTE.



RIREE

XREMNNRRGEIHEEE, FRLEE. Asta=inFiE] UL EEEUEZRIKZAzure NetApp FilesBIFT
BANetApptk . FEMMFMN. HIENIFHEREETEF— MM FMN L. EN nasType B8 nts FRIA

BRTER. EREANFSERE,

HERINIFFIafERAzure NetApp FilesHZIXF LR, IHECERIEAANESE. B L

BENESREGINMSERRE,

version: 1

storageDriverName:

subscriptionID:

tenantID:

clientID:

clientSecret: SECRET

location: eastus
AKSHZE 517

WEIREEESHINEE subscriptionID, tenantID, clientID, # clientSecret, EFARE

BB rER.

apiVersion:

azure-netapp-files
9f87c765-4774-fake-ae98-a721add45451
68e4f836-edcl-fake-bff9-b2d865eeb6ct
dd043f63-bf8e-fake-8076-8de91e5713aa

trident.netapp.io/vl

kind: TridentBackendConfig

metadata:
name: backend-tbc-anf-1
namespace: trident
spec:

version: 1

storageDriverName:
capacityPools:
resourceGroups:
netappAccounts:
virtualNetwork:
subnet:

azure-netapp-files

["ultra-pool"]
["aks—ami-eastus-rg"]
["smb-na"]
eastus-prod-vnet

eastus-anf-subnet



£
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\

AEMmERINFERS RS EE

I EHERE S EEREEAzure® eastus IIE Ultra BB, Asta=iFEEIAIIZUIBEEIK
faAzure NetApp FilesBIFREFM. HBNEEFP—PNFNLERE— M5,

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus

servicelLevel: Ultra

capacityPools:

- application-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2



SRECE

EREEH# - BERETESE N N—NFN, FERTRESEENIAE,

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET

location: eastus

servicelLevel: Ultra

capacityPools:

- application-group-1/account-1/ultra-1

- application—-group-1/account-1/ultra-2
virtualNetwork: my-virtual-network

subnet: my-subnet

networkFeatures: Standard

nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi

defaults:
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
snapshotDir: 'true'

size: 200G1

unixPermissions: '0777"'



REPVHECE

HEIHRECERITE— T XEREX S EFE, NREES T REWSIFAENRS R, HEEHEE

Kubernetes el R TXEARSZRANNTFMESL, MWILIHEEIFEER. EINITERTRIEX Dt

performanceo

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- ultra-1
- ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelevel: Premium
capacityPools:
- premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- standard-1
- standard-2

TFhEEREX

UTFAA StorageClass EXEE EIRTFAE M,

12



ERMRBIENX parameter.selector FE&

£ parameter.selector B lAEMEE StorageClass BTFRESNEM, EEEEEMFHENX

BN A H.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=gold"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=silver"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=bronze"

allowVolumeExpansion: true

SMBERIRAIE X

f£F nasType, node-stage-secret-name, #l node-stage-secret-namespace.

FHRMHFRZERIActive Directory 18,

1R

ANy

AILIIEESMBE

13



iR E EHEAEE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

SR EARENEN

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

BN ERAFENER

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

14



@ nasType: smb ZFSMBERIMAITHILLS. nasType: nfs 3¢ nasType: null NFSHIEYTH
%E2%o

IR
IERREEX G, BITUTE<:

tridentctl create backend -f <backend-file>

NREwHEIZRY, NEHEELIEE, ERILUETU L KREFEETURELRERRA:

tridentctl logs
WEHEEREXHFHHNR@EG, Ee]LABRIETT create 85,

JJGoogle Cloud/5imfd& Cloud Volumes Service

T ER AN {E IR R R I B B 45 & R FGoogle CloudBINetApp Cloud Volumes Service Bt
B HAstra TridentZZE M T,

Google CloudiRsHiZEFIEAME R

Asta=TNIhEEIR M gop-cvs SEEHBEMNIMER. EFNIRIEREE: ReadWriteOnce(RWO)
« ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

IREhF2RE i HIEL SERHEER SHENOXHERS
gcp-cvs NFS XHERS Rwo. ROX. rwx. RWOP nfs

T f#iEA T Google CloudfJCloud Volumes Service RJAstra Tridentsz 1%

Astra Trident®] LA7E/ N & 83 Cloud Volumes Service &2 — "IRS 5"

* CVS-Performance:. ZXiAEYAstra TridentfRSZ3EE, XM M IUMIRZ X B RESEMMRENE~TER
%, CVS-PerformancefRZHEE ZB—MEHIZT. ZIFHNEXNELDL 100 GiB, EAILLUEE—N "= IRS
LH":

° standard
° premium
° extreme

* *CVS*: CVSIRFZRERMSXIIAIAM. HaeksIRHEINTEF. CVSIRSZSEER—MIRMFEI. FIfERF
< I VE1 GIBHNE, FIEMRZSEEE501TE. HPMESHHZMNE 2N, ErIER—1"
MRS R

° standardsw

15
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° zoneredundantstandardsw

EREHNE

ECEFER "EH T Google Cloud Y Cloud Volumes Service" [al, BEEHEUTEK:

* BZ&E T NetApp Cloud Volumes Service FYGoogle Cloudti
* Google Cloud HF T B 4=
* Google CloudfRE M netappcloudvolumes.admin role

* Cloud Volumes Service i HIAPIZEA {4

[EimEC B

B RIHEZTE— Google Cloud XIFFEES, BEHEMXIEEIES, Ea]UEXEMGIH,

version
storageDriverName

backendName

storageClass

storagePools

projectNumber

hostProjectNumber

apiRegion

apiKey

16

Description

TFEIREIE P YR FR
BE X B F it e

FAT18ECVShRS3 R AR AIES IR,

£ ... software WEIECVSAIRSZHE, BN, Astra
Tridenti§ R FCVS-PerformancefR5S5 A (hardware

) o

XPRCVSARSS XA, BATiEERTEIBENEFME LA
S

Google Cloud tkFIBE %S, Ith{EREGoogle Cloud
TP ER EE

MRFEAHZVPCWLE. MAMNED, FIE=H.
projectNumber EARBIME.
hostProjectNumber EEHINE,

Astra Trident@l3£Cloud Volumes Service &/IGoogle
=X, BIEEXEKubernetesEEFRY. 72 BIEM
% apiRegion AIF1EZ 1 Google Cloudit XY =
LRI TERE,

BXERE R ERI LS.

Google CloudBR551tk F BYAPIZ €A
netappcloudvolumes.admin B,

E84E Google Cloud AR5 & FAEAXHRY JSON
BRANAET FFEFEFREEXH) -

Default

RN 1
"GCP-CVS"

IXEhiZR R AR + "_" + API
ZERN—ERD


https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
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proxyURL

nfsMountOptions

limitVolumeSize

servicelLevel

network

debugTraceFlags

allowedTopologies

HHECE R

Description Default

RIBRRS B R EEZTICVSIKF BT AIEURL, RIEAR
SERAILUE HTTP I8, WAILAZ HTTPS R,

XF HTTPS I, BBLIIEBRIVIE, UAFERIER
SaPEABERIEH,.

AEZEFEAT BRI RIEIRS 2R,
FEARITEI NFS HEEE)H%ET, "nfsvers=3"

IRIEREGEA/NBITIEE. NEE LK, " (ROAMER TSR

i)

#BMCVS-Performances{CVSIREZ &5, CVS-PerformanceZRi\ME

H"standard",
CVS-PerformancefE/y standard, premium'3{
‘extremeo CVSEHIAE
F"standardsw",
CVS{EN standardsw 3§

zoneredundantstandardswo

FFCloud Volumes Service #MIGoogle =M, default
HPEHEBRIY EE A IAEINS. . =

\{"api":false, "method":true}o

PRIFEEEHTHIERIR AR R IR AN BSHkE, T
BIER kIR,

ERRABXIFHIAE. EE X StorageClass
allowedTopologies WEIEFTE X,

fBgn:

- key: topology.kubernetes.io/region
values:

- us-eastl

- europe-westl

BRI ATERITHIZIASECE defaults 257,

exportRule

snapshotDir

snapshotReserve

Description Default

MENSHAN, HIEL CIDR  "0.0.0.0/0
RTVERTHEE IPv4 HitEsf IPv4
FMESHNE S DRI

518 . snapshot BR® false
NREMENET DL " (3ESZ CVS RiAMENO0)

17



S Description
size WEHRN.
CVSI%aEs/IME/100 GiB,

CVS&/IMEN1 GiB,

CVS-PerformancefREZ AR

T RFIRE T CVS-Performance RSB H AL IR BIEE

18

Default
CVS-Performancefgs3 2R ZRIA
49"100GiB",

CVSERSZRERIGERIAME. BE
DEE1GiB,



I

RIREE

XZ2ERZRIACVS-Performance RE X B U R EIN A" RS KN R/ NG IHAL B,

version: 1

storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2

apiKey:

type: service account

project id: my-gcp-project
private key id: "<id value>"

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y%m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-

project.iam.gserviceaccount.com
client id: '123456789012345678901"
auth uri: https://accounts.google.com/o/oauth2/auth

19
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token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—-admin-
sa%$40my-gcp-project.iam.gserviceaccount.com



Th2: BRSRRIRE

RGBT RiREC &R, BHERS KA NERIAE,

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y%m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth
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token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—-admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
proxyURL: http://proxy-server-hostname/
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 10Ti
servicelevel: premium
defaults:

snapshotDir: 'true'

snapshotReserve: '5'

exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

size: 5Ti



T3 EPCHECE

W RBIER storage BLEEIMMH StorageClasses XEEEN . BB [FEEE N UEBRFHESE
BIE X o

I AIG B RIFRE RIS E TR EBIFRIAE snapshotReserve 5%# exportRule F]0.0.0.0/0, FEM
HMIEFHITEN storage B ENEIMMEEN T HOHEMAM servicelevel. HFERLEMNESES
INME, BIHIrEAFIRIEX 9 performance # protections

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"

apiRegion: us-west2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
XsYgogyxy4zg701lwWgLwGa==



client email: cloudvolumes-admin-sa@my-gcp-
project.iam.gserviceaccount.com
client id: '123456789012345678901"
auth uri: https://accounts.google.com/o/ocauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
nfsMountOptions: vers=3,proto=tcp,timeo=600
defaults:
snapshotReserve: '5'
exportRule: 0.0.0.0/0
labels:
cloud: gcp
region: us-west2
storage:
- labels:
performance: extreme
protection: extra
servicelevel: extreme
defaults:
snapshotDir: 'true'
snapshotReserve: '10'
exportRule: 10.0.0.0/24
- labels:
performance: extreme
protection: standard
servicelevel: extreme
- labels:
performance: premium
protection: extra
servicelevel: premium
defaults:
snapshotDir: 'true'
snapshotReserve: '10'
- labels:
performance: premium
protection: standard
servicelevel: premium
- labels:
performance: standard
servicelevel: standard



THIEERTE X

LU StorageClassE X ERFEIMMECE R, F/ parameters.selector. EAILIAEStorageClassig
ERTRESHNEMNL, SREEEMPEXENHHE.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=extreme; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-standard-protection
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=premium; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-standard
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=standard"



allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: cvs-extra-protection
provisioner: csi.trident.netapp.io

parameters:
selector: "protection=extra"

allowVolumeExpansion: true

* 85— StorageClass (cvs-extreme-extra-protection)ME B —NEIM, XEM——RIRHK

=1MaER Snapshot T 10% BYHE,
* Rfe—" StorageClass (cvs-extra-protection)fEiRMH10%RBINZEHEMITZE M, Astra TridentR

EEZRM A EI. HERBEERBINEER,

CVSHRSSRAIRHI
IUTFRIRE T CVSIRS XRNRHIRE,
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XEERNRIEEIRICE storageClass FEECVSIRESEERFERIAE standardsw IREEKF

version: 1

storageDriverName: gcp-cvs
projectNumber: '012345678901"
storageClass: software

apiRegion: us-eastd

apiKey:

type: service account

project id: my-gcp-project
private key id: "<id value>"
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gp8BR4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sa@my-gcp-

project.iam.gserviceaccount.com
client id: '123456789012345678901"



auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://ocauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
servicelevel: standardsw

29
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W RFIEHREICEF A storagePools BLEFEM,

version: 1
storageDriverName: gcp-cvs
backendName: gcp-std-so-with-pool
projectNumber: '531265380079"
apiRegion: europe-westl
apiKey:

type: service account

project id: cloud-native-data

private key id: "<id value>"
private key: |-

MIIEvVAIBADANBgkghkiGI9wOBAQEFAASCBKYwggSiAgEAAOIBAQDaT+0ul 9FBAwW1 9
L1AGEkrYUS5xd9K5N105JMkIEFNDSWCD+Nv+jdlGvt FRLaLKSRVXyFS5wzvztmODNS+
qtScpQ+5cFpQkuGtvIUI+N6qtuVYYO3b504Kp5CtqVPICgMJakK2j8pZTIgUiMum/
5/Y90TbZrjAHSMgIm2nHzFg2X0rqgVMaHghI 6ATm4 DOuWx8XGWKTGIP1cO0gPqJlgsS
LLaWOH4VIZQZCAYyW5IUp9CAMWgHgdGOUhFNfCgMmED6PBUVVLsLvcg86X+QSWRIk
ETQElj/sGCenPF7tilDhGBFafd9hPnxg9PZY29ArEZwWY 9G/Zj ZQXTWPgs0VvxiNR
DxZRC3GXAgMBAAECggEACN5¢c590G/gqnVEVI1ICWMAa1M5M2z09JFh1L11JKwntNP]j
Vilw2eTW2+UE7HbJru/S7TKQgASDnn9kvCraEahPRuddUMrDOvG4kT1/IODV6uFuk
Y0sZfbgd4iMUQ21smvGsgFzwloYWS5qzO1W83ivXH/HW/1igkmY2eW+EPRS/hwSSu
SscR+SojI7PBOBWSJh1V4ygqYf3veD/D95e12CVHERCkL85DKuUmeZ+yHENpiXGZAE
£8xSs4a500Pm6NHhevCw2a/UQ95/foXNUR450HtbjieJo50+FF6EYZQGEU2ZHZ08
37FBKuaJdkdGW5xgaI9TL7agkGkFMF4F2gv0OZM+vy8QKBgQD40oVuOkJD1hkTHP8 6W
esFlwlkpWyJRI9ZATLIOG/rVpslnX+XdDgOWQf4umdLNauShYEHOLU6ZSGs1Xk3/B
NHwR60XFugEKNi1iu83d0zS1HhTy7PZp0Zzdj5a/vVvQfPDMz70vsqLRdA7YCAbdzuQO0
+Ahg0ZtwvgOHQ64hdWO0ukpYRRWKBgQDgyHj 98ogswoYula+pPlySOpPwlmjwKyNm
/HayzCp+Qjiyy7Tzg8AUqlH10u83XbV428)jvg7kDhO7PCCKFg+mMmfgHmTpbOMag
KpKnZg4ipsgPlyHNNEoRmcailXbwIhCLewMgMrggUiLOmCw4PscL5nK+4GKu2XEL
JLqjWAZFMOKBgFHkKQIXXRAJ1kR3XpGHOGN890pZ0kCVSrgjubalef /5KY1FCt8ew
F/+alxM2iQSvmWQYOvVCnhuY/F2GFaQ7d0om3decuwI0CX/xy7PJHMkLXa2uazs4
WR17sLduj62RgGXRLX0c0QkwBiNFyHbRcpdkZJQuibYMhBa+757SxT4BtAOGAWMWT
UucocRXZm/pdvz9wteNH3YDWnJILMxm1KCO6gMXbBoYrliY4sm3ywJWMC+1Cd/HBA
Gecxd/xVuSmA2L2N3KMgl8Zhz8Th0G5DwKyDRJIgOQ0Q4 6 yuNXOoYE]jlo4Wjyk8Me
+t108iK98EO0UMZnhTgfSpSNE1bz2AqnzQ3MNOUECgYAqdvdVPnKGEfvdtZ2DjyMod
E89UIC41W])jIGmHsd8W65+3X0RWMzKMT 6aZc5tK9J5dHVMWIETnbM+1TImdBBEFga
NWOC6£f3r2xbGXHhaWSl+nobpTuvlo56ZRJIJVvVk71FMsiddzMuHH8pxfgNJemwA4P
ThDHCejv035NNV6oKyoO0tA==

client email: cloudvolumes-admin-sa@cloud-native-
data.iam.gserviceaccount.com
client id: '107071413297115343396"'



auth uri: https://accounts.google.com/o/ocauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40cloud-native-data.iam.gserviceaccount.com
storageClass: software
zone: europe-westl-b
network: default
storagePools:
- 1bc7£380-3314-6005-45e9-c7dc8c2d7509
servicelevel: Standardsw

T—oEHA?
AREREEXHE, SITUTHS:

tridentctl create backend -f <backend-file>

NREHREIERY, WERECELREH, ERILUETUTHRLKEEASURELREREA:

tridentctl logs
WEHEEREXHFPHNR@G, Eo]LIBRIETT create 85,

A& NetApp HCI =¥ SolidFire G
T fRAN{RI{E Asta TridentZ 2= g)3EFEHElement/gif.

ElementIRshiZFiFHE R

Asta=ThgEIR M solidfire-san AT S&ERENEFMEIKNIER. ZFNIHRIRIEHE:
ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

o solidfire-san fFERENTERFZF file 1 block_HEIE™. o Filesystem volumemode. Astra Trident
SEBEHEEXURT. XHRFAEH StorageClass I57E,

IXchizRe Y EIEN ZFHIARIRT TROXH RS
solidfire-san iSCSI R Rwo. ROX. rwx. TXHRS, [RIgiR
RWOP ¥

31



Kzhizkr

solidfire-san

a2z al

X
iSCSI

IR
X RS

TeI#EElementFiRZAl. BEBEEHREUTENR,

* iB1T Element NS ZIFEHE RS
* NetApp HCI/SolidFire S£B¥EIEREHEF AP HNEE, STRTERES,
* Fi§ Kubernetes TFT R&IN REEIE LAY ISCSI TR, BH8M "TIETEREE"

[EimEC B

BXEREEER, BESRTFx!

o

version

storageDriverName

backendName

Endpoint

SVIP

labels

TenantName

InitiatorIFace

UseCHAP

AccessGroups
Types

limitVolumeSize

debugTraceFlags

Description

TFEIRENAE P B R AR
BE X &M iEain

fEATA P EHER SolidFire 8589
MVIP

=g (iSCsSl) IP #uatfNEma

ENATEN—HAER JSON R
BURRE

EEANEARM (GIRRKE,
neIE)

¥ isCsI RERFINFE ENEO

{FEFRCHAPXIISCSIH{TE I8
JE, Asta=imZE|FEHRACHAP,

EFR/IGIRAE ID 5k
QoS #3E

RBRPERNELLLE, WE
BRI

PR EFERIRR IS, &
5 {"api": false , "method " :
true }

ZFRYIAART
Rwo. RWO1.

X RS

xfs, ext3, extid

Default
RLEH 1
AR A "solidfire-san”

SolidFire + 7£fi# (iSCSI) |P b3t

default

true

EHZ A "trident " BYIFIA)ZEBY ID

" (BOAER AR L)

H}

(D #7R debugTracerlags BIHEEEH{THI AR BN A S,
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T BIEIEECE solidfire-san EE =&AL RWIREIIERE

WRBIBRT —NMEmXHE, ZXMHER CHAP SHIIEHERYE QoS RIEXN =M&EXREHITEE, AR,
ISR IR LA E XIFESE R EA EHPRIE—H 10Ps storage class& %,

version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: "<svip>:3260"
TenantName: "<tenant>"
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

T2: NEHIMEZEEREE solidfire-san EBEINHMIREHIZEE
RGBT B R E IR IRE X X4 LUK 5 | X LY StorageClasses,

FECERT. Astra TridentZ 7 & ERIITE EHIZIEREFMELUN. AT HEEN. FREEBERALUIRITENE
NEPBINEEE MR,

T FEMRINRAEREXXHH. NFEEFELIRE THERNRIAME. XEFMEBIRET type ESilver. [E
POBEFRHITEX storage #d. FURAIR. REFEHBZIKEECHRE, MELEFEHSES LEHIRE
HIERINME

version: 1

storageDriverName: solidfire-san
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Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: "<svip>:3260"

TenantName: "<tenant>"
UseCHAP: true
Types:

- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000
type: Silver
labels:
store: solidfire
k8scluster: dev-l-cluster
region: us-east-1
storage:
- labels:
performance: gold
cost: '4'
zone: us-east-1la
type: Gold
- labels:
performance: silver
cost: '3'
zone: us-east-1b
type: Silver
- labels:
performance: bronze
cost: '2'
zone: us-east-1c
type: Bronze
- labels:
performance: silver
cost: '1'
zone: us-east-1d
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LA FStorageClassEENX5|A 7T EIREIM, FH parameters.selector FEH. B StorageClass#F =1
FAETATFHEEENEN M, SREEEEIHPENENHH.

% —"StorageClass (solidfire-gold-four )G FFE —PEMM, XEW—— PN elLBTIREEEEEER
A volume Type QoS iEh#. mfa—1 StorageClass (solidfire-silver)ARREIEEEEREMZEE
Mo Astra Tridenti§ ) REEZM N EIM. FHAFRBEFHEEK.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-gold-four
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=gold; cost=4"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-three
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=silver; cost=3"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-bronze-two
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=bronze; cost=2"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-one
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=silver; cost=1"
fsType: "extd"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=silver"

fsType: "ext4d"
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THREZER
* "BIHIEA"

ONTAP SANIRXGHIZE

ONTAP SANIRzhFEFH#EAR
T f290{a{ER ONTAP #0 Cloud Volumes ONTAP SAN IRGHIZFECE ONTAP 5.

ONTAP SANIRZHIZFIFH4E 2

Asta=infrfifie it 7 LU SANTRERTNIZRF . AT S5ONTAPEEHITEES, IFRILRENEHE
. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

()  meeEmAsta Control#{TRIA, RERIBE. WK Astra Control RN HE 1L,

X=hiER X BRI SFFRVIA AR RN HRR
ontap-san iSCSI R Rwo. ROX. rwx. RWO IXH&RS; RIAaRIgHE
P
ontap-san iSCSI XHFES Rwo. RWO1. xfs, ext3, extd
RoxHIrwxE X RAEIE
XA A,
ontap-san NVMe/TCP 1k Rwo. ROX. rwx. RWO IXHZR%; RIHRILE
P
"/EL
NVMe/TCP
HNEMFR
£,
ontap-san NVMe/TCP &R %: Rwo. RWO1. xfs, ext3, ext4d
BEL RoxFIrwxE X RAEE
NVMe/TCP XN FARA A,
HEMFR
£,
ontap-san-economy iSCSI 3R Rwo. ROX. rwx. RWO IXH#ZRS; [RIARIEHE
P
ontap-san-economy iSCSI NXHRSG Rwo. RWO1. xfs, ext3, ext4d

RoxHrwx7EX {4 R &8
L FARAE A
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Astra ControlIRGHiZEFFHA M

Astra Control A AfE B EIRNGIRETEFRIP. KEME N4 (TEKubernetes& 8% 2 [B)#%5)%) ontap-nas
, ontap-nas-flexgroup, M ontap-san REhiEF. BB "Astra Control EFIFITESRMA" T HEIFHAIES.

* £ ... ontap-san-economy REHXKAMESERETHIHS TN, A2ERIE "2
HIONTAPHRH",

@ * {8 ... ontap-nas-economy R YKAMEFEHE MRS TN, F2BTIE =i
FIONTAPEFES" #] ontap-san-economy Fo/AERIRENIEF.

* 1B701#H ontap-nas-economy FUNEIBFRIP. RMEME Ko ERIFE K.

PR

Astra TridentiZLAONTAP S{SVMEIE R B {91517, BEFEA adnin £EBAF S vsadnin SYMAR S EBEE
RAENEMZIAER . 3T&ERTNetApp ONTAP BJAmazon FSXERE. Astra TridentN{EREEELIONTAP
HSVMEIE R B9I51T fsxadmin AP E vsadmin SYMBF S EGHEEAENEMITHNAF. -
fsxadmin AR EEHEEGHARNERECH .

NREFH 1imitAggregateUsage B8 FEEHEIERNIR, T ERFNetApp ONTAP
@ BJAmazon FSx5Astra TridentE & HR. 28R limitAggregateUsage BHAERT
vsadmin #l fsxadmin FAPIKF. WMRIEEILSE, EEEREGEEK.

BIAT LITEONTAPHREIZR — A LI Z iRk shiz R EARIRFIE ERM AT, BRINFTRIGXH M. KRS
hRZSHY Trident SEAFTEZENEM APl , MMEALTFEREES S HiH.

NVMe/TCPHYE M =E 1IN
Asta=Im{ZE2E X IFFEANIER K MERTEFEHRENVMe) Y ontap-san KENTEFEIE:

* IPv6

* NVMeBHIIREBHIFTrE

* FENVMeHB AN

* S\ TEAsta TridentIMERIZZBINVMeE. LUfEAsta Tridentr] LUEIEH & dp FHA
* NVMeZAHZ 1

* IEEIFIER XHFIK8s T =(23.10)

Astra=IIR AR 15

* DH-HMAC-CHAP. HINVMeZs#liR {5
* (G EMETFEF (Device maper. DM)Z &R
s FHITTINE

EZEFONTAP SANIREHIZFECE G i
T fR{EFHONTAP SANIRGHFEF ED B ONTAP SRV E SR & 19 30 IE 10,
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B3R
T FFRE ONTAP [Fi, Astra Trident EEZE/D SVM Hft— 184,

BicE, BRAUEITENRMER, HelREEREPR— P IREFNFESE, Fla0. EILUECE san-dev &
ML ontap-san BEhFEFHA san-default EHAMZE ontap-san-economy —1

FiEKubernetes TE I R E A ML RIEHMISCSIT R, SN "EELIEFL 2" THFAER.

FTONTAP/Sim#H1T B {90 IE
Astra Trident 121 7 73T ONTAP Fi#H T M IIFAE,

* Credential Based : EBFIEINIRR ONTAP BRI ZMERE, BNERTMEXNEZLEFRAE. Hi0
admin B¢ vsadmin LIRS ONTAP fRZASHI SR AFER 1,

s EFEH: Astra Trident AR LUFEARRETENIERES ONTAP £ ITEE, It, BRENMNIIAEERE
PUIFH, ZZ$AFEI(E CA IEPH Base6d RIBE (WRFEH) GV .

EEILEFIE Bin. UWEEETRENGENETIEBNGEZEER, BR. —RINFHF—ME WIS
o BYMREIHMBHIIES A KM EIHREERRIFINETS %o

@ MREZHBRRE-FEIER . WEReIERRK. FER—FHER. SHEEEXGPREM
T BB HEIETS %o

BRETEENSHIIE

Astra Trident T2 SVM JEH / £ESCRENEERMIEIEZEES ONTAP Bin#{T@E. BIERITERTIE X

A, BI90 admin B vsadmin, XFFEILABRSARRR ONTAP hRAMRIFRES, XERAFIGESEEINAE API

NFFHERER Astra Trident hRASER, FATUEIZBEXREERABHIEEMAT Astra Trident , BRRINE
o

[EUmRE X0 TR
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

IR, BmREXEEEUANSERFEENE—IE, IERRE, BFRR / BEEER Base6s H1T4RIEH
Ff# 7 Kubernetes 20, RIERXEHEHEM—FE TMEENTE, Ait, XE—T{XHEERHITHIRE
, H Kubernetes S 17 E 2 G H1T.
BREFERHEHIOIE
MM ENGEESET LUERIFBHSE ONTAP Gii# T8, BEENEE=/E8%,

* clientCertificate : B iHIEFHH Baseb4 fRi5{E,

* clientPrivateKey : XBEXFAFARY Base64 4mi5{E,

* trustedCACertifate : Z{51E CA IEHHY Base64 fwiSE, tNRFEHARIE CA, MATHRHEIELSE, MNRFEE
FRl{E CA, MBI LAZBEIISE,

HANTEREFEUTIE,

p

1. EHEPHIEBMER. £ME, ¥AMAE (Common Name , CN) REBRNEFRNFHILIERN ONTAP
AR

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"
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2. FEl{E CAIEHAINE ONTAP &8, ItiRArIseERFHEEERAMIE, WRKEHAEE CA, WA,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. 7Z ONTAP S8 L ZEZFIRIEBMNER (MTE 1 F18) -

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. HBIAONTAP 2B RABLIF cert BRWIES %,

security login create -user-or-group-name admin -application ontapi
—authentication-method cert
security login create -user-or-group-name admin -application http

—authentication-method cert

5. FERERAGERNNR S HIIE. & <SVM BIE LIF> F1 <SVM &1 > e HEIE LIF IP 1 ONTAP &Z#F,

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
-—-cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vifiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. f£F8 Base64 XIEH, HEAMAIE CAIEB#HITHRID,

base64 -w 0 k8senv.pem >> cert baseb64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

7. ERAMN E—TRENEEIRER.



cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

femsmmmmmm== R fes==s=ssssscscscssossssssssssssss=sa==
from e fr e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

I S e e e e e
e fremmmeme== iF

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 0 |

fessmmmmeme== frememesessess==== fessssssssssssesessaososssssssssss o=
f=mm==== fememema== +

B S MRS AR TR

AU EHMERRAFEREMS D IRIE S AR REERE, XM ANEER: FREFRA / ZiEamA LA
FHAGEHILED,; FRIEBNERAIUERANETERR / ZBENER. Atk EAARERINE G IIES EH
NNFRBRIIE %, AR, FERAEHENbackend.jsonXH. ZXHESERITHAESE tridentctl
backend updateo
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

RIRTIE, FAEBERMIMIE ONTAP EEMAFRNENE, AEH#HITEHER. BHRIEH
, AIAAPARMZMNMER. 25, BREERUERFIESR, ARSI ONTAP SEF kR
IRIEH,

EERASTHNERIRERENIANR, UASFNEZREINEEE, RNNEIHEMKRAE, Astra Trident
AILLS ONTAP Gl TIBE H A IERKHEIZRE,

fEFN A CHAP Xt iEE#1T S IIIE

Astra Trident®] LUERA XN B CHAPITSCSISIEH#HITRAICIE ontap-san A ontap-san-economy JRohiEF.
XFEEFH useCHAP K, IKE AT true’, AER zuzi—;SVME’JHlAFEb#’zF“ téEEEEhYRﬁCHAP H
RERREXHHIEAFBMZEH. NetApp BiIERANE CHAP M iEZ#HITEHIIE, BEERIUTEERG:
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version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svm: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

@ o useCHAP B EZ—NMRTIET. HEEEEE—RK, RIABERT, WBEISE N false . BFHIEE
N true [5, TERBEHIKEN false o

tb9M useCHAP=true, chapInitiatorSecret, chapTargetInitiatorSecret,
chapTargetUsername, # chapUsername [GIHEXFPUNBEEFER, FLIBEIRG. PILUSTTREHXLE
B9 tridentctl updateo

TIrRE
T IRE useCHAP Mtrue. FHEEIERIETAstra TridentfEfFiE/EIRECECHAP, HAPE4E:

* #£ SVM LigE CHAP :

° NRSVMHEUABEIFZEFZ 2R E AInone (FUAMEE ) " EHRERBEBHILUN, Asta TIDent=3EEIA
LR AGE N cuap AGHEEIEBE CHAPREIHIER U N BirFA A 13358,

° Y1 SVM & LUN , M Astra Trident R&7E SVM EEF CHAP , XEFRIH{RITSVM LEFE
BILUNBYi71R) 52 Rl

* BCE CHAP B2 UM BEMAFR ZME; TR REEFEEXLERT (WLFAR) -

BIRGI%EfE. Astra TridentiFQIEMEN M tridentbackend CRDHIGCHAPZSAFI A F B 121 IKubernetesZ
$A. UfSURHA Astra Trident SIERAYFRE PV &#8FHEd CHAP #ITHEEIEE,

RREEH BN

A LB BT RICHAPES R EFHCHAPELE backend. json XX EEFTHCHAPZ S HER
tridentctl update #p< ARBIXLEER,

(D EHEIRAICHAPERER ., HfEMA tridentctl BTG, EZ7@I CLI/ONTAP Ul EHifFfi#
B FRVEHE, EU Astra Trident G0 £ 1EBUX L E L,
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cat backend-san.json

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",

"svm": "ontap iscsi svm",

"useCHAP": true,

"username": "vsadmin",

"password": "password",
"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

- e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

o Fom e
- o +

| ontap san chap | ontap-san | aad458f3b-ad2d-4378-8a33-1a472ffbeb5c |
online | T

e —— e — e e ettt
t——— R +

MBEEZERAZEMm; WREED SYM £8 Astra Trident B3, NMXLEERREREREENIRS. FEEEE
REHMENERE, IEERESRAFRITENRT. WAHERMEZAN PV BSRENERAERENETE.

ONTAP SANED & IR

T RN EITEAstra= i LA R A A E A ONTAP SANIRGHIZERE . ARt 75 Skt
E'JStorageCIassesE’Jl: mic &2 G IF S B

[EimEC BTN
BXEIRECEED, 1S TR

S Description Default

version AR 1
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2

=

storageDrive
rName

backendName

managementLT
F

datalLlIF

svm

useCHAP

chapInitiato
rSecret

labels

chapTargetIn
itiatorSecre
t

chapUsername

chapTargetUs
ername

clientCertif
icate
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Description

FHEIREDAE P B R AR

B E X &Mz iE G
SR FHSVMEIELIFAYIPHIE,

I LEE T2 REE S (FQDN).

INREAIPVOITERE T Asta=J7cH. MRTLUSE N
FRIPveitiiit, IPvestib A ER SRS HITENX . il
[28€8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555

lo

B XTI sMetroClustertJit. FEM

o
Y LIF B9 IP ik,

BN NISCSHETE, Astra TridentfFH "ONTAP 1%E#%
SIEFFEMISCI LIF, 0
REW. WEERESE datal1F ERRHAE X,

MELUNBRET" R ZEREF

*ItFMetroClusterg &, *i&

E{FMRY Storage Virtual Machine

*ItFMetroCluster& B&, *i&

fEFACHAPX$iSCSIFYONTAP SANIRGHIZF#{TE 1150

IE[fR/R1E]

IGEN true itAstra TridentﬂjFﬁﬁﬁéﬁEE’JSVMEEE#
FERANECHAPTEREIAB D IRIE, I
FHONTAP SANIKEHIEFFERE f5iR" Tﬁepﬁéémn,u o

CHAP BifieFEiH. RN WAKFEIR

useCHAP=true

EVATFEN—HER JSON BAHIRE
CHAP BfrBohiEFEH, RN, MANED

useCHAP=true

NEAFPRZ, NRA. MANEIN useCHAP=t rue
BirEP %, NRA. MWANFEN useCHAP=t rue

MetroClusterix

£, MetroCluster=filo

2, MetroCluster=filo

Default

ontap-nas, ontap-nas-
economy, ontap-nas-
flexgroup, ontap-san,
ontap-san—-economy

IXEhiE R MR+"_"+ dataLIF

"10.0.0.1 ", "2001 : 1234 :
abed @ © : fefe]"

HSVMIR4E

NRZBSVM. MIR4E
managementLIF BiEE

false

EFIRIEBRY Base64 fidE. ATFETIEBHNEMHE

JE
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2

=

clientPrivat
eKey

trustedCACer
tificate

username

password

svm

storagePrefi
x

limitAggrega
teUsage

limitVolumeS
ize

lunsPerFlexv
ol

debugTraceFl
ags

useREST

Description Default
EPisE AN Baseb4 fmidE, BFETFERHE ™
RI8IE

SM=1E CAIEFH Baseb4 miGfE, vlit, AFETFIE "

P H MBI,

5ONTAP £8HBEFMENRFR &, ATETSENg ™
I8,

S5ONTAP £EHEBEFIENER. BATETEENSH,D "
I93IF,

WMNERESVM. MIIRE
managementLIF BI&E

EfFFPAY Storage Virtual Machine

£ SVM FECEFERERAREIS. trident

TATHIEER. BEMILSHR, BRBZUR—THNG
o

MRFEHEBILLEDL, MEEEXK. " (BRUANER T AR HSEHE)
YN R 1&E FEE T NetApp ONTAP fGiRAYAmazon

FSX. 1B7J18E limitAggregateUsageo, HefitAY

fsxadmin #l vsadmin BB SNERBSERIBE RN

EHINR. FHAEEBAstra Tridenttt ELi# TR,

NRIBRHOERNEIUIE. WECEKK. "(BRIAEIR R AR HISEE)

tEoh. EEREE HagtreeILUNEERN BRI RAK

o

& FlexVol BIEz K LUN 8, ®AZ7E 50 , 2003EE 100
A
HEHR BERIAR RS, H80.  {"api": null

false. "METHO": true}

PRAFETEHITHRERISHF 2R AN A SHME. SN
MER.

BT EH ONTAP REST API B9fR/REBE, * IATIYW false

useREST fEA— AT G RIEH. BB F MR
5. MAREFLIIERAH, RENH true. Astra
Tridenti&{EFIONTAP REST APIS Fimif{Ti8{5, Lt
IHREEBE(FEAONTAP 9. 11 1 R ESARA, Itoh. FA
HIONTAP B RABMINERIAN ontap NEBERF.
X— B AEE FIE X KA E vsadmin Ml cluster-
admin B,

useREST MetroCluster R #5,

useREST e2RTENVMe/TCPEX,

47



Description Default
ERIER iscsi XFiSCSIE, nvme EMF iscsi MR AT
FNVMe/TCP,

BT BB S EimAc & X

TR AP ERAXEETUTHIZIARE defaults BEEEERD

28

=

spaceAllocat
ion

spaceReserve

snapshotPoli
cy

gosPolicy

adaptiveQosP
olicy

snapshotRese
rve

splitOnClone

encryption

luksEncrypti
on

securityStyl
e

tieringPolic
y

48

BT, BEERUTEETRSG,

Description Default

LUN By== 8] 53 Ee "IEH"

FERITBER; "T"(1EE)K"E"(E) "I

E{FFARY Snapshot FEE "I

ZABIEMNE DA QoS HK&H, EFEIEHEL/, ™

5B qosPolicy 8 adaptiveQosPolicy Z—

7£ Astra Trident F{EMA QoS REGLATEE ONTAP 9.8

HESRE. BIVERIEFEZQoSHrEA. HfaIRIREE

HRAINAFETHDE. EF QoS REARIE

THEHBHNEET =5 LR,

EHOEMNEDEHEERN QoS HRIRAE, EBRENME ™

fii / [5imBY qosPolicy 3 adaptiveQosPolicy Z—

NREBIMBEF L anEA"0". WA
snapshotPolicy &"none". &N
ygllll

SIETRERN, MERXEIFDZ5E false

T34 E B FANetAppBINZR(NVE); BRIAN false, false

EfFA LRI, HREEEE LIRS NVE BiFRIH B

NVE o

WMRERIHBATNAE. N7EAstra TridentPEEERE

AIBE R ENAE,

EXFMAEE. iFBN: "Astra Tridentfll{fEl 5SNVE

HINAEECE1ER"S

BALUKSII®E, 5 "EALInuxSF—ZH1%

B (LUKS)"

NVMe/TCPARSZ 15 A Lt LB

ER"E"BEREE FFFONTAP 9.5 SVM-DRZ HifVED

B, NIRER"
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HEERDG

TEHE—TMEXTRIAMERRG:

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: trident svm
username: admin
password: <password>
labels:
k8scluster: dev2
backend: dev2-sanbackend
storagePrefix: alternate-trident
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
qosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default
snapshotReserve: '10'

BF EREIENFIES ontap-san IREhFERE. Astra Trident=[aFlexVol EiFMAII10% R £,
@ UBALUNTTEE. LUN BERBFE PVC 5 RV AR/)N#ITECE, Astra Trident 3§

FlexVol &1 10% (£ ONTAP FERATTAAR)  ARPMERREMARNTERE, ItE

HORAEIRALE LUN AR BRE, BRIFEFZSFIBATETIE, XARERTF ontap-san-economy.

BTFEXMEl snapshotReserve. Astra TridentE#ZIN FAARITEE A/

Total volume size = [(PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

1.1 2 Astra Trident [ FlexVol /MR 10% LAY LUN 7o8kdE, &R T snapshotReserve = 5%. PVCi&
K= 5GiB. HE2K/NA5.79GIB. ATAA/NH5.5GIB, o volume show PN ERSUTREIZHMEILER:

Aggregate State Size Available Used%

_pvc_89flcl56_3801_4ded_9f9d_034d54c39514
online RW 18GB
_pvc_ed2ec6fe_3baa_4af6_996d_134adbbbBetd

online RwW 5.79GB
_pvc_eB372153_9ad9_474a_951a_0Bael5elc@ba
online RW 1GB

3 entries were displayed.
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Bal, ABXNENNEEERIMTENE—T2%,

RIREERA
UTRAIERTRAZSHEHRBANBRANENESELE, XBEXEHRNRESETT .

(D IR Amazon FSx on NetApp ONTAPS Asta Dent&E & . MEINIE TS
TEIPﬂﬂiﬂ:o

ONTAP SAN/R I

XZERANEREE ontap-san RENFERFo

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
username: vsadmin

password: <password>

ONTAP SANZF MR

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

username: vsadmin

password: <password>

50
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MetroCluster; 3|

TR RImEITEE. NEREVIRMYIEEFHERFREX "SVMEFIFIME"

BT[], 1EFERISESVYM managementLIF F A& dataLIF ] svm parametersffl0:

version: 1
storageDriverName: ontap-san
managementLIF: 192.168.1.66
username: vsadmin

password: password

E TR S IIIERA

ERERERERGIP clientCertificate, clientPrivateKey, M trustedCACertificate (W
REARSCA. MEIE)FIEF backend. json MR FRBEFIFIER. TRRAFRSCAILES
Hbase64 w3 B,

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_ iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXROZXJIJwYXB...ICMgJ3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulGNsYXNz
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XA CHAP I

XL RGER G iR useCHAP BN trueo
ONTAP SAN CHAP: =l

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

ONTAP SANZZ £ CHAPI

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>
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NVMe/TCP= {5l

RATIEONTAP/S IR AISVMECBNVMe, XENVMe/TCPHIE A FitAE,

version: 1

backendName: NVMeBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

Svm: Svm_nvme

username: vsadmin

password: password

sanType: nvme

useREST: true

REPA M ISR B

EXLERVEREXXHR. NEAEFEEASE THERINME. Hlu0 spaceReserve . spaceAllocation
JHfalse. #l encryption Afalse, EINHMIEFMEERD HHITE N

AfER R1E"Comments"FEPIRERC BT, THEEFlexVol LigE, FECER. Astra Trident= R ESI ERY
B EREEES. AT HEER. FHEEERAUIZFEE NS EINHAEE XIRE.

T:EIXJEZI_'\WJEPs %‘t_—bﬁﬁ%/@éﬁﬁlﬁﬁ spaceReserve, spaceAllocation, ﬂl encryption 15\ ﬁ'ﬁ%%
MEBHRIIAME
E=EmHAL o
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ONTAP SAN/fI
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version: 1

storageDriverName: ontap-san

managementLIF: 10.0.0.1

svm: svm iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: 'false'
encryption: 'false'

gosPolicy: standard
labels:
store: san store
kubernetes-cluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '40000"
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
adaptiveQosPolicy: adaptive-extreme
- labels:
protection: silver
creditpoints: '20000'
zone: us_east 1b

defaults:
spaceAllocation: 'false'
encryption: 'true'

qosPolicy: premium
- labels:
protection: bronze
creditpoints: '5000'
zone: us_east lc
defaults:
spaceAllocation: 'true'

encryption: 'false'



ONTAP SANZZF MR

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm _iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: 'false'
encryption: 'false'
labels:

store: san_economy store
region: us_east 1
storage:
- labels:
app: oracledb
cost: '30'
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
- labels:
app: postgresdb
cost: '20"'
zone: us_east 1b
defaults:
spaceAllocation: 'false'
encryption: 'true'
- labels:
app: mysqgldb
cost: '10'
zone: us_east lc
defaults:
spaceAllocation: 'true'
encryption: 'false'
- labels:
department: legal
creditpoints: '5000'
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zone: us_east lc

defaults:
spaceAllocation: 'true'
encryption: 'false'

NVMe/TCP{l

version: 1
storageDriverName: ontap-san
sanType: nvme
managementLIF: 10.0.0.1
Svm: nvme svm
username: vsadmin
password: <password>
useREST: true
defaults:
spaceAllocation: 'false'
encryption: 'true'
storage:
- labels:
app: testApp
cost: '20"
defaults:
spaceAllocation: 'false'
encryption: 'false'

B EIRRET 2] StorageClasses

LU R StorageClassE X H & [EitfEimndl]l. [ parameters.selector FEEH. H StorageClass#is
EHATATFRESHNEN. EEEETEEIMNHREXEZN S H.

* o protection-gold StorageClassiFIRTEIFRIE—PEM ontap-san [Fif. XEW—IRUEZHER
PRI,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* . protection-not-gold StorageClassiGREIEIFHIE —PNFE=NEIMA ontap-san fGiw. REX
LE R HAVRIP RS R 2golds

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* o app-mysqgldb StorageClassFRETE|FYE =PI ontap-san-economy [Fif. X&/Amysqldb
KRN BEEFREFMENEE R —i,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysqgldb"

fsType: "ext4d"

* . protection-silver-creditpoints-20k StorageClassi&BRETE|FAYE —NEIMAM ontap-san I
Imo XEME—IRAIRERIFFI20000™ME A =AY,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* o creditpoints-5k StorageClassiFIRTEIFRIE =D EAM ontap-san FHIFiHNEEEIAA
ontap-san-economy [Glf. XEM——{EH=EI500089:t™ Mo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

* o my-test-app-sc StorageClassi§MREIE| testArPP HBEIIA ontap-san IKEIFEF sanType:
nvme, XEM—HAM™ M testAppo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: my-test-app-sc
provisioner: csi.trident.netapp.io
parameters:

selector: "app=testApp"

fsType: "ext4d"

Astra Tridenti/REEFW D EA. HBFEHEFEENK,

ONTAP NAS IRGHiEF

ONTAP NASIR=hiZF#Eik
T FRUN{EfEEFAONTAPHICloud Volumes ONTAP NASIREHFZF Bl & ONTAP G,



ONTAP NASIRGHIZFiF 4= B

Asta=ImfF iRt T LUFNASTHERENEF. AT S5ONTAPEEHITES, XFFRIIARRTEE
. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

()  nmmEmAsta Control#(FRIP, tRERBE. Ik Astra ControllKENTZR A1,

KehiER Y HER SRV R SR H RS

ontap-nas NFS XHRG Rwo. ROX. rwx. RWO ™. nfs, smb
SMB P

ontap-nas-economy NFS NHRSG Rwo. ROX. rwx. RWO "' nfs, smb
SMB P

ontap-nas-flexgroup NFS XH 7S Rwo. ROX. rwx. RWO ™. nfs, smb
SMB P

Astra ControlIRGHiZFEA M

Astra Control ] AfEFRIENERETEFIP. REMEMFEoh % (TEKubernetesEE8f 2 [B]#% 5% ) ontap-nas
, ontap-nas-flexgroup, 1 ontap-san IRaHFEF. SN "Astra Control EFETIRHM4" THIFMER,

* £ ... ontap-san-economy REHKAMEFERE RIS TN, A2ERIE "2
HIONTAPHERE!",

@ * {83 ... ontap-nas-economy RE YK A MEEREHETHES TN, A2BRIbE =i
FIONTAPZEIRS" 1 ontap-san-economy To/AERIRENIEF

* /05 ontap-nas-economy FISIERIF. REMERBHIMENBR.

PR

Astra TridentiZ LLONTAP 5 SVMEIER F{7i51T. BHFA admin E£EAF X vsadmin SVMAFHAEGER
RAENEMBFRIAF,.

3 FiER T NetApp ONTAP BJAmazon FSXERE. Astra TridentR{EFAEEELIONTAP B{SVME IR R BT
fsxadmin FAF 3 vsadmin SVMAFRHEABHERACHNEMBIFNAEF, o fsxadmin AR EEHEERA
FRBRELHEF.

WREEA 1imitAggregateUsage B, FTEEHEIERNIE, EREREFTNetApp ONTAP
(D HYAmazon FSx5Astra TridentE & B 2R limitAggregateUsage SHAERT
vsadmin #l fsxadmin FAFPIKF, MNRIEFEUSE, ELERIEEEK.

RATTUEONTAPH S E— N LU H = mIFshiEF AR Fai R e, BRNAEINGXHEM. KZHH
hrZsBY Trident A2 AEEEEENEM APl , MMIEALRTERBEES S HE,
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EZ{FFHONTAP NASIRGIIZFEC & [Tk
T HE({EFAONTAP NASIRGHIZFELBEONTAPEIRHER. FHWIRENMS H KR,

2K

* 3T FFRE ONTAP /5%, Astra Trident EEZE/Df SVM S — 1B 4,

s BRI LUBIT 2N IRoIER, FelEismER—NRIEFEESE, fli. EaUEE—MERMES S
ontap-nas ReNEFFERAIVIIIEZE ontap-nas-economy —1%

* FiBKubernetes TIET m &AM MZEEYMINFST A, SN "tk BXFAEE:
* Astra Trident{X 25 SMBEEEH FIWindows T s _EizfTHIPod, 1BE N EEALESMBE THIFAEE,

FTONTAP /S 1T & {956 IE
Astra Trident 128 T Ff3t ONTAP FifiH#1T S 9 1FIER,

s ETERE: MEXFEEFNONTAPGIHAE BHHNE, BINFERASTEXREERAEBXEMKA. Fla0
admin f vsadmin MRS ONTAP HRAEAMNRARR 4.

* BRI EXEREFHREEIED. 7 aefFEAstra TridentSONTAPEEHHITIBE, b, FIREXHM
BEFFHIES, ZAMAIE CAIEHRY Base64 RIGE (WREM) E o

TR UEFRNA RR. WEEETEENGZNETEBNGEZEBE, BR. —RIZF—MHIHILIES
Ho BYIMEIEMB MG A SN EHREETRRFRINE 757X

@ IR EEIAFERHREEZIEFER. NEmeIEEEAK. HETR—FHEIR. EHEEXEHIRM
T ZMBRIIEA .

BREFEENSHIRIE

Astra Trident 2 SVM e / £ESCENEIEANEIEZT8ES ONTAP FinHiT@EE. BIVERRENTIENX

A, B30 admin 8 vsadmine XA LUMIRS KM ONTAP iRAAERIFHD, XEERRZASAIESEINEE API

NFFHARFKB Astra Trident hig A< 2. AIUEIEZBEX 2B RABHKEEMAT Astra Trident , {BREIN(E
o

[EiRE MR TR
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

IR, BREXEEREUANSERNFENE—(ME, SRR RE, FRRA / BiBREER Base6s #H1T4HRIZH
Zfi# 7 Kubernetes ZH, i/ EMEREM —FETHREIIENSE, Alt, XR—IMXBEEGHITIIRE
, H Kubernetes S {ZfE EIE 1T
BRAEFERNEHIIIE
MM EN A LUERIERH S ONTAP EiRi#{TEE. BIREXEE=12%,

* clientCertificate : B IHIFHH Base64 fRi5{E,

* clientPrivateKey : XEXFAHRY Base64 fRAL{E,

* trustedCACertifate : Z{51E CA iEHHI Base64 RiB{E, MREATS CA, MATIREHIESE, WMNRAFE
FAAI{S CA, MBI LLZBRILISE,

HANTEREEUTI R,

p

1. EREFEIEPMZE. £, FABEEZ (Common Name, CN) &BAEBENSHIIER ONTAP
BF,
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openssl reqg -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. ]S CAIEHAINEI ONTAP &£58%, ItiRBrAIseEMFHERERNIE, MRKEREIE CA, WAL,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. 12 ONTAP S8 L REXFIRIEBMNER (MTE 1 718 -

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. HIAONTAP REERABXE cert HHWIEHE.

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>

security login create -user-or-group-name vsadmin -application http
—authentication-method cert -vserver <vserver-name>

5. FERAERHNERNNR S HIF, & <SVM B8 LIF> F1 <SVM Z#F > B SR LIF IP 1 ONTAP Z#F,
S HRRLIFBIAR S RE&IKE N default-data-managemento

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"

vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. f£F Base64 XIEH, HEAMAIE CAIEB#HITHRIG,

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base64

7. ERAMN E—TRENVELIRER.



cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...O0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

o —— o et ettt it
o +—— +

| NAME | STORAGE DRIVER | UuIlbD

STATE | VOLUMES |

o —— e e it ittt et P
+————— - +

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

o f——————_ Rt et L P
o t———————— +

B S M RIE S RS TR

R EMIE Rim U EREMS ORI A E IR E TR, XRMAREAEH: FRAFS /I BEfERRT L
BEWAERILES, FRIEBNERTUERAETRPR / BENGEH. Alt. ES4IRERIE SHIIEREH
TN EMREIESE. RE. FREEHENbackend.jsonX . ZXHEESERITHFAESH tridentctl

update backend.
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cat cert-backend-updated.json
{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

Pommmmmmmmm== Fommmemcemmes=e== B e
Fommmmmoe e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

Fommmmmmmomo= S e e Fommmmmmmmesrrrrrrrre e reme s e mmm o
Fommmmme Pommmmmme= +

| NasBackend | ontap-nas | 98el9b74-aec7/-4a3d-8dcf-128e5033b214 |
online | 9 |

P e Fommmmememesesesese s s s s e eses
o= Fommmemm== +

WIRER, FHEIRRUMSE ONTAP LB MEN, AEHTEHRER. BIEHe
() LURRPRENS NS, 25, GREERLERIES, AEALUM ONTAP E2ERHIR
B,

BHRREASFRNERIEENIAR, UASFWEZEELNEEE, NG IHREHKRAE, Astra Trident
A5 ONTAP [Fim#t{TBE H M B R F N ERE
EIE NFS SR

Astra Trident f£F8 NFS S 5RBERIE 51X E B B RIERIIGIR).
ERSHEREY, Astra Trident 32T FR-N%I0N

* Astra Trident EILIBISEESHREAS; FINRFERT, FHREEASEE—TRTUER IP #Itsy
CIDR 3RFIFR, Astra Trident 2 BaiRE T XESCENTIR IP ANEFHREH, &, NRKEETMA
CIDR , NET R LIFLFIMEA2ECERERE IP #RARINEI S HRER,

* EREEG AT UFEESHERNAMMN, BFRIEFEEREDIEE T ARNSHRIEEFR, TN Astra
Trident 3 FEAIAF LK,
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S EES H R

Asta= XU FER M T oIS EEONTAP/S IR T H REEHITHEE, XiF, FHEEESMAUANTETR IP IEERVF
AyMit=siE], MARFHEXERMN. EAKELT FHREERE, BNSHRBRAIBEEFHTIEMESE
Bf, LtIh. XBBITFHMNFEEENIFRREANAFPUFIEECERNN TN SibE. MMmsSZisE4am aah
e,

EAISSH R, B7)ER MM (Network Address Translation. NAT), fERNAT
() 0. ERBISSAETIBIENATIN, MARSIRPEN M, Fit. MRS EANHETE
PR, MBI,

Nl

WAERM N EED, THE—MNEHENX R

version: 1

storageDriverName: ontap-nas
backendName: ontap nas auto export
managementLIF: 192.168.0.135

svm: svml

username: vsadmin

password: password
autoExportCIDRs:

- 192.168.0.0/24

autoExportPolicy: true

fERLLINRERY. ERMHRRSVMABRIES BALREIBHISHERE. FAEAFT RCIDRIREY
SEMN(GIINERING L), 1BEEENetAppBINHRELE. NAstra=infFEEZ ASVM,

TR ER LRRAIX I Thae ) TERIESHITRIINEA

* autoExportPolicy IREN true, XFK/Astra TridentE HRIESHIREE svml SVMHAFERLIEF N BT
INFIMIBR autoExportCIDRs MIMER, B0, UUID/I403b5326-8482-40db-96d0-d83fb3f4daecklrYfFim
autoExportPolicy BN true SIERNNFHEEE trident-403b5326-8482-40db-96d0-
d83fb3f4daec £ SVM L,

* autoExportCIDRs BEMIUIRTIR, HFEEAFIEFEL, #1A "0.0.0.0/0, ": : /0", WMARKENX,
M Astra Trident ARMNELET R EIEIRFRE £ &5 CE 2B,

LRI, BER 192.168.0.0/24 IR THIAITE], XRRUCMASEEIRR Kubernetes 552 IP 35780

Zl Astra Trident 8IZRNSHEREH, HAstra TridentEMEIETAAENT R, ESRERZT RIPHIIEHFIRIE
I AR I E#{THE autoExportCIDRs, i IP f§, Astra Trident S AERINEF G IP SIES
HERBEFIN, FHAERMRNENT SeIE— M,

A LIS #T autoExportPolicy A autoExportCIDRs AT EiR. ErILINBEENEImMNEAY CIDR

, WATLAMIBRINAERY CIDR . Mif% CIDR BHES AW, UHRRILEEZR M. SR LLEER
autoExportPolicy AF/fGEim. HEIREIFEIENSHRE, XFEIKE exportPolicy B,
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TEAstra TridentfliZEFFIRZG. BRI LUERRZERIE tridentcetl GHEMNE tridentbackend CRD:

./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24
autoExportPolicy: true
backendName: ontap nas auto export
chapInitiatorSecret: ""
chapTargetInitiatorSecret: ""
chapTargetUsername: ""
chapUsername: ""
dataLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>
fileSystemType: ext4

B RN EIKubernetesEEB# H /A A Ell Astra Tridentizhl2s8Y. MEERNSHERSH#HITTEH(BIIREENMI
FrIEERIHIIEREA autoExportCIDRs [Gif)o

BIFFTIm/E, Astra Trident RI0EFFBEAGENR, UBIBRIZT REVHRIFEN, @TMZERIRETS H R
BRILTI = 1P, Astra Trident AJRILE GRS, FRIFLL IP TRSEPRF T REEEA,

MFUBIEFEENGR. 1BFEREMEI tridentctl update backend BfafRAstra TridentBohBEIESHE
B iXi%@UE—ALXF AUUIDE BT S HIREE. G ENEEEMEENEERM RS HER.

@ HErEE B EERES HRBIEREHFDSEIZHNS LR, MREHCERR, WSKEMR
RHIBER, HEIEHBITH R,

MREFHTIEDT A IP sk, MHBIELT = EEFH/E5h Astra Trident Pod o« Af5, Astra Trident 3 E#HE
EENEIRNSHEER, DU IP B2,

EERIRESMBE
QEHEES. BIAILUEREESMBE ontap-nas RahiEF.

@ FoE. ENIESVM EFEEENFSFHISMB/CCIFSHMY ontap-nas-economy i@FF A
EZBONTAP HISMB%E., SNRFKEEREBEPIE—Y. NAEERE SMBERIERZEKK.

Friaz Al
FECESMBEZ AT, EIURE LT+,
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* —/Kubernetes®E&f. EHREE—MLinuxiThlgs T m AR ZE /D —1ME1TWindows Server 201989Windows T
ET 5o Astra TridentfNZ & SMBEEH EIWindows T ;2 _EIE1THIPod,

* E/b—PEEActive DirectoryE1EHIAstra TridentZ$8, LIERLZEEH smbereds:

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* EEEAWindowsAREZMICSILIE, BEE csi-proxy. BN "GitHub: CSIYIE" & "GitHub: &M
FWindowsHICSIHEIE" & BF1EWindows_LiE{THIKubernetes T &=,

p
1. S FHEBONTAP. R LUEIZFECIESMBHE, WATLIEFAstra=infFE NG L E— M=,

@ Amazon FSx for ONTAPEESMBHE,

EEI LAER U TR AR 2 —RIZSMBEIEHE "Microsoft BIRIZH 6" HEXHREE R TTHFEAONTAP
BLITRE. EfEFAONTAP S TRHECIZESMBHER. FHRITLUTIRE:

a. AEKE, AHELIBERRIZEM.

o vserver cifs share create ﬁ%%&ﬁﬂ@?t?ﬁﬂfﬁliﬁﬁ-pathﬁlﬁﬂlﬂ‘éiﬂ’\ﬁ%@o WNRISTE R
BAREE, WapSREK,

b. S SEESVMEXEXHISMBHE:

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C BIIRRELIBEE:

vserver cifs share show -share-name share name

() msm bl VB £3 THREE¥EEL.

2. g EmE. HIAECE UL TRBUIEESMBE, BXIEHTONTAP EiRMFIEFSXECEIED. 1EEN EH
FONTAP BIFSXBL & ZEIAN ="
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=2 Description T A5

smbShare BRI LIBE L TFIEIN z—: {EAMicrosoft BI2#TH|8 smb-share
FONTAPHLITHRECIENSMBEZZFR, &
FAsta=IwZIIHEECIESMBHREZMNBIR; IE. &0
UGS BT UG L E# I TEAEZIAE,

X TFAEBONTAP. Lt ERZFIERY,

b & #3FF Amazon FSx for ONTAP G i g ;AR

ap M- g
Z;Hb JTo

nasType *AINEE N smb IR AT, MBEKIAA “nfso smb
securityStyle ENZ2ER, ntfs 3 mixed Xt
FSMB&

WIS E N ntfs B mixed FFSMB%,
unixPermissions HENER, WFSMBE. HBMET,

ONTAP NASECZ & IR

T FRUNEIBIZRONTAP NASIR iz H I HA FAstra=in &k, ANEM 7 EimRSY
Zl|StorageClassest Rk Ec B FIFIIFARE B,

[5 i EC B 1T

BXEREEER, BFERTE!

B8 Description Default
version AR 1
storageDrive TEEIKEIIZEFEIRIT "ONTAP NAS ". "ONTAP NAS%
rName 7. "ONTAP NASZR E4H"
. "ONTAP SAN ". "ONTAP SAN%
pis
backendName BENXZMHFMHEGEIH IXShIERF B #R+"_"+ dataLIF
managementLI £E&$5{ SVM EI1E LIF B9 IP bk "10.0.0.1", "2001: 1234 :
F abcd : : : fefe]”

I LEE T2 REE S (FQDN).

WNREARIPVOITEZE T Asta=7c2H. MBI LU E HE
FIPveititlt, IPveIbAERAIESHITENX . B0
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555
o

BXxT4%MetroClustertI#t. i5& M MetroClusterix
fll,
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dataLlIF

svm

autoExportPo
licy

autoExportCI
DRs

labels

clientCertif
icate

clientPrivat
eKey

trustedCACer
tificate

username

password

storagePrefi
X

limitAggrega
teUsage

70

Description Default

Y LIF B9 IP itk
TE)(FiEN)

BIIETE dataLlF, SIRFKIZMHULSE. NAstra

Trident2 MSVMIBEREUELIF, &R LUIEEATFNFSHE

Hi2EMT2MREE R (FQDN). MmE LLEIETRE

IADNS. LUETEZNEHELIF Z 18] S0 62 & F 17,

A LUEIRIREREN. BSW .

INREAIPVOIRERE T Asta=7c. MATLUSE N
FIPveititit, IPvestAbAER SRS HITENX. . HIdl
[28€8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555
lo

*IFFMetroCluster& &, *IHE M MetroCluster~fils

EfFEFPAY Storage Virtual Machine MBISVM. MHRE

managementLIF EI8%E
*IFFMetroCluster& &, *IH5E N MetroCluster=fil,

& A3 B mh 82 M B3 5 ERBR (R /R 1B

false
R autoExportPolicy M autoExportCIDRs i%
I, Astra Trident®] LB EHEIE T HRE&,

T iHi%EKubbernetesT5 s IPHICIDREIZR
autoExportPolicy BB,

['0.0.0.0/0+ ": > > /0T

fEF autoExportPolicy M autoExportCIDRs i%
I, Astra Trident®] LB EhEIE S H KR,

EWATHH—AER JSON BREIFE
BFIHIESH Baseod HIBME. BFRTERNSHE "

iE

& FinE AEAN Base64 wiGE. ATEFIEBNG ™
RI0IE

Z{E1E CAIEHH Base64 fRidfE, PIik. AFETFIE ™
FHISHIIE

AT EZEIEE /SVM AR R, BTETEENS D
Bl

EIRE &R /ISVM BVERD. ATETRIENSHIIE

£ SVM FECEMENERANEIZR, KERTEEN  "ZREX"

MREAEBILBRDL, NWEEXK. " (BROAESR AR S5 5E)

* RiEARTFEATF ONTAP BY Amazon FSx *

HEERULEGKE BSVM (J1RKHE



=2 Description Default

=

limitVolumes WRIFRBEANBIIE. NEEKXKK, "(FRINBER T ARG SZHE)
ize

LA, EEREHIE AqtreeFILUNIA N B IBMYE R K

K/ gtreesPerFlexvol EHATFTHENX S

MFlexVol BIEKqgtree#fo

lunsPerFlexv & FlexVol B95&A LUN %k, #17f 50 , 200 35EE  "100"
ol V\]

debugTracefFl MIEHRNBEERIIEIRIRS. Fla0. {"api":
ags false. "METHO": true}

H}

1570MEMA debugTraceFlags BMRAEEEEHITHREEHE
BRAFEEIFM BT E,

nasType BoENFSESMB& B, nfs
EDEE nfs, smb AT, RINBERT. B&EERN
TREENFSEIRBENT,

nfsMountOpti NFSEEIENANIES 7RI,

ons
Kubernetesi¥ A &RIIEHIETHE E EFERTPIEE.
BINREFERPARIETHER L. NAstra Tridenti&
[B)iR 2 A 7268 R IR EC B XA 8 B RO EHE L,

NREFMERNECE X R RIEELHIET. MAstra
Trident R RTEXREXAIKA S LR B EAHERED

gtreesPerFle & FlexVol BIEK gtree #1, #Z07E 50 , 300 SEE 200"
xvol A

smbShare A LIEE U TR Zz—: EAMicrosoft BIBITHIE  smb-share
FONTAPH L 1TREEIENSMBEREZMREFR; 2
PFAsta=IEEITHEECIESMBHEMZTR; HE. &8
LSBT UL IEE# I TEBEZIAN,

JTFHEFONTAP. LB E %M,

Jtt%?ﬁliﬂ:Amazon FSx for ONTAP/Gim A B, &

Hb Io

useREST FITFfEF ONTAP REST APl B97R/RE%, * AT false

useREST fEA— M RATNSRARIEM. BIEFNIAIF
5. MAREFILENH, KB true. Astra
TndenthﬁFHONTAP REST API5 Rim#{Ti@(S. It

INREEEFAONTAP 9. 11 A NEShRA, Ltksh. A
FIONTAP BEFABNNENIAIR ontap MAERF.
X— A B TNE XK FHE vsadmin l cluster-
admin A,

useREST MetroCluster R $,



AT EEENERECE RN

TR LIE P ERAXERTUEHRIARE defaults BEEBRD.

%

spaceAllocat
ion

spaceReserve

snapshotPoli
cy

gosPolicy

adaptiveQosP
olicy

snapshotRese
rve

splitOnClone

encryption

tieringPolic
y

unixPermissi
ons

snapshotDir
exportPolicy

securityStyl
e

Description

LUN By==[a] 3 Bc

FEIMERERN; "T"(FE)H"E"(F)
E{FEMAM Snapshot K&

EACIEMNE DA QoS KA, EFFEMEA /
[51%89 qosPolicy 3 adaptiveQosPolicy Z—

BXRTA, BERUTEETRSG,

Default
"B

u%u
na&ll

ENCENEHENEIER QoS RIFH, EFEEMFE ™

figith / [FimBY qosPolicy I adaptiveQosPolicy Z—-

A% ontap-nas-economy.

NREFENER DL

B TRER, MERXRIFDZME

E#1E LB ANetAppENE (NVE); #IAN falseo
EEALOETR, HAESE FIR1S NVE BT HE A
NVE o

MRERIHBHATNAE. NIEAstra TridentPECERIE
AIEEE BENAE,

BXFMER. IFBM: "Astra Tridenttl{A 5NVE
FINAEER&ER"

fER"T"RE R

MEREI

EHIFTEYIAIR] . snapshot BF
EFEANSHER
MENZLER,

NFS#F mixed fl unix ZLER,

SMBX#F mixed Ml ntfs &0

R A"0". MF 0"
snapshotPolicy "none". &N

ygml

false

false

3+ FONTAP 9.5 SVM-DRZ BiHIER
B, A"XIRE"

"TT7T"RIANFSE; T(RER)E
~SMB#%

false

default
NFSERIAEN unixo

SMBERIAEA ntfso

7E Astra Trident & QoS HRIZLHFEE ONTAP 9.8 SREShA, EBIVFEAIEEE QoS HRA
() | #mEEBASINETFE MRS S, 2T QoS FEABHIE TIERBNEEILE RN L

Ro
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HEERDG

TEHE—TMEXTRIAMERRG:

version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:
k8scluster: devl
backend: devl-nasbackend
svm: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: premium
exportPolicy: myk8scluster
snapshotPolicy: default
snapshotReserve: '10'

iEFTF ontap-nas # ontap-nas-flexgroups M. Astra TridentRERAMBITE G EFRSH
RFlexvol BIK/NSsnapshotReserveBDEbMPvctHE, HAFIEXK pvc BY, Astra Trident &fE
BfmtReEAEEELZTENGRIE Flexvol . IIHERHWERAFLE pvc FREIFMERNEIE=TE, MAE
INFERERSE), £ v21.07 Z8i, MIRAFIBER pve (BlE0, 5GiB ) , B snapshotReserve
A 508 , WRRIKE 2.5 ciB WAIETIE, XERNBAFBERNEENEM snapshotReserve @HMA
B— 1B tb. ETrident 21.07%. FAFPIEKRMERAESIE]. Astra TridentEX T snapshotReserve ¥#FERR
BINENADL. XFIEBRT ontap-nas-economyo S IATRAILLT BETERIE:

HEGENT:

Total volume size = (PVC requested size) / (1 - (snapshotReserve
percentage) / 100)

3F snapshotReserve = 50% , PVC iEX =5GiB , HE2A/\K 2/.5=10GiB, AIAA/NA 5GB, XZ2AF
£ PVC 1B RAIBERBIKN o volume show RSN ERSUTRAIZMUNER:
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Vserver Volume Aggregate

_pvc_89f1cl56 3831 4ded4 9f9d_©834d54c395f74
online Rw 18GB

_pvc_eB372153_9ad9_474a_95la_@8ael5elc@ba
online RW 1GB

2 entries were displayed.

174k Astra Trident B, JcRiZENIERIREIRE FIRGERES, W FEARZAICENS, EBNIARE
SR/, DUEMZRFIFTMAIE. H190. BEFEH2 GiB PVC snapshotReserve=50 ZRIMNERZE. E0lig
1 GiBRIAIE=ia), 0, KFEK/NEAEA 3GIB A ANAIEFE— 6 GiB £ _Ligft 3GiB f9AI E =8,

xIRECE RS
UTRAIERTHAZSHEHREABRANENEREE, XBEXEHRNRESETTE.

@ YR 7EXK A Trident B9 NetApp ONTAP _EfEF Amazon FSx , #EiX 9 LIF 383 DNS &R, mAF
2 IP ik,

ONTAP NASZF 4Rl

version: 1

storageDriverName: ontap-nas—-economy
managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

ONTAP NAS FlexGroup:nfjl

version: 1

storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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MetroCluster; 3|

TR UM EETRE. MR EYIRMYIEEFERERENX "SVMERIFIME"

BT[], 1EFERISESVYM managementLIF F A& dataLIF ] svm parametersffl0:

version: 1
storageDriverName: ontap-nas
managementLIF: 192.168.1.66
username: vsadmin

password: password

SMB#& 5l

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
nasType: smb

securityStyle: ntfs
unixPermissions: ""
datalLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password
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EFIEBR S INIERG

XE— " REEHIEE R, clientCertificate, clientPrivateKey, #I
trustedCACertificate (MRFEABECA. MANHEFIET backend. json MAHIRAEFIHIER.
T RZRAF S CAIEERIbase644mi3{E,

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

datalLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXROZXJIJwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

BE)S SRR

LRI ER T W{AHER Astra Trident EFTHS S LR BN EESHERE, HREXNTFHENLE
ontap-nas-economy # ontap-nas-flexgroup JoIIEF.

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-1la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password
nfsMountOptions: nfsvers=4
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IPv6ithiE Rl

WRFIERT managementLIF fERIPvEiiL,

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: "[5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-1la
backend: testl-ontap-ipv6
svm: nas_ipvé6 svm
username: vsadmin

password: password

Amazon FSx for ONTAP{EFESMB% 5l

o smbShare EFASMB&HIFSx for ONTAPEE S,

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

dataLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXROZXJIwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

st W) =vi ANl

ZETEHETHRFIRREXXGF. NFABFREMNSE TIREMIAME. B9 spacerReserve J.
spaceAllocation Mfalse. #l encryption Hfalse, EINHMEFMEELD PHITE N

AER B7E"Comments"FEEHIR BB S, TEFlexVol EHIRE 7R ontap-nas & FlexGroup ontap-

SRR LRIRE N BN EPAAEE XARE,

nas-flexgroup. TEECERM. Astra Trident=¥FEINE LRIFMEIREEHEITFES, AT HEREN. FHRER
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EXLERGIP, EEEFEFEISBITIRE spaceReserve, spaceAllocation, 0 encryption B. ME
MR BEIRIAME,
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ONTAP NASfl

version: 1
storageDriverName
managementLIF: 10
svm: svm nfs
username: admin

password: <passwo

nfsMountOptions:

defaults:
spaceReserve: n
encryption: 'fa

gosPolicy: stan
labels:
store: nas_stor
k8scluster: pro
region: us east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us east 1
defaults:
spaceReserve:
encryption: '
unixPermissio
adaptiveQosPo
- labels:
app: slack
cost: '75"
zone: us east 1
defaults:
spaceReserve:
encryption: '
unixPermissio
- labels:
department: 1
creditpoints:
zone: us_east 1
defaults:
spaceReserve:

encryption: '

: ontap—-nas
.0.0.1

rd>
nfsvers=4

one
lse'
dard

e
d-cluster-1

a

volume
true'
ns: '0755"

licy: adaptive-premium

b

none
true'
ns: '0755"

egal
'5000'"
b

none

true'

unixPermissions: '0755"

- labels:
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app: wordpress
cost: '50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: 'true'
unixPermissions: '0775'
labels:
app: mysqgldb
cost: '25'
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"



ONTAP NAS FlexGroup:Rfjl

version: 1
storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: flexgroup store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '50000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: gold

creditpoints: '30000"'
zone: us_east 1b
defaults:

SpaceReserve . none

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: silver

creditpoints: '20000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

protection: bronze
creditpoints: '10000"
zone: us_east 1d
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defaults:

spaceReserve: volume

encryption: 'false'

unixPermissions:

I GTTET



ONTAP NASZZF MR

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: '6000'
zone: us_east la
defaults:
spaceReserve: volume

encryption: 'true'
unixPermissions: '0755'
- labels:

protection: bronze

creditpoints: '5000'
zone: us_east 1b
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0755'
- labels:

department: engineering

creditpoints: '3000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

department: humanresource
creditpoints: '2000'
zone: us_east 1d
defaults:
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spaceReserve: volume
encryption: 'false'
unixPermissions: '0775'

5 iHBRETE] StorageClasses

AR StorageClassTEXiEE N [[EtEiRTR Ao #H parameters.selector FEEH. & StorageClass#f
SEHTRTFRESHNEMM, SREEERIMAHENXEZ A H,.

* . protection-gold StorageClassiGBREIEIRRIE—PMFIE ZPNEIMA ontap-nas-flexgroup F
. XLt EM—IRHERRIFEIA,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* . protection-not-gold StorageClassiRETEIFHRIE = NFIFE D ERA ontap-nas-flexgroup
[Gif. XL B —IRME TR UIMRIPLS BT,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* o app-mysqgldb StorageClassiGBREFEIHBIFE PN EIMA ontap-nas Gk, XEHmysqldbEEAIR
EFRHEFEE DI ERE i,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

* o, protection-silver-creditpoints-20k StorageClassi&RgtE|FAYE =B ontap-nas-
flexgroup Gk, XEMW—IERHIEERIFF20000MME A =AM,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

* o creditpoints-5k StorageClassiFRTEIPRIE =P EAM ontap-nas FHIFIHME Z N EIAA
ontap-nas-economy [Gif. XEM——{EH=E/I500089:t™~ Mo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

Astra Tridenti/RTEEZEM N EMM. HIBFRHEFHEER.

BE¥ datalIF ¥IRECER
SO VR E S ENBUELIF. HERBITUTHS. NFMEIRISONXHIREEHBIEIELIF,

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>
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(D EE%PVCE%EU—/PEJZ%/PPM\ MABRAFFENNPod. ARKEMER. FHEBIELIFAEE
o

iEF3F NetApp ONTAP B Amazon FSX

% Astra Trident 5iEF T NetApp ONTAP fJ Amazon FSX & &

"EFF NetApp ONTAP B Amazon FSX" @— MR ENAWSIRE. BJEEF Bl
iZ1THNetApp ONTAP FEIRIEARIRHEZIFHXH RS, EENEATFTONTAP BYFSx.

SR R S KB INetAppIhaE. MEEMEIREINEE. EINF)BIEAWS EIFEEIEAYE(E
M. REHE. ZeMMali B4, FSX for ONTAP Z3ONTAP X R A IHREFEIEAPI,

FRUN

X FRSEZ Amazon FSX RNEBRRIR, LIMTAEREER ONTAP &8, &1 SVM F, EAJLIEIBE— 5
Z20E, XEEZFXAMXAEREFEEXFRGTRBUERS. GEIERT NetApp ONTAP BY Amazon FSX
, Data ONTAP R{EAZHHAEXHRFR M. MPIXHRF LRI * NetApp ONTAP *,

18334 Astra Trident 5i&EFAF NetApp ONTAP BY Amazon FSx &&EMA, &R LI{RTE Amazon Elastic
Kubernetes Service (EKS) H3Iz{THY Kubernetes E2E¥A] LAARE F ONTAP &0 BRI SR A M %,

iEFTF NetApp ONTAP #J Amazon FSX f§ "FabricPool" LIBIBEZMERE. @idE, I UIREHIESTXES
RRIGEIREETE R P
AREIM
* SMB%&::
° SMB&EX#F#ER ontap-nas {XPRIXEHIFZRE,
° Astra Trident{XZ 1§ SMBHEH EIWindows T /= _EIETTHIPod,

* TridentE ZMBRTER R T Boh& B EYAmazon FSXXH RS LRIENE. Efiks PVC , BEEFohfikz PV
#1 ONTAP B9 FSX &, ERFLIELCIREER , EHITLLTIRE:

° JENER " IRRGIE " REFBIEHT ONTAP Y FSX X A%, RRCIBTIEREIZABEM&ER, B
TR IR HIRTT,

° %Fﬁ AR ERIR B, RRBME&EN. RRBIEMFILUE Trident BEIIMERE, MERE—TFhT
o

v Backup and maintenance - optional

Daily automatic backup Info
Amazon F5x can protect your data through daily backups

Enabled
© Disabled
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FSx for ONTAPIRZNTZFIFAE S
f&AT LAE R LR IRBhAZ 45 Astra Trident53i& B8 FNetApp ONTAP BEYAmazon FSxEERK :

* ontap-san: EEEMNEMPVEIRHE B 2HIAmazon FSX for NetApp ONTAP HHEI—LUN,

* ontap-san-economy. ECEMEMPVERR—TLUN. %FNetApp ONTAP . &1 Amazon FSXAILUN
HERREN.

* ontap-nas: BENEIPVEIR—MEATFNetApp ONTAP H5EEAmazon FSX%,

* ontap-nas-economy. ECEMEIPVEEZR—qtree. ¥ FNetApp ONTAP &. & 1"Amazon FSXHqtree
HEZAEEN,

* ontap-nas-flexgroup: ECENEIMPVERR—EF FNetApp ONTAP FlexGroup BI5EEAmazon FSX
&

BXIEFIFAEE. S "NASIKEHFZE" # "SANIKEHFEE",
BHI05E
Astra Tridentie {0 S 5 IIER T,
* EFEH: Astra Trident A SVM L ZEIIERS FSX XHEFREF LR SVM #1TE(E.
s EFEiR: o LUER fsxadmin XERSEHAF vsadmin ISVMECERAF .

Astra TridentR/{E9IE1T vsadmin SVMAFHEEHEEAENEMZIRNER, &8
@ FNetApp ONTAP FJAmazon FSXEH fsxadmin BIRFEHRONTAP A admin &£
Fo F{158ZVEINER vsadmin {#HAstra Trident,

AU EHRREUEETEREN A EZMETIERN G286, B2, REZ SR EEMER. N5k
BRI, BRI E S HI0IES . uZxéﬁMEﬁa”ﬁ@EEtPﬂﬂlJﬁ%Iﬂﬁﬁ,io
EXBRBMRIIMNFHAERE. 158 RERTENIRMNIEFIEEN B HIIIE:
* "ONTAP NAS S {4 383iF"
* "ONTAP SANS {4 383F"
THREZER
* "Amazon FSX for NetApp ONTAP 344"

s "BXIEAT NetApp ONTAP BY Amazon FSX Myt ZE X Z="

£ riEATFNetApp ONTAP BYAmazon FSX

1&a] LU IE R FNetApp ONTAP fJAmazon FSXX 4 &4t 5Astra Trident&ERE. UAMAIR
7£Amazon Elastic Kubernetes Service (EKS)Hiz{THIKubernetesSE &£ 7] L EC & FHONTAP
IR IFIRA KA LS
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B3R
LG "Astra Trident Z23R"EZEHFONTAP BIFSx5Astra Trident&Efl. BEE:

* EBHIBAmazon EKSEEEE H E1EKubernetesfEE¥ kubectl BRI,

s AT MEBEM TIET 2iAaAI B Amazon FSx for NetApp ONTAPX {4 &4t Storage Virtual Machine
(SVM),

* NEFETENIFET R "NFSELSCSI,

@ R IZEAmazon LinuxAUbuntuFr BT s B L B 1TIRME "Amazon Machine BR{&" (
AMIS ) , BREURATFER EKS AMI 38,

* Astra Trident{¥ 2 +RFSMBEHEE F|WindowsT5 = LiZ1THIPod, 1EEN EEAEESMBE THFAER.
ONTAP SANFINASIREHFZFEERK
(D WREHSVBEEE. WA EERESVBS AREH

B
1. FEREAP—FhERE Astra Trident "SFZE 555"

2. IREESVMEIELIF DNSE R, a0, EAAWSESI1TREZETX DNSName FHIE B Endpoints —
Management BT TFH<E:

aws fsx describe-storage-virtual-machines --region <file system region>

3. BIRAMLEIES "NASFIHZ D IUIE" 5 "SAN/GIH S HIEIE"

1SR UM BT LRI 4 R SRR B ER SSH B RAXERS (B, REEPR) . £A
fsxadmin AP, BIEXHFRANEENZREUNFIEEDNSEIR aws fsx describe-

file-systemso

4. ERERIEBMERE LIF B9 DNS BRI EmXMY, AT REIFIR:
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YAML

version: 1

storageDriverName: ontap-san

backendName: customBackendName

managementLIF: svm—XXXXXXXXXXXXXXKXXX .L5—XXXXXXXXXXXKXXXXKXX . fsx.us~—
east-2.aws.internal

svm: svm01l

clientCertificate: ZXR0OZXJwYXB...ICMgJd3BhcGVyc2

clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz

JSON

{
"version": 1,
"storageDriverName": "ontap-san",
"backendName": "customBackendName",
"managementLIF": "svm-XXXXXXXXXXXXXXXXX.fs-

XX XKXXKXXKXXKXXKXXXXXX . fsx.us—-east-2.aws.internal",
"svm": "svmO1l",
"clientCertificate": "ZXROZXJIJwYXB...ICMgJ3BhcGVyc2",
"clientPrivateKey": "vciwKIyAgZG...OcnksIGR1lc2NyaX",
"trustedCACertificate": "zcyBbaG...b3Igb3duIGNsYXNz"

BXOERRINESR, BRI THEE:
> “fEFONTAP NASIREHIEFEC & R iH"
° "f§EF ONTAP SAN KnhiE i E feim"
HRILESMBE
B UEABLESMB%E ontap-nas BREIFERF. SEAET ONTAP SANFINASIREHFZF 6L Se A T B,

FIE 2 i
7 BEERAAECESMBE ontap-nas REhiEF. NMATHE B LA T 514,

* —/Kubernetes®E&f. EFREE—MLinuxiThlgs T m AR ZE /D —PMET1TWindows Server 201989Windows T
ET &=, Astra Trident{¥ & iESMB&EIEH BIWindows T & _EIiE1THIPod,

* E/b—EEActive Directory’Z#EfIAstra TridentZ 0, LUEREH smbereds:
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kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

« BIE H9WindowsBREZHICSIAIR, BB csi-proxy. BB "GitHub: CSIfLIE" 5 "GitHub: &
FWindowsHICSHLIE" @A F1EWindows_EinfTHIKubernetesT5 &0

p

1. BIEESMBH =, ERILMFERUTRMA R Z—CIESMBEIEHE "Microsoft EIRIZH| &" HEXHREERE
TCELfEFIONTAP si <175 H. EfEAONTAP sp 21T EBIESMBHEE., BHITUUTIRIE:

a. AEKE, AHELIBRERRIZEN.

o vserver cifs share create MSEEOIEHZHAE ﬁé‘-pathiﬁﬁqﬂ?‘é‘@ﬂ’ﬂﬁﬁﬁo WNRISTE R
BAREFE, WepHRK.

b. S S5EESVMXEXHISMBHE:

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

c. IMFERRELIEHRE:!
vserver cifs share show -share-name share name

() msm ol sve £3 THREE¥EEL.

2. piEERmEN. HNEEEUTHRBUIEESMBE, BXIEHATONTAP GinFrEFSXELE X, FE N EA
FONTAP BYFSXED & ZEIm A",

W

5 Description ANl

smbShare EBEIEE A T™EIMZz—: & smb-share
FMicrosoft EIB#5 %l & ONTAP
mRITHRECENSMBREENR
R, &R IFAsta=ImZEITHEES!
FESMBHEZEZH A TR,

FFFAmazon FSx for ONTAP/G
s WESHENFE.

nasType TS E S smb  IRAT. WWEL smb
ik%] \nfSo

securityStyle HENZEET, ntfs 3 mixed W FSMBE
WITZE N ntfs I mixed A
FSMB#5,
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2

=

unixPermissions

Description

Nl

MR WFSMBE. HMH

z3
T o

1&F FONTAP BYFSXECE 1EINA R !

TSR TFONTAP ByAmazon FSXM G imEC & 1E I,

[5imEC B 1T
BXEREEER, BESRT&!
28

version

storageDriverName

backendName

managementLIF

Description

FREXEhIZF IR AR

BE X B VREfF o i
E8¥3 SVM BIE LIF B9 IP thilk

] LEE T2 REE S (FQDN),

WNRERIPVOIREREE T Asta=7T
28, Me] UG E AERIPveith
i, IPVEHIIEAT R A IES E X
5190 [28e8: d9fb: a825:. b7bf
. 69a8: d02f: 9e7b: 3555],

RTRMT FEwECE T,

5l

REH 1

ontap—-nas, ontap-nas-
economy, ontap-nas-

flexgroup, ontap-san,
ontap-san—-economy

IXGpFZFF B FR + "_" + dataLIF

"10.0.0.1 ", "2001 :
abcd . : : fefe]”

1234
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dataLlIF

autoExportPolicy

autoExportCIDRs

labels

clientCertificate

clientPrivateKey

trustedCACertificate

username

92

Description

X LIF B9 IP ik,

* ONTAP NASIREHIZF*: EBilis
TEdatallF, SNRFRIEMHULBE
MAstra Trident& MSVMIREXER
BLIF, &olLIEER FNFSIEH R
EM L PREE R (FQDN). Mme]
LIBIZEEIFDNS. LUETEZ MR
ELIF Z 8] SR fa & F17, vl LATEH])
BIREREN. 1BEEW .

* ONTAP SANIRZHFERE*: R
HiSCSIFETE. Astra Tridentfs
FHONTAP JEF M4 LUNBRST K & T8
U ERERIEFREMISCI LIF, 08
BEMAE X T dataLIF. NMISEMEZE

= =

Ho

WRFEARIPVOIRELLE T Asta=JT
2. NMBTLUEE NERIPv6it
bt IPveHILEA TR A IES E X
fle0: [28e8: d9fb: a825: b7bf
. 69a8: d02f: 9e7b: 3555],

BB BN EH T H R [(HR
(=18

R autoExportPolicy M
autoExportCIDRs 1%&EIl. Astra
Trident?] LA BshE RS H 5K,

BT ifiEKubbernetesTi &2 IP
BICIDR%IZE autoExportPolicy
[=y=)=H

fEF3 autoExportPolicy
autoExportCIDRs &I, Astra
Tridentr] LU BEh B IR S H 5REE,

BEVHAFEN—AEE JSON B
IR

EFIEIFHH Baseb4d {RiB{E, A
FEFEBNS R

EFinT A1 Base64 fmig
B, BTFETIERNEHRIIE
Z{SE CA LAY Base64 4Ri{E,
ik, ATETFEBMNEHIIIE,

AT &R ERBNSVMBAF R,
BTFETFRENSHEIE. F

M. vsadmin,

Nl

false

"["0.0.0.0/0 " ":

/0"



2

=

password

svm

storagePrefix

limitAggregateUsage

limitVolumeSize

lunsPerFlexvol

debugTraceFlags

nfsMountOptions

Description NGl

AT EERI SR SVMII R, A
FETFRENS DRI,

E{FAM Storage Virtual Machine  #NSR$EESVMEIELIFNKAE,
£ SVM R EFHENERANEIZR. trident

BIBETAEN. BEEMILSH.
BEELIB—I B EIR.

J&/N+EEAmazon FSx for NetApp &7,
ONTAP,

R fsxadmin M vsadmin 5

MEEKNEREAFERBRTERIN

FH%EJ F{ERAstra Tridentdt Ei#1TR
I [o]

MRBFBRPERNEILE. WE " BOAER TRRESLHE)
BRI

tbsh. E=PREIE 7qtreeFILUNLEL
REBNENRAKN
qtreesPerFlexvol EMATFEHE
X & MFlexVol BgzAqtree#i

S FlexVol IR ALUNEUARE 100
50. 2005EEIA,

{YSAN,

HWIEHRN EFERANARINS. & T
5 {"api": false , "method " :
true }

15711ER debugTraceFlags BRIE
BIEERITHIEHRRHFEZ AN
HEF i,

NFSEHIAIAE S 73 MR 120

Kubernetes}FA EBIIEH TR E

EFMEEPIEE. BUNREFME

hoRIETEFEH A, MAstra Trident
B EhRE(FERFMEEIRICE X HF P

FERERVFERIED,

MREFEENEREXHETRIEE
LR, N Astra TridentR 1%

Hﬁﬂ’ﬂiﬂ'l&%kiﬁ%&ﬁ?ﬁﬁiﬁ
i,
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S Description A5

nasType BEENFSESMB&E I, nfs
EIEE nfs, smb AT

AR BN smb W FSMBE, *
MRIGERT. MEHAANFSE,

gtreesPerFlexvol 8 FlexVol B95xK qtree £, w71 200
7£50, 300 EEN
smbShare BaLIEE U EmMz—: f# smb-share

FBMicrosoft® iE?:fE'JL‘IJZONTAPnp
LITRmEIENSMBE ;E’J%ﬁ’]’
HE AIFAsta=IRE|INEERI ESMB

HE=R,

3tFAmazon FSx for ONTAP/G .
B HE2NEDN,

USeREST BF{EFH ONTAP REST APl B9%/R false
S, * FHATE *

useREST fERN— M AT SRR
. BWNATFIRAFE. MARE
FEI{ENEH., EBEHNN true

. Astra Tridenti&fEEFHONTAP
REST API5 iRl iTiE s,

L IHEEEEFEAONTAP 9.11.1 588
=has, Ltoh. EFIRYONTAP BER
AEMNERIAE ontap NETE
o X— R AEE FIRE XK 2
vsadmin M cluster-admin f

o

B datalIF YISAERER
TR LIEVIREC B R B EUELIF. HFARIBITU TS, NRIEinJSONS R EfAVEIELIF,

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>

@ ﬂgiPVC EEF—PHZMPod. MHBIAKFAPFENNPod. AERKEMEER]. FHEWELIFAEEE
Xo

BT EENEHEC &R
TR AR R EA XL ETUEFIRIARCE defaults BBEED. BXTHI, BEERUTRETRH,
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2

=

spaceAllocation

spaceReserve

snapshotPolicy

gosPolicy

adaptiveQosPolicy

snapshotReserve

splitOnClone

encryption

luksEncryption

tieringPolicy

unixPermissions

Description

LUN B=iB1 A ER

TEMEEN; "k (KFE) ;"
5" (B

E{FFARY Snapshot L
ZEHBIENEDEH QoS LA,
RSN EFEMEEIRRIqosPolicy
g{adaptiveQosPolicy Z —o

£ Astra Trident FfEEFH QoS ZRE&LH

=2 ONTAP 9.8 S{ESARAS,

BINERIEEZQoSHRARA. Hif
RERBADHINNATF SIS,
HE QoS RESAREXFIE TIEfE
NEFHELHE LR,

Default
true

none

none

ENEIRNEDERIBIEN QoS &R °

B&LH, EFENEENH G
AJqosPolicys{adaptiveQosPolicy 2

o}

A% ontap-nas-economy.

FREROTAENER DL

BIZTER, MERXRIFDE7TE

1T¥% _E B FNetAppEBIIZ(NVE)
5 BIAA false. BEfERILIED,
AT S EE 3RS NVE BOIFRIHE
FA NVE »

NREFUWEA TNAE. MTEAstra
TridentRECEREREERTE
FANAE,

EXIFHEE. E5N: "Astra
Tridentd1{fal SNVEFINAEE &{E A

[e}

BRLUKSIZE, F&0 "EALinux

Si—EEAIRE (LUKS)"

{YSAN,
EFHIER none

MEREL,
I FSMBERE N,

%1% snapshotPolicy /¥ none,
else"

false

false

snapshot-only I&@FFONTAP
9.5 SVM-DRZ HitVFEZ &
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o Description Default
securityStyle MENLTEER, NFSERIAEN unixo

NFS#F mixed fl unix Z&HiR SMBEIAMEN ntfso
o

SMBE‘Z?% mixed Ml ntfs TR

o

Nl

{8 nasType, node-stage-secret-name, #l node-stage-secret-namespace. {&AUIEESMBE
FRHFrEMActive Directory’ =8, SMB&EX#HEMA ontap-nas XERTNIEF

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: nas-smb-sc

provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-nas"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

TEKSEEf A& Asta Trident EKSII#;I723.104k

Asta=Im{Zfi#&E 1€ T KubelnetesH13& BB FNetApp ONTAP7ZfiEfYAmazon FSxEIE, fEFF
EANGMEEREBRT ITNAERE. AFA BB IAWSKIE. B]5Amazon EKSEE
BfEH, WIEKSMEIN. Er] LIIAARH{RAmazon EKSEMRSRTE. HE &, i
BN EMMEMA RN TS,

ElE 7 4a
EECEIE R FAWS EKSHIAsta TriDentiNEIM 2 8. iEHEHE U TEME:

* BEMMITIEAmMazon EKSEEEMK A
* AWSXAWS Marketplace B[R :

"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMIZEE!: Amazon Linux 2 (AL2_x86_64)3Amazon Linux 2 ARM (AL2_ARM_64)
* FimKE: AMDZARM
* B Amazon FSx for NetApp ONTAPX {4 & 4¢
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HIB
1. 7£EKS Kubernetes&8f E. SARZI*MIINI-ETE,

EKS > Clusters > netapp-test

netapp-test
@ End of support for Kubernetes wersion 1.26 is June 2024, f you don't update your cluster o a later version before that date, it will automatically enter extended support. After the extended support
preview ends, clusters on versions in extended suppart will be sebject 1o additional fees. Leam more (4

¥ Cluster info 1w

Status Kubemetes verslon info Support type
@ Active 126 @ standard suppart urtll June 2024

Overview Resources Compute MNetworking Add-ons. Authentication Observability Update history Tags

Add-ons (3) e

| QL Find add-an | | any catesory w | | Amystas ¥

Provider
EXS

<1 2

2. #%ZF*AWS MarketplaceMi NI %% _storage_ 25!,

AWS Marketplace add-ons (1) | e |

Dty sashacnbe ba g corfigere EX% aoid-onm 1o enhance e CX5 clissers

0 Fanid oedefeon |

Filtoring opdsans

| starage W _i Any wpndor ¥ |||Ir|jpnu1r.lrnudrl v | Clepar filters |

M MNetapp  AstraTrident by NetApp 8
Axtrm Tradent sreamlice Sovoznn Pia for Meetpp ONTAR viorage mamsyemess o Lubernesss 10 bt
yous deeeplopers and adminivtator: oo on applicston deployment, PR for ONTAF feslbad iy,
stlaliliby, srd rirgrabion cacal ey faie i e odesl s bor ergamizationm weekimg eficors
rfimnerised yacage ek, Moo ur-_huE

Category Lested by Supported versbid | Prlcing startng at
Morage NitApy, v B 127, 1,26, 135, Wiew peicing
124,123 dtait [

—

3. #%F*AstraDent* by AstraDent*H3%ENetAppiE it A IEAE,
4. R E MM AR A,
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Astra Trident by NetApp

Listed by Category Status
Akstaps storage ) Ready to install
You're subscribed to this software View subscription J b

anather offer if one is avaitable,

You can view the terms and pricing detadls for this product or choose

Version

Sl tha whiaitn For thit sdd-on

v23.10.0-clebwnil ol 1

Select UAM rofe

Sarlech am LM rode Bg s with ihin add-on. Tooreate 5 mew eeld, Tollow (P mbrociions im ihe Amucon EES Lises Guilde L.

Mot set

[e]

(] Fn'l'.u:'rmdﬂ

Mot set
- This acid-gin will use The 1AM reote of the nods wher it ins

ERBEMNT S B &BIAME GBI,

6. *E?E EEE§E1—JT X%) m\): F*Next*o

Review and add

Step 1: Select add-ons

Selected add-ons

Cancel

Gl Find odd-an

Add.on name ' Type v

metapp_trident=operator g
Step Z: Configure selected add-ons settings

Selected add-ons version

i -gen A WrEann
PR - DO S tOr IR 10 0-phalsiild 1

7OmE IR
8. I INBIMEPRESZE /_Active_.
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EAMLSITRERE/INHAER N =IKEKSIIHI

ERBSITREZEEAsta Trident EKS/INZEIN
UGS BT L3 Asta Trdent EKSHNEIN ;

eksctl create addon --cluster K8s-arm --name netapp trident-operator --version
v23.10.0-eksbuild.
eksctl create addon --cluster K8s-arm --name netapp trident-operator --version

v23.10.0-eksbuild.1 (ERE BIRZS)

FRBSITHREEE Asta Trident EKSHIZEIN ;
LU T a3 EE Asta= IEEKSHNZ I ;

eksctl delete addon --cluster K8s-arm —--name netapp trident-operator

{58 kubectl SIS

BImENX T Astra Trident 5SEERFAZIEINXFR. EFIF Astra Trident A5 ZZHE RS
HITIE(S, LA Astra Trident tDﬂMﬁﬁﬁ%%éfE@E%ﬁo 3 Astra Trident f[§, T— */FE
8l Fif. o TridentBackendConfig LQQEXJ\/}_/EX(CRD)\ IV E=E 3T
IdKubernetes RE IR EIE Trident/5im. 0] UERARITILIZIE kubectl 8§
5Kubernetes7 &l EFMBICLIT R,

TridentBackendConfig

TridentBackendConfig (tbc, tbconfig, tbackendconfig)@—NepRNTEMFIHCRD. AIRTFE
I#Astra Trident/gif kubectl, M7E. KubernetesHIFAEIE R o] LAH @it Kubernetesti ST R EEIEME
Biein. MEAHEEAGSITEBIERF (tridentctl) o

Bll##8Y TridentBackendConfig W&, FRELUTIER:

* Astra Trident £iRIEEIREMNEIE Bt BEH. MEERNEERTA TridentBackend (tbe,
tridentbackend) CR,

* o TridentBackendConfig Mi—4fE %] TridentBackend XEHAstra TridentliZE,

B TridentBackendConfig A% —I—MEY TridentBackendo BIEENEFPIRMEAEFIKITHE
BEEwMNIEL; B&ER Trident RIREFREHRMRAF .

@ TridentBackend CRSHAstra TridentEzheliE, & * RN * B El]l. WREEHGH. 158
TIEBCEHITIEIRIE TridentBackendConfig WK,

BXEIE. BEWLUTRA TridentBackendConfig CR:
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

EERILUEBFRIRA "Trident ZE2F" FRREHET S / IRSHRFIEEE R,

o spec RANVGEIHIHENEESH, FUROIP. FiRfER ontap-san FHEREIER. HERILAPIRHNEE
2. BXRAFEEENIZEFNEEETTIR, HEN "FHEREFNEREEREE"

o spec BTILEE credentials Ml deletionPolicy FE&. XEFEEERFILA
TridentBackendConfig CR:

* credentials: WBRENEFE. G8ATHEEFEEAS/RSHITEHDEIINETIE, HZEIEENAF
#28 Kubernetes Secret o ERERGEUANAF N EE, ASSHIEIR.

* deletionPolicy: ItFERENXTEERBINAITIIRIE TridentBackendConfig EMIBR. E©RILIEA
UTRMageEZ—!

° delete: X¥EMIBFRXME TridentBackendConfig CRIUNKEEMNGIRK, XEMIAME.

° retain: HHIBY TridentBackendConfig CREMIFR. FIREXNIEE. AIERAIITER
tridentctlo REMBRIREZIGE N retain AFHAFBRAEIFEAIRZA(21.04 2 BIRIhRZS ) H RGBS
U, WWFEMERIMUEZIGEH TridentBackendConfig BEAliE,

EiRNBZIRMERRITIZE spec.backendNameo MEXRIEE. NEHENZFEEE RNZTR
(D TridentBackendConfig &R (metadata.name), ZINFEREXIZEGIHAN

spec.backendNameo

ERRIZEMEIR tridentetl ZHXBER TridentBackendConfig WK, ERILUERERE
ISR kubectl BT EIE TridentBackendConfig CR.ATUNMEEMEERIELE S E (!

i spec.backendName, spec.storagePrefix, spec.storageDriverName' %)

o Astra Trident¥BISPEMEIEN " TridentBackendConfig ERTNLEERN G,

i LA
BUEFA VRS kubectl. EREITLLTHRIE:

1. B "Kubernetes #172", IthZZEAEIE Astra Trident STEEEEE / RS BEFIENER,
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https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
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https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/

2. I TridentBackendConfig MR, HPBEFXFMHER / RSMFMAER, H3IHT L—FPelE

HYE Ao

tiERIRE. BRI LUERAMEREIRES kubect]l get tbc <tbc-name> -n <trident-namespace> FHUEE

HWFAER.

%1% i Kubernetes 173
tiE—IE, EFESEHRNIARER. XEENFERS /I FEFEEN. UTE2—1nR5):

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml

apiVersion: vl
kind: Secret
metadata:

name: backend-tbc-ontap-san-secret

type: Opaque
stringData:

username: cluster-admin

password: password

TRLETEMEFHTENNERLMESHNFER:

FiET et BF iR
Azure NetApp Files

Cloud Volumes Service for GCP

Cloud Volumes Service for GCP

Element ( NetApp HCI/SolidFire
)

ONTAP

ONTAP

ONTAP

M=
clientld

private_key _id

private_key

2
Ui =

username

password

& F IR PRE A

FERia) AR

N AR EMFRIZE AR D

THZHEMNID, BB CVS EEER
AR GCP RSP HY API %A
B—=p45

LHARA. BE CVS BEEGRAEN
GCP RSB #9 API ZZ$BRY—2B5

e, EHER SolidFire S2E#HY
MVIP

RFEZEIEE /SVM WA &
BTFETFRENSHREIE

EERIERE /ISYM RS, ATE
FREENSHIIE

EFim% AZ AR Base64 R
B, ATETFIEPMNEHIE
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FiEF aNEF R Mz ¥ EgIn) i ik
ONTAP BFR#& NIEFRP &, W15 useCHAP=true

» MANE, EBTF ontap-san
# ontap-san-economy

ONTAP chaplnitiatorSecret CHAP BoiiEF%H, R
useCHAP=true , NMIAANED, &
FF ontap-san # ontap-san-
economy

ONTAP chapTargetUsername B4RAIF %, W18 useCHAP=true
, MAMEmR, EAF ontap-san
# ontap-san-economy

ONTAP chapTargetlnitiatorSecret CHAP BirBoiiZE 25, R
useCHAP=true , MANEI, i&
BT ontap-san # ontap-san-
economy

BEFS | BILPBHEIEMNE spec.credentials FE TridentBackendConfig £ F—F HEIENIT

o

%24 . 8 TridentBackendConfig CR

WME. EAILEIET TridentBackendConfig CRIEMRGIP. BEMAMGI ontap-san KehiEFEER
BI#H TridentBackendConfig MR TFFAR:

kubectl -n trident create -f backend-tbc-ontap-san.yaml

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret
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F£34 . WAV TridentBackendConfig CR

WE. &R T TridentBackendConfig cr. EEILUIIEPIRTS. 1BEEWLLTRA:

kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6f60-4d4a-8ef6-

bab2699%e6ab8 Bound Success

BRI ERHABESEER TridentBackendConfig CR.

MERT LR U T EZ—:

kY

* Bound: TridentBackendConfig CR5GIHXEL. GIREE configRef IREAN
TridentBackendConfig CRAYuid,

* Unbound: FAER """ o TridentBackendConfig HWERKRPERGiH. FREFEIEN
TridentBackendConfig FIAE . CRST LK. LMEBELAEENGE, EELEBRERN
"Unbound (BBUE4E) ",

* Deleting. TridentBackendConfig CR deletionPolicy BI&&E Ndelete, X
TridentBackendConfig CREF#EMIBR. ©IGLIEE|Deletingth o

° NRFHAFEEXRAEEIFK(PVC). 1BEMIFR TridentBackendConfig T Astra TridentflbR/5 1%
WM TridentBackendConfig CR.

c MNRFHEFEE—ITHEZD PVC , MEHABBFRIRE. o TridentBackendConfig CREEGHH NMIER
FMER. [EimAN TridentBackendConfig REEMIBRFIEPVCEA MR,

* Lost: 5XBXHU/GI% TridentBackendConfig BN EMPET CRF TridentBackendConfig CR

e FHERIFREEIH. o TridentBackendConfig LIFEAM4A. HAIMBRCR deletionPolicy it
B

* Unknown: Astra TridentZT/AHE S KB EIRIVIRSHEEFEE TridentBackendConfig CR.GIU0. 40
BEAPIARSS28KRMINEY tridentbackends. trident .netapp.io H/PCRD, XATREBRETF T,

EULRER, BATheIRER! thoh, TSRS MEME, FIa0 "EinE Al EimmEE"

(AIE) % 4 % FREZFAER
ERILIESTI T i< SRIREVE X B IIFAES

kubectl -n trident get tbc backend-tbc-ontap-san -o wide
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NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6f60-4d4a-8efb6-
bab2699%e6ab8 Bound Success ontap-san delete

IEh. &R BT BISREXEY YAML/JSON%%f# TridentBackendConfigo

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: "2021-04-21T20:45:112"
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san

namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09%c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
storageDriverName: ontap-san
svm: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6£f60-4d4a-8ef6-bab2699%e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo B & backendName # backendvulD AN BIZERSIKEY TridentBackendConfig CR.o
lastOperationStatus FEEFRRLEMIEIERVIRE TridentBackendConfig cr. AJLL AP LA (0. A
PERERTELEAR spec)dHAstra Tridentfifi & (F140. 1EAstra TridentE#/BahEAIE]). B LARATN, tEILL
BEM, phase RRZIBEJXFRBVIRZES TridentBackendConfig CRMGiR. E LEEARAIF. phase E4F
EfE. XEIKE TridentBackendConfig CREGimKEL,
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o] LUETT kubect]l -n trident describe tbc <tbc-cr-name> B LURENEHHENIEFAEE,

@ EREEEF TN E S KBRIEUR TridentBackendConfig WRFEMA tridentctl, TR
WFTH RIS tridentctl M TridentBackendConfig, "BEZNLIEAN,

EIEFiE
fEF kubectl 1ITRIHEIE
T RN EE T IS B IR (F kubectlo

GV

fliBf TridentBackendConfig. &R LUiERAstra TridentiiBR/{RESiH(E T deletionPolicy) o EfflfF
[Gif. AR deletionPolicy IRE Ndelete, {XMIFF TridentBackendConfig. iBHR
deletionPolicy IRENRE. XEFRILUBRERIIATE. HeIERAHTER tridentetls

BITUA TGRS
kubectl delete tbc <tbc-name> -n trident

Astra Trident A= MIbR EEEARKubernetes¥12 TridentBackendConfig. Kubernetes AP faTiHIEER
o MFRMZBRIRIVIND. RBEERIRKRERVIERN, A MEERBR.

EERNERER
BT Fe<:

kubectl get tbc -n trident

] BIIETT tridentctl get backend -n trident 8 tridentctl get backend -o yaml -n
trident REVFTBFHNTIR, LHIREGEIEFERLIENGFE tridentctlo

B
BEIRFI R SMIREA:

* ERASNEIEEEN. EFHER. BEAPERAKubernetes Secret TridentBackendConfig W%
EHIR, Astra Trident B FEHIRENSEN EEBIENEIR. BITU TS LULEH Kubernetes Secret :

kubectl apply -f <updated-secret-file.yaml> -n trident

s FEFHS (FIGFRERR ONTAP SVM BIEFR) o
o f&AILLAEH TridentBackendConfig EF TS EHIZEIIKubeNetiAR TR :

105



kubectl apply -f <updated-backend-file.yaml>

o IE. WAL IMEHITELL TridentBackendConfig AU TFar<HITCR:

kubectl edit tbc <tbc-name> -n trident

* MREHEHMERK, WEkhEEFTE DREREEFR. BB TREEREURH
ERERERE kubectl get tbc <tbc-name> -o yaml -n trident 3 kubectl
(D describe tbc <tbc-name> -n tridento

* WEHEIEREXAFNEEGE, ErIUERET update 85,

£ tridentctl LITRIHEIE
TRRMEME AT RIREIRIRIE tridentctlo

ke Ey
BIEfE "EIREEXHT, BITUTe<:

tridentctl create backend -f <backend-file> -n trident
WMREHREIEEXK, NEKEELIME&E, ST TS REREHEUBELASREA:

tridentctl logs -n trident

MEHEEREXHPNET G, BRF/EZITEIH create %

il
E M Astra Trident FHIBRSIR, EHRITLLTIRE:
1. RRERZFR:

tridentctl get backend -n trident
2. fipRE:

tridentctl delete backend <backend-name> -n trident
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(D 9N2R Astra Trident MIL/RIRECE T HEFERISHIRER, NRFREHEELEHEERES, BG4
S50F " RF "OIRES, T Trident AL EEXLEEMIRIE, HEREMBRLL,

EENA G
BEBEE Trident TR, BEHRITUTIRE:
s BREUEE, BiaTUTHS:

tridentctl get backend -n trident
* ERDAIEIFAER, BETUTH:
tridentctl get backend -o json -n trident
EHfEln
SIEFNEIREEXHE, E1TTUTHS:

tridentctl update backend <backend-name> -f <backend-file> -n trident

NREHEMRRY, NEHEEDRDTRESHNERLER. ERIUETUTHSREERSUHAELEREA

tridentctl logs -n trident

MEHEEREXHTHREG. EREIZTENR update %,

HTE (£ AR ImBYFiEsE

XE—Rfl REREH LUET AL 5JSON—RIZHAYRR tridentctl BRI RV L, HRIERRE
R jq SSRAER. EFEEREZEARER.

tridentctl get backend -o json | jg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]’

XMERATFFEACNERNGI TridentBackendConfigo

ERIREIE RN 2 8f#56h
T #RUN{AI7E Astra Trident P EIRF i,
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T EEEIRYIED
BEHf “TridentBackendConfig #i7E. EIEHRFIBEAIIRFNANEREIR. XSRH A TRE>:

* AILUERAERIERIR tridentetl BT HITEIR TridentBackendConfig?

* AJLUFERARIEGIR TridentBackendConfig AIfEAHITEIR tridentctl?

EIF tridentctl [FIHf#A TridentBackendConfig

AUNBERERCENEIRIENS R tridentetl B SIEEZETKubernetes R H
TridentBackendConfig X %Ro

XERTF LU FIER
* BEBGiH. {8788 TridentBackendConfig EAENEEREIEN tridentctls
s FAGENHGI tridentctl MEM "TridentBackendConfig X RIFE,

EXHRERT, BWRINESEE, HAF Astra Trident 2ITRISEH T E#HTIRIE, BEAFLUERUTHRING
z—:
* W4EEFEMA tridentctl UBIBERATOIENGH.

s FARLENSERE tridentctl R TridentBackendConfig TR, XIFMEKRESIHEERHT
EIE kubectl MARE tridentctlo

FHEEEER kubectl. EEEQIE TridentBackendConfig HBEFME K. FTEHEENETEMNT
{EIRIE:

1. 872 Kubernetes ¥1%, LZREAEIE Astra Trident STEMEERE | RSB BEFFENEIRE,

2. Bl TridentBackendConfig MR, HABEFEXEFMHER / RSNVFMER, H5IAT L—FHelE
B EA, LIZ\ZJﬁJJ\IE\?EEHEE’JEE%%%&(WW spec.backendName, spec.storagePrefix,
spec.storageDriverName %), spec.backendName AIKE NIMEFIHHIEFR.

F0Y: WERR

IDRElfES TrldentBackendConflg MRMBEDMEGR. WEERNEIREE, TEHREIF, RIZEFERUT
JSON EX I T [5i%

tridentctl get backend ontap-nas-backend -n trident

e e P m===
Fommmmmmmmesrrrrrrree e reme s e mmm o Frommmmom= Fommmmmmm= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmrmemeoeosoes Fommmmmmocmoomooo=
Fommmmememesesesese s s s s e eses P Fommmmmm== +

| ontap-nas-backend | ontap-nas | 52f2ebl0-e4c6-4160-99fc-
96b3bebab5d7 | online | 25 |

ittt Fommmmmmmmemem===
Bt e e o= Fommmmmm== +
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cat ontap-nas-backend.json

"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.10.10.1",
"dataLIF": "10.10.10.2",
"backendName": "ontap-nas-backend",
"svm": "trident svm",

"username": "cluster-admin",

"password": "admin-password",

"defaults": {

"spaceReserve": "none",
"encryption": "false"
by
"labels":{"store":"nas store"},
"region": "us east 1",
"storage": [

{
"labels":{"app":"msoffice", "cost":"100"},
"zone":"us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"

"labels":{"app":"mysqgldb", "cost":"25"},
"zone":"us east 1d",
"defaults": {

"spaceReserve": "volume",
"encryption": "false",
"unixPermissions": "0775"

%1% 8} Kubernetes ¥

IR— I EERRERENNE, WUATREIFR:
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cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident
secret/backend-tbc-ontap-san-secret created

%25 G TridentBackendConfig CR

T—# 26 TridentBackendConfig ¥ BEMHETIEBEMMCR ontap-nas-backend (MAARBIFFR)o
iRmE UL TEK:

* ENX T HEN/GEIRHRE R spec.backendNameo

- BB S RBERER.

© EPCIIREFE) SIS RiaEmIRE AR,

* EiE@iT Kubernetes Secret &1, MAEUANIAF IR,

EXMIER T, ¥ER TridentBackendConfig R FFAR:
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cat backend-tbc-ontap-nas.yaml
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ store
region: us east 1
storage:
- labels:
app: msoffice
cost: '100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755'
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

%35 WIEAIRES TridentBackendConfig CR

£2ZJ5 TridentBackendConfig BEIE. EMEMINA Bounde BIEN RMSINE GintER R GiH2 TR
UuliD .



kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e

Rt ettt F—————— o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

WE. EmRBERAHITTEELEIE tbc-ontap-nas-backend TridentBackendConfig XK,

B2 TridentBackendConfig [GUHfER tridentctl

“tridentctl” BIATFYIHERCIEENGIR
‘TridentBackendConfig o It4h. BIERFTLUEZFBETELEEIMEFRR tridentctl®
filf% °TridentBackendConfig' HHi{R “spec.deletionPolicy’ ®EAN ‘retain’o

F 0¥ WBERH

Flgn. R TEIREEREE TridentBackendConfig:
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

MEHPA B X —& TridentBackendConfig ERINEIEFHLE R iR EimEIUUID],

%1% Ik deletionPolicy IRE N retain

AT THE—THIMNE deletionPolicye MWEFEBIGEN retain, XA LUHHRIEH IR
TridentBackendConfig CREMIFR. BIHEXMNEE. AIFERAHRITERE tridentctlo

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0ab5315ach5f82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain

@ BIMBRERITTF—. BRIE deletionPolicy IRE M retaine
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%25 MR TridentBackendConfig CR

=E— 2Bk TridentBackendConfig CRIfIA/G deletionPolicy BN retain. ERILIRLETT
fBRIRE:

kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

Rt it P m===
Fommmmmmrmemsrrrrrrr e reme e ee e e o Frommmmom= Fommmmmmm= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmcemeoeoeoes Fommmmmmocmeomooo=
Fommmmcccosssssrsrss e e s T E e e S e e Fommmmmm= Fommmmmmm= +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmmmececesememe= Fommmmmmmmeme===

oo sesesesse s s s s e s e it o= +

fIB&BY TridentBackendConfig M&. Astra TridentREIEGEMIER. A EPriiREimas & o
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