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EEENEES

FCEE

BIE—MER BB ERKubernetes StorageClass3¥iE R X PVAYIA IR KA M (PV)FI K
AMERFEBPVC), ARG, EAILLEPVESEIPOD,

RN

& "PersigentVolume" (PV)EHEEEIE R EKubbernetes& 8 LI EMIEFMERIR.
"PersigentVolumeClaim" (PVC)@X 58 Bk A ERIAIRIER,

AILUEPVCECE NGRS E AR/ NBIFMEEIARIET . @i A KEXRIStorageClass, SEEFEIESIAILUEHIAIRT
RE R IHER (BN RESAR S5 4R 5!)o

BIEPVHMIPVCE. ERILUGEHEEHEIPodH.

THIER

PerfsentVolume ={jliE &8

LR BEEERT 5StorageClass X EXHI10giIE APV basic-csio

apiVersion: vl
kind: PersistentVolume
metadata:
name: pv-storage
labels:
type: local
spec:
storageClassName: basic-csi
capacity:
storage: 10Gi
accessModes:
- ReadWriteOnce
hostPath:
path: "/my/host/path"
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PersentVolumeClaimR{5i&E %

XERAIRRT BARPVCERE LT,

PVC. WHixENZR
LRBIERT — BB EZERRIEARPVC, ZPVC5& IHIStorageClassXEX basic-csio

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: basic-csi

KENVMe/TCPHIPVC

RHIERT —1N58RIRStorageClass X EXBY A5 BN RBINVMe/TCPHIEASPVC protection-
goldo

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: protection-gold



PODBE R

XTI ER T PVCIEREEIPODMIEARELE,
BEARE

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"
name: pv-storage



EZRNVMe/TCPECE

apiVersion: vl

kind: Pod

metadata:
creationTimestamp: null
labels:

run: nginx

name: nginx
spec:
containers:

- image: nginx
name: nginx
resources: {}
volumeMounts:

- mountPath: "/usr/share/nginx/html"

name: task-pv-storage
dnsPolicy: ClusterFirst
restartPolicy: Always
volumes:
- name: task-pv-storage
persistentVolumeClaim:

claimName: pvc-san-nvme

SIZEPVHIPVC

HIE
1. BIZEPV,

kubectl create -f pv.yaml

2. BIFPVIRES,

kubectl get pv

NAME CAPACITY ACCESS MODES
STORAGECLASS REASON AGE
pv-storage 4Gi RWO
Ts

3. QI PVC,

RECLAIM POLICY

Retain

STATUS

Available

CLAIM



kubectl create -f pvc.yaml
4. IFPVCIRES,

kubectl get pvc
NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
pvc-storage Bound pv-name 2Gi RWO 5m

. BEHHEIPodH,

kubectl create -f pv-pod.yaml

(D oI UER EIE#HE kubectl get pod --watcho

6. WIFERREEHE L /my/mount /path,

kubectl exec -it task-pv-pod -- df -h /my/mount/path

7. 7E. EEILIERPod. PodNAEFBABEFE. BERRE

kubectl delete pod task-pv-pod

B2 "Kubernetes #l Trident X R" BXEFERIAISRERIFMER PersistentVolumeClaim FIAFIE
#lAsta TridentBd E &8I 5 IS,

BIE

181d Astra Trident , Kubernetes AP RIAERIREGEXNEHITT B, EREXT B
iSCSI #1 NFS EFFERERERE.

EFF isCSl &
ERILIER CS| BERFY R iSCSI AAME (PV) .

(D S HFSCSIEY B ontap-san, ontap-san-economy, solidfire-san JRohiEFHE
EKubernetes 1.16 B SRR,

% 1. A& StorageClass LI IFEN B

“miEStorageClassEEX LI E allowVolumeExpansion FERIEE N trueo
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cat storageclass-ontapsan.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"

allowVolumeExpansion: True

3 FBETFERYStorageClass. BEXNHFITHIELEHE allowvolumeExpansion &%,

% 2. FRELIER StorageClass £ PVC
YREBPVCE X HEH spec.resources.requests.storage URMEEEMNA/N, ZAK/NHBIARTFRIEK

e

cat pvc-ontapsan.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san—-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Astra Trident RBIZ— 1N kAME (PV) HRESIHXAMERE (PVC) XBX



kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i RWO

Delete Bound default/san-pvc ontap-san 10s

%34 EXEE PVC #Y POD
BPVIEIZZIPODLUATE AN, JAE iSCSI PV A/, BRMER:

* SNR PV E#ZE| Pod , N Astra Trident =¥ REFMERRIE, EFNFEIKEHBEBXXHERFRN.

s SIIAERRIERE PV UK/, Astra Trident &9 BFEGIRNE, & PVC 482 Pod f5, Trident &
IS EFIABRXERSE KA. RS, Kubernetes £ BIRIERINTREEH PVC K/

FtRBIR, eI T —1MERBIPOD san-pveo

kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name: san-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82f2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc-protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod



$£4%5:. BFFPV

ERERIEMPVMIGITAE2GI. 1BREBPVCENXHEH spec.resources.requests.storage £2Gio

kubectl edit pvc san-pvc
# Please edit the object below. Lines beginning with a '#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi

EB5F. WiV B

A L@ E PVC , PV # Astra Trident BHIA/NER I BEE EEiE(T:



kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

BFF NFS &

Astra Tridentz#53x)_EECERINFS PVi#1TEY B ontap-nas, ontap-nas-economy, ontap-nas-
flexgroup, gcp-cvs, #d azure-netapp-files [Gifo

% 1% A& StorageClass U ZFHEYT B

EIAENFS PV K/, BIEAEAEERTIREXRMEFMEIEUATFEY B allowvolumeExpansion FE&
WEN true:

cat storageclass-ontapnas.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontapnas
provisioner: csi.trident.netapp.io
parameters:

backendType: ontap-nas
allowVolumeExpansion: true

NREECNEGE IETEMESS. W R B EARENEEMEIEEIT kubectl edit storageclass AW
&V R,



% 2% FREEIER StorageClass tiE PVC

cat pvc-ontapnas.yaml
kind: PersistentVolumeClaim
apivVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Mi
storageClassName: ontapnas

Astra Trident 2 A1tk PVC 6l —1 20 MiB NFS PV :

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 20Mi
RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 20Mi RWO

Delete Bound default/ontapnas20mb ontapnas

2mé2s

E35 . BHPV

ERHEIERI20MIB PVIAE A 1GIB. 1B4IEPVCHH#HITIZE spec.resources.requests
GiB:

10

.storage %1



kubectl edit pvc ontapnas20mb

# Please edit the object below. Lines beginning with a '#' will be
ignored,

# and an empty file will abort the edit. If an error occurs while saving
this file will be

# reopened with the relevant failures.

#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 1Gi

F4F . WitY R

e LUEIE M E PVC , PV # Astra Trident HRIA/NERIFEARZRANETIER TE:



kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom— +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

- fom o
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |

et ittt L fommm - fom e
fom - oo fom - e +

SANE
el LU BB FEEENKubernetes PVE A tridentctl importe

iy I pE = 1]

BRI LUEES N\BAstra=H B U T E:
c B BEEFARUHESFRENEHES
* M— PR ERSIEENTE

s EEAEHERKubrenetes5EEE
* EREVRE BRI N AR R

AEEM
SENEZHI. BEFUTEESD,

* Asta=Imi R REESARW (IR 5)XKEFIONTAPE, DP (¥IEFRIF)EEMNEZESnapMirorBiTE. EHES

ANAstra= gz 2z 51 EBNEHRTREX R,

12



* HNBNSNEEEDERNE. ESRASRERANG. BRELE. ARRITEAN.

@ XN FRELHEE. FJyKubnetesFERIREILAIAERE. H B UBMMG EEEE
F|Pod, XFIRERFEHUREIRIT,

* Fid storageClass AMEPVCLIEE. AEAR BESNHEAERILLSE. CIEEHESERFEMEER
EEEFIEM I RR#HITIERE, ATEERERE. BRSNREAFTE®ZEM, ALk, BMEEITF5PVCH
BENEFEERALEN RSP, SABREEXK,

* WEEXNEPVCHBENIRE, FHREEFSANER, RAKFEE PV, HFAHESE— Claims Ref,

o BIUERIRRVIEE N retain EPVH, Kubernetes BIH4FE PVC 1 PV &, S EFHEIUNERIR UL F
BRI B R,

° FFERMIEIURIE ABT delete. MIBRPVEY. FHESIEHMIFR,

* BRINBR T, Asta=infFfEEIEPVC. HIEEIREMBFlexVolfILUN, ERILUEE --no-manage BF S
NEREENIRE. MRERER --no-manage’F, AER BEXNKRNESRBEHRNARNPVCHPVHITERIE
ke, MEEPVE. FaMFEEES. HEERENSONEABRSHMRFESR AR,

NREBX AU TIEAFHFER Kubernetes , BFHETE Kubernetes MNP EIRFMEENERAE
HA, MLEIEEHR,

* PVC #1 PV RERII—MRE, ATFHETEESAUK PVC 1 PV 2EEBEHE. RRAECEMBRILIRE,

SN\E
AT AR tridentctl import MMSAES

p

1. QKA MEBRPVC)XE@EIM. pve.yaml)e PVCXHENEIE name, namespace, accessModes
, M storageClassNameo, fEWAILIERE unixPermissions FEPVCENXH,

U i AR

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: my claim
namespace: my namespace
spec:
accessModes:
- ReadWriteOnce
storageClassName: my storage class

(D amaspvanmEk SHHSE, XTELEERLESAGIEN,

2. ffif tridentctl import MPLUIEEESENAsta=THIRE RSB MU IEEFE L—IRREHIZTR(
f5l30: ONTAP FlexVol. Element#. Cloud Volumes Servicei&1R). o -f IEEPVCXHMRREESEN,

13



tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-
file>

Nl
BEUTESNT. TREXZFNIEHIERF.

ONTAP NASFIONTAP NAS FlexGroup

Astra=ININEEZIFFAS NS ontap-nas #l ontap-nas-flexgroup REHFERFE,

@ * o ontap-nas-economy REIFERFTEF A EEgtree,
* o ontap-nas #l ontap-nas-flexgroup RENIEFARIFFERAEENERZM,

FERLIENE 1 ontap-nas IREHIEFEONTAP £8f EBFlexVol, #H S N\FlexVol ontap-nas IRohiEF
M ITERIEMERE. ONTAP &&f L EF7ERIFlexVol BILUENEF AN ontap-nas PVC, [E##. FlexGroup volstla]
LIERF N ontap-nas-flexgroup PVCo

ONTAP NASfl
UTEREEMNIEZEEZNBIRG,

14



RES
UTRHERANE IS managed volume {iiF&AMWGIH ontap nas:

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

e tomm - fom -
fomm - o e pomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o fomm - fom e
fomm o fomm fo—m +
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6a4-b052-423b-80d4-8fb491alda22 | online | true |

o fo—m fom -
fomm o fomm - fomm - +

FZES

fEFBY --no-manage . AEF BAMNEHRITER R,

YENISIN unmanaged volume z=E ontap nas f5im

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-
file> --no-manage

o e Fomm -
fom - o fom— - fomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fommm————— fomm -
fom - o fomm - fommm - +
| pvc-df07d542-afbc-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5ab6f6ad-b052-423b-80d4-8fb491ald4a22 | online | false |

o - fommm - fomm -
fom— - o fom - e +

ONTAP SAN

Astra=ININEEZFHFEASAE ontap-san BaiEF. AEZIFHFERATFNE ontap-san-economy RapFERF,

Astra=IHTEER UASANE S EPMLUNBIONTAP SAN FlexVol, X5—% ontap-san K&hfEFE. AF AFlexVol
REYEPPVCHILUNSGIEFlexVol, Asta=3#{IS \FlexVolHFESPVCE X FELHEEK,

ONTAP SAN/ I

15



UTEREEMIEREETFNEIRA,

KK

=t
WFZELE. Asta=IHiEEEFlexVolE&FRZ N pve-<uuid> ¥EFlexVol FRILUNME L 1uno,

TSN ontap-san-managed L#F7EHYFlexVol ontap_san default /gif:

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-

basic-import.yaml -n trident -d

fossssssss=sssesess s osssososssssssssssss=s Fem=m==== e et
fem=======a fememmesessss s s e sese s eessasaa s f=m===== fememema=a +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
fossssssssssscessssssssesosossssssssssssa=s femmmm=== fomssmssmemaaa
fressmm=a==s L R L e X
| pvc-d6eedf54-4e40-4454-92£fd-d00fc228d74a | 20 MiB | basic |
block | cd394786-ddd5-4470-adc3-10c5ced4ca’57 | online | true |
frosssssesmssmeme s oo s e n s s e s e e froccsssssmeea==
femm======a R fe======s e +
FREE

UFRBIS N unmanaged example volume £t ontap san fgim:

tridentctl import volume -n trident san blog unmanaged example volume

-f pvc-import.yaml --no-manage

e L L Fommmmomos Fommmmememesemos
et ettt Fommmmmms Fosommmmes +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmcmcosososssrs e e e e Ee T e E eSS eSS Fommmmmme= Pomemmsmsmssemss
Pommmmmmm== e cemes e s s s s s s s s ssss Pommmmm== o= +
| pvc-1£c999¢c9-ce8c-459c-82e4-ed4380a4b228 | 1.0 GiB | san-blog |
block | €3275890-7d80-4af6-90cc-c7a0759£555a | online | false |
Fommmmmmemsmesessse s s s s e e o= o=
Fommmmmomo= B e e e Fommmmmoe e +

IR EIFELUNBRET ) 5Kubornetes T3 s IQNHEZIQNAigroux. SN FRAIFFR. EEWKEEEIR: LuN
already mapped to initiator(s) in this group. EHEEMIFFEINIZFHECHMRETLUNAREZAN
5o

16



Vserver  Igroup Protocol 0S Type Initiators

k8s-nodename.example. com-fe5d36f2-cded-4138-9eb@-c7719tc21913
iscsi linux ign.1994-05.com.redhat:4c2elcf35e0
unmanaged-example-igroup
mixed linux ign.1994-085.com.redhat:4c2elcf35e0

Element

Astra=In7ZfE 2 15{FEFNetApp ElementfR{EFINetApp HCIES AN solidfire-san JEKENEER.

@ Element RopiEFZIFEENERIT, B2, IRGFEEENERIR. Asta DentRhiR[EIHEIR, 1F
NIGERRR. REE. IREE—NEIMHASIATENE,

v Ll
UTFREERN element-managed [aln LRYE element defaulto

tridentctl import volume element default element-managed -f pvc-basic-
import.yaml -n trident -d

- e fom e
fomm - o fomm - fommm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o fom— fom e
fom— - o fom - Fom——————— +
| pvc-970celca-2096-4ecd-8545-ac7/edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9¢c42-e38e58301c49 | online | true |
o fom—————— Fom e

fom - o fom— - fommm————— +

Google =¥ &

Astra=ININEEZFHERA SANE gep-cvs WEhFERF-

E1EGoogle=FEHE ANetApp Cloud Volumes Servicex#580%E. BRERRHTEIZE. BB
RRENSHBEN—E7. (IFZE /. fln. RSEHEFN 10.0.0.1:/adroit-
jolly-swift. HBEEN adroit-jolly-swifto

Google Cloud Platform::f
UTRBEFN gep-cvs Gl LEME gecpevs YEppr BER{E adroit-jolly-swifte

17



tridentctl import volume gcpcvs YEppr adroit-jolly-swift -f <path-to-pvc-
file> -n trident

fos=ssss=s=ssscsessssssssosossssssss==ssa=s femem==== R e
e e e e e e e e e e fro— e +

| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o e fom -
frems=m=m==s fremeoeesessssse e s e s s s o s R fremememm=s I

| pvc-ad6ccab7-44aa-4433-94bl-e47£fc8c0fad5 | 93 GiB | gcp-storage | file
| ela6e65b-299e-4568-ad05-4£0a105c888f | online | true |
fossssssssss s e se s s oses oo sssssss s s R e e
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

Azure NetApp Files

Astra=ININEEZFHFHASANE azure-netapp-files WhiEF,

@ EF NAzure NetApp FilesE. IFIRERERTEZE. BRIEEENSHEBREN—2. LTZE
/o A0, WNRFFEHERE 10.0.0.2:/importvoll. HEEN importvolls

Azure NetApp Files = fjl
UTTRBIERN azure-netapp-files fgif L% azurenetappfiles 40517 HEE1E importvolls

tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

R e Fommmememesemos
Pommmmmmm== ettt P o= +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

BTttt P o=
Fommmmmmm== L et Fommmmm== o= +
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274£-d94b-44a3-98a3-04c953c9%a5le | online | true |

o e e mesesese s s s s s e s ettt e
Fommmmmomo= B e Fommmomoe S +

M RTIEIZEIEENFSE

fEHAstra Trident. &R FEE R TEIFRCIES. HFE—IHZ P A TEIRHE
ZEo
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{#FAstra TridentVolumeReference CR. &R LUE—1 % NKubernetesip & =

ZReadWriteMany (rwx) NFS#, ﬁtKubernetesﬂK*)lﬁrF/i’%E% BEBEUTME:

* BT Z MRS IFREESRBGRE SN
s EATFFRBE Trident NFSHIRTHIZEE
* FRF FtridentctiHAE M EMIEARYIKubernetesThEE

B ER T N Kubernetesii & 8] Z [BIFINFSEHEHE,

SiE] Z B| ettt

"primary" o
namespace

namespace

secondary
TVol «€—>» Tvol

=
3
2

.......................

Storage
Volume

TridentVolumeReference

AENNSEBEEIKENFSEHE,

o FEERPVCUHZESE

Rep B =EEPIAE B R T IHERPVCHEIIERIIR,

BT EBmSRTEFEZCRIINIR

EREER MBI RATENFIE &R FEIETridentVolumeReference CRAVIXR,
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e E B = aH 8IZ TridentVolumeReference

Birs &=

1BIFYER B &35 6IZ TridentVolumeReference CRELS|BIEPVC,

o B R=E R e EMEPVC
Bires R T EINFIEECIZEME

&R Biran R =iE

NTHREEE. BT
T RE=EERR %@o

p

PVCLAEEFIRPVCH RV IR TR

HEFERGBTEMEE. EHEERNBRHET

SEFTEENDENRE. &

1. BB ZTEREE: *BIEPVC (pvecl). UEFS5BIrmB T EHZNINIR (namespace?)

2. *EREER QEBEXAEHHITkubeconfig. LUIEFBIrsm&AT

20

shareToNamespace triEo

kind: PersistentVolumeClaim

apiVersion: vl
metadata:
name: pvcl

namespace: namespacel

annotations:

trident.netapp.io/shareToNamespace: namespace?2

spec:
accessModes:

- ReadWriteMany

storageClassName: trident-csi

resources:

requests:

storage: 100Gi

Astra Trident28lIZEPV X E[GiHNFSTE(EE.

© BRI LUERES

DIRFIRFGPVCHEL Z Mo R =8, HId:

trident.netapp.io/shareToNamespace:
namespace?,namespace3, namespacedo

® © {EETLUER

HZRFFEsRTIE *, Fli0:

trident.netapp.io/shareToNamespace: *

o & IEMPVCLAEHE shareToNamespace BERNARINTRE,

#TridentVolumeReference CRAIIX R,
3. *Birmn B TEIFfEE: BB TEPEIES | BIRaE e TridentVolumeReference CR pvcilo

BFfE&EB RSB =EF e



apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?2
spec:

pvcName: pvcl

pvcNamespace: namespacel

4. *BirenBTEIFTEE: *QIEPVC (pvc2) (namespace?) shareFromPVC B FIEERPVCHTRE,

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

annotations:

trident.netapp.io/shareFromPVC: namespacel/pvcl
name: pvc2
namespace: namespace?2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

()  BiPVCHAIKTINFREFEPVC,

#ZR

Astra Tridenti2BX shareFrompvC fEBIRPVC LARIIIRE. FHREMPVRIZN—TINEE. MEBSZEEHD
RPVRTFERIR. HARZERPVEMERIR. BIRPVCHIPVERNIEESE.

BsEZES

ST BREZ N e B TEJHEMNE, Astra TridentEfBRx R TE_ EEIAE. FHRIFHHFZENEM
R TEIAYIANE. MIFRS|IEENFIEaRRTEIG. Astra TridentiEIBRiZE,

£/ ... tridentctl get BIEAMNES

fEA[tridentctl XARFEAR. EAILUETT get BTFRBMEBEN TS, EXFMER. BEENHEE
Jtrident referation/tridentctl.html[t ridentctl S8 FEIN],

21



Usage:
tridentctl get [option]

flags

* -h, --help:. HBEH,
* ——parentOfSubordinate string. BFEWEREHIAMEE,

* ——subordinateOf string. BEHEEGINENTE,

BRI

* Astra TridentTAfHLIE BfRas BT RIS AR RS, BN ERAXANEREMHIZRGIEBEHLZEHE.

* fERBEBI IR RIBGE FHRPVCHYIAIR) shareToNamespace 8% shareFromNamespace tr+ 3R
TridentVolumeReference CR.EBHUHIAR. HAIAMIERMEPVC,

TAEEMBE ERITIRE. =ENHRE.

BEXFAEE ...
BYMRAEXEGRIATEEHREMAEE. BRITUTIRE:
s FIHN "ERRTEIZERES. MEGRTEEILR)MHello"

fEFASnapMirrorE &

A LUEAAstra Controlle B2 R — 152 LRVRENNERE LRIBIRE ZEEIER
BXFR. UEAREMEERHIE. ERIUERARBITANBEXEIRE X (CRD)HIT
LUT #R4F:

* EEZEIGIEFEERXR(PVC)

* BFFEZERRERXR

* RETRERR R

* EROEER TRA ZRE (K EET)

* EEBZEIT AR TSR (T TR NP5 s 2 HAE)

SRR

Friaz el ERAREE L TR R

ONTAP &

* AstralzFELETEF: AstraimHFECBTEF23.102 B S i A i FEFAONTAP{EA [GiHEYIRF B
trKubernetes& 8% I,

. ﬁ‘Ju‘t WTTETRF BARONTAPEEEE 12 A E A IR IRIF E2BIONTAP SnapMirrorRH FaliiE, B XiF4(E
B. &8 "ONTAP FEySnapMirroriF el #EiR" o
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W&
* EEEEFISVM: ONTAPEERIRN IR NFRS. BXRIFMERE. BEN "S5 SVYM WEFRHAR"

() SR ONTAPEE 2 I E HI% R REEAISVMBTRER—.

* Astra Control E&EFMSVM: MWNHFXFESVMHAIr] it B FrEEEE ERYAstra Control B &12F R,

SR EHIZE
* ONTAP -NASFIONTAP SANIRcHIZEF 215 &S %,

BIZREPVC
RIBLUT T BAERACRDRAIEEEM —LEZEIEERERXR,

B
1. #EEKubbernetes® &8 EHMITUTH E:
a. St StorageClassitR trident.netapp.io/replication: trueo

Nl

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: csi-nas
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
fsType: "nfs"
trident.netapp.io/replication: "true"

b. {5 HIBIEM StorageClassBIZEPVC,
5l

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: csi-nas
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C. fERZHIE S 8RB XARCR,
Nt

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
state: promoted
volumeMappings:
- localPVCName: csi-nas

Astra ControlE B2 F SR IVERIAENE B UK ERN R HIERIP(DPYRE. AREBERREXRIRE
FEo

d. $XEXTridentMirorRelationship CRIAFKEXPVCHINERZ FRFISVM,

kubectl get tmr csi-nas

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
generation: 1
spec:
state: promoted
volumeMappings:
- localPVCName: csi-nas
status:
conditions:
- state: promoted
localVolumeHandle:
"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel”
localPVCName: csi-nas
observedGeneration: 1

2. ff”4kKubbernetes&E&t LRITU TSB!
a. {#Htrident.netapp.io/replication: true 2% 817 StorageClass.
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Nl

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: csi-nas
provisioner: csi.trident.netapp.io
parameters:

trident.netapp.io/replication: true

b. £/ BrflIRE S 2 IREXRCR,
Tl

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:

name: csi-nas

spec:
state: established
volumeMappings:

- localPVCName: csi-nas
remoteVolumeHandle:
"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel"”

AstaizHEC B2 F S FE AR BRI X R RIR S TR(HONTAPHYZRIA SRS 2 #R) B i SnapMirror & R FH 3t Hi
TR,

C. {EFStriItIZRIStorageClasstlZ—PVCLIRA{EZZk(SnapMirrorB#x)o

Nl

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
annotations:
trident.netapp.io/mirrorRelationship: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: csi-nas
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Astra ControlBR B2 E BB F1E TridentMirorRelationship CRD. IRt XRAR1FE. MT AR
BE, NREELXR. AstraiZ i EREFSHRERRFFlexVolERE B 5RBX AP TENXITIESVM
BIINEXZABSVM L,

HEHIPIRS

ZRIRBEXRR(TCR)Z—MCRD. RRPVCZEIERIXRN—iR. BIFTXR EEHRAE— MRS, ZRE=E
IFAstra ControlEC B2 FFIREVIAS 4. BIRTXR EEHEEBUTIRE:

* BEI AMPVCERREXANBTE. XB—THHXR.

* i'F: AMPVCHIREHEER. HAREIERNBRNFREERXR.

* ENEL IMPVCERBRXANERS. URIHATZREXRT.
c IRBMEBLESFEEUXR. ANERBZERENRNE. WAHEREMEILAKS.
* MREZARSFRIXR. NWEHRRILARSRHRRK,

EITXIINA R AR F 4HEIPVC

£ K KubbernetesfEEE EHITLUU T B :

* R TridentMirorRelationshipfy_spec.stateF EXEH#E promoteds

I X AERPE RS HiEl R A 5EBIPVC
RSB IR )MRE. T TS BEA —&PVC!

T
1. #£EKubbernetesf8% L. SIEPVCHIRIE. HEFCERE,
2. f£EKubnetes&EE . BlIESnapshotinfo CRUGKEXAZRIEL(E B

Nl

kind: SnapshotInfo
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
snapshot-name: csi-nas-snapshot

3. E=KKubernetes®EE¥ . ¥§ TridentMirorRelationship_ CRHY_spec.state F EXE %/ _promoted_
#_spec.promotedSnapshotHandle . LR AIREEBIAEEE TR,

4. fE”4RkKubernetesEEEf . HiATridentiE & X REVIKZS (stats . state FER) A EIRR

TEHRERBEERFEERERR
AERRFEEXRFRZE. BEREREHEEA—iR.
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p
1. £ ”RKubernetes®E8¥ F. HREEFH TundentMirorRelationship_EAY_spic.netVolumeHandle FEEHI(ES

2. EZ”KKubernetes&Ef £, 1 Tridenti{& X HEY_spec.mirector FEXFHE reestablishedo

Hthig(E
Asta Control iR B2 F ZIFEE EMN —HKE LHRITUUTIRIE:

RKEPVCERIZIFEI _LPVC
HRIEEBE— 1 EPVCHI—MREPVC,

T
1. MBI — (B +5)EEEFHIFRPerbestentVolumeClaim#1 TridentMirorRelationship CRD,

2. N\E(R)EEEDMIFRTridentMirorRelationship CRD,

3. EE(GR)ER EAERIIMNF KB PVCRIZEH A TridentMirorRelationship CRD,
FEEGR. EPVCH —LKPVCHIAN

AIEEIAEPVCEIA/N. MNREVESIET HEIK/])\. ONTAPK iy RE{ B trflevxvols

MPVCHIRIBRE
EMFRES. B YR REHRITUTIREZ—:
BFRREPVC EBVRG X R IHIRIEEHITEHIX R,
* &, Fspec.stateFEEEH/I_promoted o
fpRPVC (ZRIE %)
ASRA Control it B2 2B REEFEEFINPVC, HESRMIRE ZBRERXR.

fHBRTMR
Jf‘?-‘tﬂ{%%? IR THE TR = SIS THE iR R 1EAstra Control iR BF2F e MIbR ~ 803282 _promotedik
o ilD%L_EEﬂﬂUﬁ?E’JTerorE',kH: Promote K&, MAEFEEINBHRGXR. L TMirroriS Bk, Astra

Controlfe BEREFSB AP VCIRF N ReadWrite, ltlzﬂﬂlJfsﬁiﬁéf’ﬁiﬁxﬁﬂlONTAPEPZKiiﬂ%EﬁSnalerrorﬁ§&$Eo i
RItEBRETEEGXAZADFER. WELERHEBEGXAN., EHXOERAER reiRil HEHIRESHIFITMirror,

TEONTAPEXH BT B IR E K R

BIRGXAG. TN EFMXYLEXR, EAJLUIEA state: promoted 3¢ state: reestablished F
EBEHXxR, BEIFSRANEMReadWriteBsht. BILUER_promotedSnapshotHandle 35E B3 YriEiAR
EIRVFE RER,

TEONTAPRGZA BT EFF G KR

1E A LUEFRACRD{TSnapMirrorE 5. MAstra Control REIEZEEIZZIONTAPE R, 1525 L FTridentAction$s
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& ERBVIRAIEIC
Tl

apivVersion: trident.netapp.io/vl

kind: TridentActionMirrorUpdate

metadata:
name: update-mirror-b

spec:
snapshotHandle: "pvc-1234/snapshot-1234"
tridentMirrorRelationshipName: mirror-b

status.state RBRTridentActioni g EFHCRDAVIRES., ERILAM_suced_. _in Progress _3§_failed3REX
=

[EFAsta Controlfd B2

Trident 23. 10 B = iR A<iZ {8 T {FEFHAstra Control iR BIZFEHEIN. 2 KB IErMAstra
Control B P ih IR SR EFMEECE IR, bR T BETintEAsta=1IxCSIBIhEEZ M. Asta Control
FeEIER AR T LY BIhee, e LUERIIRET BB BINZEAstralz il BETIZRF.

f&B9Astra Control Servicei] %= B&hE & Astra Controlfit & 2 £ A B RT3k,

BN #EYAStra ControlEEFHR. Astra Controlfit B2 & BN Astra TrandentfE N 1Z6EEC BT A1 mﬁ#ﬁﬁF
#2F. FBAstra Control%ZERTE. Eltb. 38Z1E Y Asta ControlFHF B Asta Controlft B2F. Asta=7t#
ERBRSERIFFRIRS. HEANetAppHHCSIFIEMINEEHRH T A, HiP. IFNMEH,

NEREREEEE RS AAstra Control iR BETEF?

IR & EAstra Control Service FURINAYERE Z Bk L Astra=iRfE 5, MNZEEBIREN Eligible, ZiG"
HEEEEAINE|Asta Control", AYER HizHlEcERRZFR BohiE .

WMRAKITICERE, WEERNUTEREZ —MARCiZ&ERf Eligible Partially eligible :

* EEANZEIERAIIAsta=IKE] F
* EEAREAER T=%823.10. BFEAKEREERRERFIED
* WEBHEEAAENER

FF Partially eligible X#ER. BIRR A T REF o NEEF B HAsta Control iR EfZR.
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JSB Add cluster STEP 2/4: CLUSTER

CLUSTER

Choose an Azure Kubernetes Service cluster to enable application data management and the Astra Control storage operator.

Cluster Location Eligibility

sandbox-ragnarok-aks-02 := centraluseuap (2) Eligible

Configuration required

sandbox-ragnarok-aks-03 Failed to detect Astra Control

Provisioner on cluster

sandbox-rstephe2-aks-01 .= centraluseuap @ Eligible

£/2 B Astra Controlfit B2 F 2 Hi
WNREIERIAsta Trident;& G Asta Control it B2, EE/EFAsta Control it BEfZF. BB THRITUUTIR(E:

* MBREBLET Astra=ImLERER, EFHIAERAEE NMRASHEOR: INRENAstra=m L EEFTERR
24 0299 MRASE O, MELUEREAstra Control B Z 12 HiZH K E|Astra= iE L EFER24.02, 140,
] LB E MAsta= 1#523.04 4% F24.02,

s MR NEREE—AMDB4* R L2 Astra Control Bt B2 & Tamd64F1ARM64 CPUZRHhERIR (L,
{BAstra Control{X z3Famd64.

3
1. iHiB]NetApp AstraiZEIE IR
a. ZREF|Astra Control Service UIFiE R&ERIAstra Controlf 1D
L EEEA L ANEET.
ii. 354> APIIATR]*
iii. 38 &R 1D,

b. EIEJ—D'WIEEP, EFE*Generate API tLH* FHISAPIL B F TR ERIZIBINENR, ARRKEREFERIES

C. EREMNEIXRGEERAstra Control AR :

docker login cr.astra.netapp.io -u <account-id> -p <api-token>
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crane auth login cr.astra.netapp.io -u <account-id> -p <api-token>

2. ((RRBESCEMR)IZRBUAT S BREGE D BEXCEMR. NREFMERIMR, BRBHN =R
T BRIRME T—T

@ W T ap <A LUfEAPodman. A EDocker, d1REFEAMEWindowsIFiE, BiNfE
FPowerShell,

Docker

a. MiEMZRIZEYAsta Control R B F2FFRR1R

@ IRBBIRGAZIFZ TS, REFSRIBMGINENMERNFES. FlgLlinux
amd64,

docker pull cr.astra.netapp.io/astra/trident-acp:24.02.0
—--platform <cluster platform>

w3

docker pull cr.astra.netapp.io/astra/trident-acp:24.02.0
-—platform linux/amd64

b. #ricE&:

docker tag cr.astra.netapp.io/astra/trident-acp:24.02.0
<my custom registry>/trident-acp:24.02.0

C. R EHEIXREIBE SXCEMER:

docker push <my custom registry>/trident-acp:24.02.0

F2EA
a. f§Asta ControlEC Ei2FFREHZIBEEME:

crane copy cr.astra.netapp.io/astra/trident-acp:24.02.0
<my custom registry>/trident-acp:24.02.0

30
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3. BMERRMAsta=IHLEHEEREART .,
4. FERERVIERMNLRE S AT Asta Trdent /=2 B Asta Control it B2 :
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Asta=iIfie{ER
a. "THAsta= iH R EREFFHRELE"(FE)

b. INRE KT EEAstra= IR LEIEF. WEEMIIBAstra= IHLZERRFFHER T IRIER. BT
THE:

L glEEFEKRA:

kubectl create -f
deploy/crds/trident.netapp.io tridentorchestrators crd postl.l
6.yaml

i. BIEE=IRERA S8 (kubect]l create namespace trident)IHIA=Imn& T EIHATEE
(kubectl get all -n trident). SIREMPRILEFRTIE. BEFHEIEE,

C. ¥§Astra TrdentE#1%24.02.0:

X FizfTKubornetes 1.245 BB R hikASAYEERY, 51/ bundle pre_1 25.yamlo

Xt FiziTKubernetes 1.258 B shRAHIEEEY, T51EH
bundle post 1 25.yamlo

kubectl -n trident apply -f trident-installer/deploy/<bundle-
name.yaml>

d. I83iFAstra trident2 & IFEIE1T:

kubectl get torc -n trident

Mie) 7 :

NAME AGE
trident 21lm

e MREF—MEANEZRVEMER, BEIE—TATREAstra Control B &2 FIRIRAVEA -

kubectl create secret docker-registry <secret name> -n trident
--docker-server=<my custom registry> --docker-username=<username>
--docker-password=<token>

f. ¢4mEETridentOrchestrator CRH#H{TLL T 4RLE
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kubectl edit torc trident -n trident

. NAsta=IHRERIGSEBESCEMRAMAE, FMAsta Control AR PIREVZ (I E
(tridentImage: <my custom registry>/trident:24.02.0 tridentImage:
netapp/trident:24.02.00

ii. 5FAsta Controlft BF2/% (enableACP: true)o

iii. 1B Asta ControlBEERZFMGHNBEESCEMRAIE, T MAsta ControliFAZREE A 1ZENZR
ﬁ?(acpImage: <my custom registry>/trident-acp:24.02.0 acpImage:
cr.astra.netapp.io/astra/trident-acp:24.02.00

V. INREEASENFESEL BGHEESH , WAl UTELL#HITIRE (imagePullSecrets:

- <secret name>), EREEAIELREREIZEERIFNERIT,

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
tridentImage: <registry>/trident:24.02.0
enableACP: true
acpImage: <registry>/trident-acp:24.02.0
imagePullSecrets:
- <secret_ name>

g REHBRLXMH. BBEIREBEEFIR.
h. IIFRREEIRIRIER. BEMEIELE.

kubectl get all -n trident

@ £ Kubernetes 8% RAEH * —MEIERFEH * o BWEIESZS MEBENAsta=Ixi%
F520

i. BOIF trident-acp Rese i EEIEfTH acpversion 24.02.0 JREH Installed:
kubectl get torc -o yaml

Mje] 7 :
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status:
acpVersion: 24.02.0
currentInstallationParams:

acpImage: <registry>/trident-acp:24.02.0
enableACP: "true"

status: Installed

Tridentctl

a. "FTHAsta= IR R REFHMBER"(EX)

b. "tNRIEE B Asta Trident. EMFEETHEEPREEEZ"(FEX)

C. 7Z/aFAsta Controlf EFZFFHVIE/R TR 3=Asta Trent (--enable-acp=true):

./tridentctl -n trident install --enable-acp=true --acp

-image=mycustomregistry/trident-acp:24.02

d. #IAEEHAsta Controlld BT :

./tridentctl -n trident version

Mie) &7 :
R e e et R e e e e + | SERVER
VERSION | CLIENT VERSION | ACP VERSION | 4-——————————————m
e fmm + | 24.02.0 | 24.02.0 | 24.02.0.
Fom e Fomm fom e +
e

a. NRELIET Astra Trident 23.07 1HERArA. "EIE" MBEERERFE LA G,
b. INREAIKubornetesEEEFIZITHIE 1.24 B R hkas. 1EMIFRPSP:

kubectl delete psp tridentoperatorpod

C. #fNAstra Trident HelmTZ £ :
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helm repo add netapp-trident https://netapp.github.io/trident-
helm-chart

d. E#FHHelmER:

helm repo update netapp-trident

MBI :

Hang tight while we grab the latest from your chart
repositories...

...Successfully got an update from the "netapp-trident" chart
repository

Update Complete. [JHappy Helming![]

e FIHE&:

./tridentctl images -n trident

e 87 2

| v1.28.0 | netapp/trident:24.02.0]

| | docker.io/netapp/trident-
autosupport:24.02|

| | registry.k8s.io/sig-storage/csi-
provisioner:v4.0.0]

| | registry.k8s.io/sig-storage/csi-
attacher:v4.5.0|

| | registry.k8s.io/sig-storage/csi-
resizer:v1.9.3|

| | registry.k8s.io/sig-storage/csi-
snapshotter:v6.3.3|

| | registry.k8s.io/sig-storage/csi-node-
driver-registrar:v2.10.0 |

| | netapp/trident-operator:24.02.0 (optional)

f. B RIRME T =0EHERF24.02.0:

helm search repo netapp-trident/trident-operator —--versions
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Mje) 7 :

NAME CHART VERSTION APP VERSION
DESCRIPTION
netapp-trident/trident-operator 100.2402.0 24.02.0 A

0- M helm install FEITEEXLEGENU TR Z—:
- WEMENRR
* Astra=ighRZs
" Asta ControlfC B2 FBRIGRI R TR
" BT RRREEFIIRE

* (AR AHEM KRR, MNREFEANBERMFMR. W (270 {\f151 {\f270} " I F—
NEMREIARAGEMERT. BFFECSIEGREM AT RE— MR,

" ZIRBME
JEIN
° B EMTRRRE

helm install trident netapp-trident/trident-operator --version
100.2402.0 --set acpImage=cr.astra.netapp.io/astra/trident-
acp:24.02.0 —--set enableACP=true --set operatorImage=netapp/trident-
operator:24.02.0 --set
tridentAutosupportImage=docker.io/netapp/trident-autosupport:24.02
--set tridentImage=netapp/trident:24.02.0 --namespace trident

° —PESMEMRPIE G

helm install trident netapp-trident/trident-operator --version
100.2402.0 --set acpImage=<your-registry>:<acp image> --set
enableACP=true --set imageRegistry=<your-registry>/sig-storage --set
operatorImage=netapp/trident-operator:24.02.0 --set
tridentAutosupportImage=docker.io/netapp/trident-autosupport:24.02
--set tridentImage=netapp/trident:24.02.0 --namespace trident

'J\_.I-ijﬁﬁﬁ helm list EE§4 1¥ |:|/L.\\ @Uﬁﬂgﬂ’\ DI'—‘% |E—|_|\ .ﬁ ’Iklu\\ mﬁﬁﬂ%’%—mﬁzﬁ\ *[H'%
-LTH-&?O

MNREEFERHelmEBPETRIdentBHEEMEMIRIE. HE1TIb i< ST 2 EE Asta TRIdent:
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./tridentctl uninstall -n trident

EEEHEHAAstra Controlfc EF2F 28, 1B "t fiffAsta Trdent CRD" {EAEIEHI—ER 5

#R
Asta ControlEC B2 FIhEEE B A, &R LAGEA SRz TRINRAS AT ARV EAIZhEE,

T Asta Controlit BEFZR/5. TEAsta Control UIRIEE L ECEIEF VSRS B R"—1 ACP version MIF
Trident version FERUUNHRILZEMNRAES,

+\~ CLUSTER STATUS

(©) Available
Version Managed Kube-system namespace UID ACP Version
v1.24.9+rke2r2 2024/03/1517:32 UTC (]
Private route identifier Cloud instance Default bucket
. ® private astra-bucket1 (inherited)

Overview Namespaces Storage Activity

BXBFMAEE ...
* "Asta TrdentFH£ESIRY"

f£F3 CSI #hfh

Astra Trident AJ LUBI fE A EFEIEEHIGEHMNEZ] Kubernetes £EFHRITI R "CS|
RFNINEE",

7

A8 CSI #RMARE, PILURERINANRI ARG HBHIHRIRGIN—BO T E, 5, BEIRRMHE,

Kubernetes BIZR A UERETHXHIT R, TRAILMUIF—PMKIERNAETAEXIEF, el LIFRE
Xigzial, ATEFESXHEEMPATIEAHEES, Astra Trident 87T CSI #hib,

THRA SR B E SR Ita,

Kubernetes 1t 7 Mt —EIEHERT

* M volumeBindingMode I&E M Immediate. Astra Tridenti§8lEE. MASRFEMIAIN, BIE
PVC RIS AMEEREMNDESILE, XEMIAME VolumeBindingMode MG FAR&FIIHEIRHMNRERIFE
B, SIEBKAMEER. AT AL IEKNPODHITHIEK,

* f£F VolumeBindingMode IR B WaitForFirstConsumer. {EITXIFIEIZEFERPVCHPodZ . HFiE
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IBAPVCRIZMAEXA NS, XiF, EMIRIERFNERIEHISTHERTIRIRFIHRLIE.,

() - waitForrirstConsuner SEMAFRBIEIMFE, WIREANRITF CSI FEHINEEREF.

IRE=
&E

BEHNAE

EEMA CSI 1ath, EFEEREUTHMHA:

* IE{THYKubernetes&E & "7 1FHIKuberneteshii 2"

kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99dt",
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:492",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amdo64"}

* EEPIT RN AEB R 5| NFRFMNEABIRE (topology. kubernetes.io/region
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topology.kubernetes.io/zone) o TERE Astra Trident ZHij, EEFMT m ENFEXLLRES
i Astra Trident BETZIRBIFEFN.
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kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{.metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0os":"1linux", "kube

rnetes.io/arch":"amd64", "kubernetes.io/hostname":"nodel", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/master":"", "topology. kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-a"}]

[node?2,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node2", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone" :"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amdo64", "beta.kubernetes.io/os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node3", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/worker":"","topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-c"}]

F14: IETRARIN G

BJ LAt Astra Trident #fifgin, UERBETAMXEEEFEMEES. 81 EHEBAIUES— 1 aHER
supportedTopologies RNMMZIFH I XAXIFEFIRIR, W FEALL/FIHEY StorageClasses , RETE
RRFFXIE / KIFPITINNRAERIEKRE, 728125,

THE—MEHREXRH:
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YAML

version: 1

storageDriverName: ontap-san

backendName: san-backend-us-eastl

managementLIF: 192.168.27.5

svm: iscsi svm

username: admin

password: password

supportedTopologies:

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-a

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-Db

JSON
{
"version": 1,
"storageDriverName": "ontap-san",
"backendName": "san-backend-us-eastl",
"managementLIF": "192.168.27.5",
"svm": "iscsi svm",
"username": "admin",
"password": "password",
"supportedTopologies™: [
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-a"},
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-b"}

]
}

supportedTopologies AFIRIHEEBNEHRIKIFEM S XFIFK, XEXIFMPXKRAE
() StorageClass IRHIAIFETIR, HFOSERIBHIBHKIASREI StorageClasses ,
Astra Trident ¥ EEIHEIES,

BRI AFE X supportedTopologies WS NMEMEMI—. EEWLLTRAI:
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version: 1
storageDriverName: ontap-nas
backendName: nas-backend-us-centrall
managementLIF: 172.16.238.5
svm: nfs svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b
storage:
- labels:
workload: production
region: Iowa-DC
zone: Iowa-DC-A
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- labels:
workload: dev
region: Iowa-DC
zone: Iowa-DC-B
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b

ELERBIP. FER region M zone IBERNEFHEMI(IE, topology.kubernetes.io/region
topology.kubernetes.io/zone IEEFEBHNERE,

% 2% EXALRBIEFMY StorageClasses

RIBAEBE T IR HAVRIMAZ, AJLUE StorageClasses EXNBEHRIME R, XEHERIE PVC I53
IERER REFREM, LUIKRAIER Trident EEEMERNT R F&.

BESRLLTRA:



apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: netapp-san-us-eastl
provisioner: csi.trident.netapp.io
volumeBindingMode: WaitForFirstConsumer
allowedTopologies:
- matchLabelExpressions:
- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b
- key: topology.kubernetes.io/region
values:
- us-eastl
parameters:
fsType: "ext4d"

7£ EiRStorageClassEXH. volumeBindingMode IXEH WaitForFirstConsumer, {ELLFFEIHIBERD
PVC 7 Pod 5| B ZHIASH1TIZ{E, f. allowedTopologies IRMEFEAMNDIXMXIFH, o netapp-
san-us-east1 StorageClassi1E L BI##PVC san-backend-us-eastl EIARTE X MGk,

%39 eIEMER PVC
8 StorageClass I HBRHIZIRIRIE, EIERIUBIE PVC,

BB WG spec LT

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl

ERLERBIE PVC ESHUUTER:
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B{E Trident IR EHFHLE

kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding

EI PVC , I57E Pod HfER PVC o BT RA:
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apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

ltpodSpeci&KubernetesTE AT 52 it ¥IPod us-east1 Xigd. G MFBIERT i

eastl-a B{ us-eastl-b PX,

BEEIU T
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kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

B EmRLUEE supportedTopologies
AILEHEERIFUEFESIR supportedTopologies f#H tridentctl backend update. XA
BERENE, FENATFELE PVC,
THREZER
s "EIRRBER"
* "TIREEEE"

 RBRIERIR B
* REAARY

E IR

A E(PVs)HIKubbernetes& RS FFERIBY E] mEIA, &R LA A9fEF Asta Trident@l3Z2RY
EEIERIR. FATEAsta Trident/MEBEIERVIRER. MNIMBREBCIEIEURMNRERRES
IR

r

BRI

TIFEIRER ontap-nas, ontap-nas-flexgroup, ontap-san, ontap-san-economy, solidfire-
san, gcp-cvs, M azure-netapp-files IREHFER,

FHaZ
BEARE. BXATERIINMREBIEGIZSFEENXERBENX(CRD), XEKubernetes tizgmHHFE = (a0
: Kubeadm. GKE. OpenShift)BJER 33,

INRERIKubernetes 73 R hRA B & IRFRITHIZZACRD. 152N [EPEERIRIZHIZE ]

@ NREGKEMZREZIRFEIRE. B70IZRERIEHIE. CGKE-ERARNERIRREIRREREE.
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BIZERER

TE
1. B3 volumeSnapshotClass. BXIFHMEE, 1EE M "VolumeSnapshotClass'”s

° o driver JEMEAER J1=IxCSIRKEIIEF-

° deletionPolicy AJLL/E Delete B Retain, RENAY Retain. FEEE LNRKEYIEREBRR
&, IMEEFERANE 2L volumeSnapshot X RE MR,

Nl

cat snap-sc.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: csi-snapclass
driver: csi.trident.netapp.io
deletionPolicy: Delete

2. QZMBPVCHIIRER,
Nl
° RS eIR I B PVCHIIRER,

cat snap.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:
persistentVolumeClaimName: pvcl

° tRBIE B ABNPVCEIESREBITR pvcl REBRIBTIEE N pvcl-snap. VolumeSnapshotZE{ii
FPVC. H5XEX volumeSnapshotContent FRREFRRBAINN R,

kubectl create -f snap.yaml
volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots
NAME AGE
pvcl-snap 50s

o &R LIMARE VolumeSnapshotContent YRR pvel-snap VolumeSnapshotBYitEH, o Snapshot
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Content Name FRIFIRMHELEIRIBAIVolumeSnapshotContentif&Ro o Ready To Use BEFRTIREE
AT RIEMHPVC,

kubectl describe volumesnapshots pvcl-snap

Name : pvcl-snap
Namespace: default
Spec:
Snapshot Class Name: pvcl-snap
Snapshot Content Name: snapcontent-e8d8a0ca-9826-11e9-9807-
525400£3£660
Source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl
Status:
Creation Time: 2019-06-26T15:27:29Z
Ready To Use: true
Restore Size: 3Gi
MERERRIZEPVC

AT LUER dataSource FAB ANEREBEIZEPVC <pvc-name> {EREIER. €12 PVC 5, ®JTLUEEMIN

2| Pod £, HE&EREMREM PVC —HER,

(D PVCRSREER—EmEE. H2N "MRENE: TatERAEmREEZEMK=RPVC Snapshot
BIEPVC",

TR ERRIZEPVC pvcl-snap fEAEIEIR.
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cat pvc-from-snap.yaml
apiVersion: vl
kind: PersistentVolumeClaim
metadata:

name: pvc-from-snap
spec:

accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

SANEIRE

Asta=ININEESZ #F "Kubbernetes il &R IE TR MIEFEBHEIERABERE G volumeSnapshotContent 7EAsta
Trident7MEB BRI RIS NIRER,

PR, =]

Asta= IR ZELNELIEHSNREBIIR E,

TIE

1. *EBEIER . *QlE— VolumeSnapshotContent 5|ARKRBIINR, XIE1EAsta TrdentH BEHIREE
TER

° IEHIEERIRIREERIZ IR annotations YN trident.netapp.io/internalSnapshotName:
<"backend-snapshot-name">,

° 87 <name-of-parent-volume-in-trident>/<volume-snapshot-content-name> £
snapshotHandle, XEIMEPIREBIZFRIE AAsta TridentiRHtAIME—{S 2 ListSnapshots B,

(D o <volumeSnapshotContentName> HHFCREIZRHI. FEEIGE S RimIRERZFRIT
Ao

AN
UTREEEEIZE volumeSnapshotContent 5| BRIHMRBIINR snap-01.
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apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotContent
metadata:
name: import-snap-content
annotations:
trident.netapp.io/internalSnapshotName: "snap-01" # This is the
name of the snapshot on the backend
spec:
deletionPolicy: Retain
driver: csi.trident.netapp.io
source:
snapshotHandle: pvc-£f71223b5-23b9-4235-bbfe-e269ac7b84b0/import—-
snap-content # <import PV name or source PV name>/<volume-snapshot-
content—-name>

2. *EBEIEA . QI volumeSnapshot 5|HABICR VolumeSnapshotContent IR, IIRIEEIBERIFIRILL
{8 volumeSnapshot ELAERR TEH,

Nl

TG CI# volumeSnapshot CRE#® import-snap 5|HAM VolumeSnapshotContent BE&
import-snap-contento

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: import-snap
spec:
# volumeSnapshotClassName: csi-snapclass (not required for pre-
provisioned or imported snapshots)
source:

volumeSnapshotContentName: import-snap-content

3. *NERNIB( T FBHATIEMIRIE): *IMERIRIBIZEF ARSI 632 VolumeSnapshotContent BT
ListSnapshots B, Asta=TINEERI I TridentSnapshots

o SNERIRFRFZEFFHFIKE VolumeSnapshotContent to readyToUse #l VolumeSnapshot to trueo
° TRIdentiR[8] readyToUse=trues

4. “ERIFAF *BE— PersistentVolumeClaim BAS|IBH#HY VolumeSnapshot. HMH
spec.dataSource(EEspec.dataSourceReng*m%JVolumeSnapshot3g*mo

Nl

UTREECIE—5|FHBPVC volumeSnapshot B8 import-snapo
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: simple-sc
resources:

requests:

storage: 1Gi
dataSource:

name: import-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

fEARRIME SLIE

HINBERT. REBEERLTRERS. UERAREEMIESFEHEENENREM ontap-nas M ontap-
nas-economy BEIfERF. B .snapshot BRUBIZEMNRBIRE IR,

f£Avolume Snapshot restore ONTAPER 1T R EE & X R EI SRR I RIS,

clusterl::*> volume snapshot restore -vserver vs0 -volume vol3 -snapshot

vol3 snap_ archive

()  FESnapshotBlAn, MESMER IR, SIESnapshotBIZExtEMIRH HIERIEE %

HIANBRT. REERATRERS. UWERAEEMIESFEREENENRAY ontap-nas M ontap-
nas-economy JBRohfER. B .snapshot BRUBIZEMNRBIRE IR,

()  FESnapshotBlAn, MESMER IS, SIESnapshotBIZExtEMIRH BRI E K

MRIRRILERE

Asta ControlBit EF2FF I (TSR) CRMIRERIRIRE (I IX/R%E TridentActionSnapshotRestore o ItLCRA
EE S Kubbernetesi# . EIRIERMEFASIFARE.

Astra Controlid BEf2FZ#57F ontap-san. . ontap-san-economy ontap-nas. ontap-nas-
flexgroup. « azure-netapp-files gcp-cvs solidfire-san FIIRENFEF.

ez Al
T BB ERPVCHI ] ARSIRE,
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* WIEPVCIRESEEEHE.

kubectl get pvc

* BIABIRIBEAEEME. AJUER.

kubectl get vs

-
1. 8 TSR CR, ItRBIEAPVCHIEIRIELIZECR pvel pvel-snapshots

cat tasr-pvcl-snapshot.yaml

apiVersion: vl
kind: TridentActionSnapshotRestore
metadata:
name: this-doesnt-matter
namespace: trident
spec:
pvcName: pvcl
volumeSnapshotName: pvcl-snapshot

2. ACRUMIRIRIRR, ItbRfEMSnapshotiiE pvelo

kubectl create -f tasr-pvcl-snapshot.yaml

tridentactionsnapshotrestore.trident.netapp.io/this-doesnt-matter
created

ZR
Asta Control iR B2 MIRERIERER R, &R LUIEIRIGEFIRZS.

51



kubectl get tasr -o yaml

apiVersion: vl
items:
- apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:
creationTimestamp: "2023-04-14T00:20:332Z"
generation: 3
name: this-doesnt-matter
namespace: trident

resourceVersion: "3453847"
uid: <uid>
spec:

pvcName: pvcl
volumeSnapshotName: pvcl-snapshot
status:

startTime: "2023-04-14T00:20:34z2"
completionTime: "2023-04-14T00:20:372"
state: Succeeded

kind: List

metadata:

resourceVersion: ""

* EARZEBERT. MREEHE. Asta ControlfiL EREF A2 BERILIRIE. BREHFRHA

@ 1TIEI21E,
* ZBEEERAIARINEAKubbernetes B P BT REA RIS B IR AR FIINIR. A e ENAIER
MR TEIFEIZETSR CR,

£ volume Snapshot restore ONTAPER 1T RERFE R F SR REBHIE RAVIRS.

clusterl::*> volume snapshot restore -vserver vs0 -volume vol3 -snapshot

vol3 snap archive

iR EA REXIRIREIPV
@F?Eﬁ%ﬁ%&ﬂ’iﬂ’wﬁl&%ﬁ HARZEY Trident BTN " IEFEMIRR " KA. MBRBRELUMIRAsta Trdent
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1. gIEEIRIRCRD,

cat snapshot-setup.sh

#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

2. gl RARITH2R,

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/setup-snapshot-controller.yaml

@ NBNE. FTH deploy/kubernetes/snapshot-controller/rbac-snapshot-
controller.yaml FHEH namespace fFR T8,

EP SIS
BRI

* "VolumeSnapshotClass"
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