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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",

"password": "password"
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76&79 Kubernetes 50, i / EMEHEM—FETHREENTE, Alt, XZ—IT{XHEERRITHIRE
, H Kubernetes S ZEEIERHIT-

BREFIEENS4HICIE
MMM ENGEHA LUERIERHS ONTAP Eifi#TEE. BREXEE=1EH,
* clientCertificate : B imIEHHY Base64 4Ri3{E,

* clientPrivateKey : XExA$AH) Base64 Ri3{E,
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openssl reqg -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. ]S CAIEHAINEI ONTAP &£58%, ItiRBrAIseEMFHERERNIE, MRKEREIE CA, WAL,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. 12 ONTAP S8 L REXFIRIEBMNER (MTE 1 718 -

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. HIIAONTAPR 2 ERABXF "cert BHRIET E.

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>

security login create -user-or-group-name vsadmin -application http
—authentication-method cert -vserver <vserver-name>

5. FERAERANERNNEZHIF. & <SVM I8 LIF> F1 <SVM Z#F > B SR LIF IP 1 ONTAP £Z#F,
ARRLIFRYARSS SREGIRE /N default-data-managemento

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vifiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. £/ Base64 XIEH, HEAMAIE CAIEBHITHRIG,

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

7. ERAMNE—TRENVELIRER.



cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...O0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

o —— o et ettt it
o +—— +

| NAME | STORAGE DRIVER | UuIlbD

STATE | VOLUMES |

o —— e e it ittt et P
+————— - +

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

o f——————_ Rt et L P
o t———————— +

T S IIE TS A BRI R

S EHMERERUEREMB MRS EFHNRIREER, XMMHANEER: FRAFR / ZRNEHRA UL
EMAERIES, ERIEBNERAIUERAETARS / BENGEIR. Alt. S40ERINE B9 1IER EH
ANFNBERIIESZE. AEEREESMERITEHNEN G jsonX Y tridentctl update backends



cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",

"storagePrefix": "myPrefix

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

Pommmmmmmmm== Fommmemcemmes=e== B e
Fommmmmoe e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

Fommmmmmmomo= S e e Fommmmmmmmesrrrrrrrre e reme s e mmm o
Fommmmme Pommmmmme= +

| NasBackend | ontap-nas | 98el9b74-aec7/-4a3d-8dcf-128e5033b214 |
online | 9 |

P e Fommmmememesesesese s s s s e eses
o= Fommmemm== +
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1. FRUTHSSOIEHRAR:

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. ATridentBFEIEARZ:

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3. BABMHNIIAR,:

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

f£F8 System Manager
TEONTAPAZEEEFHITU T E:

1. QB EXAE:
a. BEEEHLICIEEEXAT, FiXFECluster > Settings*,

g)ETSVMQ&nUﬁULQEXﬁ@\ 151%1R*12%> Storage VM required svM>>EE>FHF A
b. %&#Z*F P A B AR ET KB (—)o
C. B IR R
d EXABRMN, SASHTE Save*s
2. ¥ A EMESE Trident user: +7E*Users and Roles*TE EHITIU TS E:
a. AP TEEZERMERTR+
b. EEFRENAFR, RABE MR I rouseriEFE—M A,
C. BEHE*RE",

ﬁ;&ﬁém'fnlu\\ 1ﬁ L/{_FF-_IE
* "ATFEEONTAPHEEXAR"H"EXBEXHE"
* ERABMAR"

B NFS SHHK
TridentfE FANFS 2t ERB& =X HECE BB 19,

RS HEIRES. Tridenti2 T FNE:


https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api

* TridentA] UBHSEESHREAS; FHRFENT. FHREERATMIEE — N RTIEZIP#IRCIDR
RIK, Trident=E A BEIFXEEERNNERT RIPHRINEISHREER, &, MRKIEECIDR.
MEZXRBET R LREIRFE 25 CE 2 REIPERIE RN E T H RS R,

* FEEER A UFHEIR S HREARMAN. FRIFEEEREE T HFHRBRM. SN TridentifER
FRAIAS HERER

S EESHERR

@S Trident. FILIEISEIEONTAP/RIRIVR L RES, Xi¥, FHREERMAUANIIETR IP I5E AL
8], MARFHEXERAM. EXAEHTSHERBER, EARERBIBREFHTIEFMESEE. N
XIEG B F R F SR IA R R (R EEEHES B IPUTFEEEERMN TR R, MMZHEHnNE
S EE,
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fETrident 24.107. “ontap-nas' FERNIZFIFYE 5 RHARA—HE TIE; ONTAP NASIKZNFE
@ FR#ITEMEN, ETrident 24.10FF. 2H “ontap-nas-economy ZERsIiZFEEETEN
KT RE

il

HIERRNEEED,. FTER—MaimE X R

version: 1

storageDriverName: ontap-nas—economy
backendName: ontap nas auto export
managementLIF: 192.168.0.135

svm: svml

username: vsadmin

password: password

autoExportCIDRs:

- 192.168.0.0/24

autoExportPolicy: true

@ fERALLThRER . EATHERSVMAIRESAB LR tIENTFHRE. FREBARATTRCIDRIRAY
SEANGIMERINS L RER), 1BLETENetApp BRI RIEL . FSYMERF Tridento

TR R LRI It Thae sy TERIEHITHIINER

* autoExportPolicy BN true, XFT/RTrident2 ASVMIIERLLEIHEENESNERIE—FHE
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° f5gn:
* [RIHUUID 403b5326/8482-40db-96d0-d83fb3f4daec
" autoExportPolicy HI&BN true
" EHEFISR trident
= pvc UUID a79bcf5f-7b6d-4a40-9876- e2551f159¢c1c

= & Jgsvm_pvc_a79bcf5f 7b6d_4a40 9876 e2551f159c1chiqtreeE FHIFlexVolplIlE— NS H
LK. AR AW gtreet|E— S H KL
trident pvc a79bcf5f 7b6d 4a40 9876 e2551f159clc HETrident EEIE
“trident-403b5326-8482-40db96d0-d83fb3f4daec — MR NME FHHKER
“trident empty. FlexVolFHHREGHIFINIKE BatreeFHRIEP B ENEMMNTEE, =FH
RIS HFIE RN EEEFER,
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TEULRBIFR. 192.168.0.0/24 RFETHIUETE, XFRTEFUIHISEE B LZHRABHIKubEN TR IPRKR
MEITridentBIRMFHEREEF, Hrrident’FMEBITRINENTRE, ERERZT RPN, HIRIEFR
RIFLATMUBRIT H#HITINE autoExportCIDRs, XA, EMEIPZE, TridentiNBARET RHNE
FimIPEIE S th SR B AN,

oI R SRS NEIREHR autoExportPolicy 'l “autoExportCIDRs. &R]LINBEEHERNGiHHT
H0#TEY CIDR , WAILUMBRIRERY CIDR » Bk CIDR BHiES /vy, UBERIMEEEAIH, EhaLUEE
I EIHEE R autoExportPolicy. HEIREIFHEIZHNSHER, XEETRIHKEERIZE exportPolicy’ &

o

FETridentplEZEFEHE. &l LUMERAIENR tridentbackend CRDE/GUR “tridentctl:



./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24
autoExportPolicy: true
backendName: ontap nas auto export

chapInitiatorSecret:

chapTargetInitiatorSecret:
chapTargetUsername: ""
chapUsername: ""
datalLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>

fileSystemType: extd

BIFFT RE. Trident= 10 EFRA FHERBE LIRS % T R3S AR, @88 MR EGIHEYS HEREE R MlPRLL
TIRIP. TridentAIf LEERER. FRIEEETRM T REEEALLIP,

NFUURIFENGE. FERAEHGH tridentctl update backend B R TridentHSH EIE S HFEK, XFSIRE
ZECEM NS HEKRE., HURRBUUIDMgtree B an B, Gk tMNEEHHHFEFEHEBERMCIE
1S HEREE,

(D MErEA B EES HREH SRR RS RIS LR, NREMEIEGR, WSKEMR
PR, HEVEHBITH R,

SNRER 7 IESHTIRRYIPHENE, MATTELL T = EEFBTTrident Podo #A/S. TridentiG BT H EIERFIHAY
SR, LURBRILIPENR,

HEEEESMBE
RFEHEES. BIaEARERFEESMBS ontap-naso.

@ BAFRIESVM _EFEBSACENFSFISMB/CCIFSHMY. 7 BEAAREFONTAPEIE “ontap-nas-
economy SMB%, MIRKeEARBEPI—HN. NAERE SMBERIERF KK,

(D ‘autoExportPolicy' SMB& ARz 33,

ez Al
EECESMBEZ A, TIURE LA T 5o
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* — P Kubernetes&2f. EFREE—MLinuxiThlgs T 2 UREL—1METTWindows Server 202289Windows T
T 5. TridentXZ3FHEEEH BIWindows ™ s _EIiEZ{THIPodBISMB#,

* E/b—/ 8 &Active DirectoryE3EM TridentZ i, £ ZH smbcreds:

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* BEEE AWindowsARSZHICSIHIIE, BAELE csi-proxy, 1BZR"GitHub: CSHTIE"D T fi#7EWindows LiEiT
MIKubornetes"GitHub: &R FWindowsBICSHYIE" Y5 5,

p
1. S FREBONTAP. SR LUEIZFEGIESMBHE. WATLUEE TridentH B EIE— M=,

@ Amazon FSx for ONTAPEESMBHE,

e LB U T RMA N2 —RIESMBEIERHZ: A" "Microsoft EIRIZH| & " HEX MR ER R THE
FAONTAPEs 1T E. EEAONTAP a3 1T EEIESMBHE. BHITLUUTHRE:
a. AEKE, AHELIBERRZEM.

‘vserver cifs share create‘ﬁ%ﬁ&ﬁﬂ@%?‘;,ﬁ\mﬂ*ﬁﬁ—

pathiEIMAIEENRKF, NRIBEREAETE, WHmSREK,
b. B 5IEESVMEELHSMBHEE

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C WIIRREIRHEE:

vserver cifs share show -share-name share name

(D) mxsmyaEs. #s0002 SuB 2,

2. g EmE. MAECE UL TRAUIEESMBE, BXFTEFSx for ONTAPRIREEIEIMME R, 155" &
FONTAP BIFSXBL & EIAN ="
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28 151 BA Nl

smbShare o LFEE L T™EINZ —: EfRMicrosoftEIEiTH|4S smb-share
FHONTAPHLTHRECIENSMBEZNZFR,
WTridentB|ESMBHEZRIZFR, FE. BAILUES
HETUBAIEE#ITERAEZIAR, WFRA
ZBONTAP. IttBEERIER, IttBE 3T FAmazon
FSx for ONTAP/Sim AWEIN. REERNZ,

nasType AR E N smb IR AT, MERIAA nfso smb

securityStyle MENZ2ER, JWFSMBE, HIIEE N ntfs®  “nifs'Z ‘mixed SMB%
5{ ‘mixed,

unixPermissions HENER, MFSMBE. HINET,

ONTAP NASEDZ & &I A1)

T BRAATE TridentZ 2SI ZFNEFAONTAP NASIRGHTERS, 2 TiRflt T8 /5inmkat
Zl|StorageClassesBV g imED & R FIF IS Bo

[Eim L BT
BXEREELR, BN TE:

2 1iPR E/NIN
version BEE 1
storageDrive TZBIREIFEFRIZFR "ONTAP NAS ". "ONTAP NAS%
rName 7. "ONTAP NASZR E4H"
. "ONTAP SAN ". "ONTAP SAN&
Pis
backendName HENXZIHEEEIR IRGhIZRFRZFR+" "+ dataLIF
managementLI EEE¥EISVMEIELIFAIPHIEA] LIEE T2 MREE "10.0.0.1", "2001: 1234 :
F #(FQDN), NRTridentZ2fEAIPVOIRERLER. ME] abed : : @ fefe]"
LU B AERIPveitit, IPveIERTRAIESENX,
fF4n

[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555
lo BXTHMetroClusterJiRHIER, 5SS
T MetroClusterfflo

dataLIF Y LIF B9 IP ik, BIMIERE datalIF, SIRAIEM FEEMIIITIKEBESVM (JIRFKE
B8 MTrident MSVMIZEXEIELUN, ERILUIE &) (RN
B FNFSIEHIRENT2EEE R (FQDN). Mima]
LABIZRTEIFDNS. LAEIE S MELIF 2 (8] SEIR fa 2
i1, TJUTEVIIRIRESER. B8 . R Trident@
ERIPVOITE LY. MBI LU E S ERIPveitt
i, IPveHIIEATE FIES ENX, B9
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555
1o *#&B&MetroCluster, *i5& IMetroClusterii<filo
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autoExportPo
licy

autoExportCI
DRs

labels

clientCertif
icate

clientPrivat
eKey

trustedCACer
tificate

username

password

storagePrefi
x

aggregate

limitAggrega
teUsage

WiER

E{FE M Storage Virtual Machine *& B&for
MetroCluster, *3&& lMetroCluster=fil,

B R BnhtIENE#H S LR /RE]l. FH
“autoExportPolicy" #1 “autoExportCIDRs i£Ifl. Trident
A B EESH R,

T fiEEKubeNet 15 s2IPAICIDRFIZR (B A,
“autoExportPolicy’ A "autoExportPolicy
“autoExportCIDRs &, Tridentr] LB EHEIES HE

[e}

ENATERN—HES JSON BRABIITE

EININ

SNRIEE TSVM. MIRAE LS ¥

managementLIF

false

['0.0.0.0/0« ": > > /0T

TR Base6s HIEE. MTFETIIBNSHE ™

iE

EPinE AZIAR Base64 RiDE, ATFEFIERNG ™

(ETAN

Z{EE CAEHH Base64 fiS{E, Alik. AFETFIE

BHISPIIE

RFEERIEE /SVM AR, ATETRENSH
J3E

EREIEE /ISVM BVERS. BTETRIENSHIIE
£ SVM HECEFERERNGLS. RBERTEEHM

NREANONTAPEEE 24N HELF
@ FHstoragePrefix. Mgtrees AR
EERIR. ERETREERIFF,

ERENRS (Aif, RIKETERS, WKITEH
PEgLA SVM ) o ¥TF “ontap-nas-flexgroup IXGHFE
. RS2, WREKSE. N AT UEREMA
AR & KA EFlexGroupH,

ESVMHAERRERE. ZREe%
ETridenth BEhEH. HERKIA
SVM. MZEZEEHFahTridentiTHIZs,
ETridentPEEE THEREULES

(D) & OREREAEHIRBHSM.
M7EIHSVMEB AR, [FimiEETrident
T HRERS. BURIAEREEX
HASVMEMRE. SERBE IR,
LUE SIS B Ao

MREAEBIB DL, WREXW, * FERTFE ™

FF ONTAP BY Amazon FSx *

=03

(BRIAER A SRHISEHE)
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28

FlexgroupGroup
GroupRegateList

limitVolumeS
ize

debugTraceFl
ags

nasType

nfsMountOpti
ons

gtreesPerFle
xvol

smbShare

14

WiER EININ

EREMNREYIR(ANE, NREBIKE. WHIEHED
fC4ASVM), S ECLASVMINFRE B &1 T
BFlexGroupt, ¥ ONTAP—NAS—FlexGroup
— StorageIRohiZF.

ESVMAEFHREIIRRE. HIFRE
ETridenth BhE#. AEEA
SVM. MZEZEEHFahTridentiTHIZs,
ETridentPEEERERGVIRURES

(D) & ORBATIEREHZWBHSIM,
M7EHIHSVMB AR, FiRIEETrident
T RHFERTS. BRIBERETIRE
MASVMEMERETR., EBHEIP
IBR. LUEESim R S B o

WMRIBEBRPERNEBIIE. WEEXK, ItIh Fx " FRIANER T AREIEH)
FRHIE AatreesBIBMERNA/N LR, FHIE

“gtreesPerFlexvol EI 7t ¥F B E X & FlexVol

MgtreesBI R A Z,

HISHIRRN B EANIEIRAT S, F190. BRIEEER#HTT
HIEHRRHREIFANASEME. SUWFA=ER {"api"
. false. "METHOQ": true} debugTraceFlagso

BOENFSTSMB&ERI#E, AN nfs. 'smb'E _J?,nullo nfs
ZHABRT. BRERNTRBNFSERERNT

NFSEZIETRNE S DIRTIR. BEIEFHELRTR
7IKubnetes- kK AtE BIEEEHIEI. BIIREFMHESR
FRRIEEHEHIAI. N TridentiF IR FIERFMEELH
FEEXAPIEERNERED, MRTFERNEEXH
RRIEEEHIAT. NTrident AR RERBAIKA LS

H}

J:ix%ff’cﬁ?i%zﬁilﬁ
1 FlexVol B8 K qtree ¥, #Z7E 50 , 300 SEE 200"
N

BRI LEE L TE 2z —: [EHAMicrosoft HIB#EH|S  smb-share
FONTAPERLTTRECIENSMBHEEM R, A&

W Trident8)EBSMBHEZMBZFR;, E. EAILIESEK
BEPBhIEE#ITEREZIANE, WFRIP

ONTAP. ItEB#ZEREMN, IttESEITFAmazon FSx

for ONTAP/Sim WA, EE



28 WiER BRIA

useREST FF{EB ONTAP REST APl B9%R/RE%, useREST' true X FONTAP 9.1515 BSR4
GEHNE true, TridentfffEFAONTAP RESTAPISfE , &Nl falseo
IE(E,; RENBY false, TridentffEFIONTAP ZAPI
PASEIHEE. WIHEEEEFRAONTAP 9.11.1KE
ShRZs, Lthsh. (EFRMONTAPE R AN FAENIAIN
ontap MR, MEXNHMABERLUHEX—
vsadmin B3 cluster-admin o MTrident 24.065K
MZAPL 151 ESREFFIA. RINBERTRIREN
true; B useREST BXA “false LUFFHHONTAP 9
“useREST ONTAPIE,

limitVolumeP 7Eqtree-NAS ONTAPLE KA EinfEHqtreesBimiER "™ (BRIAER FARRESEHE)
oolSize HYER KFlexVol K/

denyNewvolum PR “ontap-nas-economy’ 58l EFAIFlexVol& LI

ePools & Hqtrees, X=FERAEBBIFlexVoIEEEFHIPV.

BT EE &M /RIRACE EIN
Al

S UEEE S A XEETITHIZIARCE defaults, BXRMRG, ESHUTEERG,
o35 iR EININ
spaceAllocat qtreesMY=|E]EC "IER"

ion

spaceReserve FEFABIRI; "L"(¥5E)K"E"(F) "I
snapshotPoli EfEFH Snapshot ZREE "I

cy

gosPolicy ERNOIENE DI QoS HKIRA, EEFESMFMEA /
[5iwHAY qosPolicy 3 adaptiveQosPolicy Z—

adaptiveQosP EHNBIEMENECHIBIER QoS Hi&H, EEFIE

olicy figith / [FimBY qosPolicy I adaptiveQosPolicy Z—-
A% ontap-nas-economy.
snapshotRese NRBFBNERILL SNER A"none". MF3"0"
rve snapshotPolicy. &HwMA"
splitOnClone BIEFERN, MERXEKIFDZFTE "EHiR"

encryption E#E LB FENetAppEIMZ(NVE); ERIAN falseo  "HHIR"
EFEAILET, HIEER 3RS NVE BiFaIHEH
NVE , SIREEmRBETNAE. METridentPEER
FRIEEFEBANAE, BXIFAER, 155
: "TridentflfEl SNVEFINAEEZ S1ER"

tieringPolic {EMA"EL"HNEHRE ¥FFONTAP 9.5 SVM-DRZ RIHIER
y B. H"NIRER"

unixPermissi FrElEDR "TTT"RANFSE; T (RER)R
ons T SMB&
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28 WiER BRIA

snapshotDir 1FHIXBRAVIFIAE . snapshot JFFNFSv4. A"TRUE"; X
FNFSv3. 7g"false"

exportPolicy EFERAMNSHERER default

securityStyl HFEHNTEIRI. NFSXHEF ‘mixed # "unix Z£1% NFSERIAMEN unix. SMBERIAESN

S J_:ﬁo SMBi;% ‘mixed‘_ﬂ] ‘ntfs‘§§$§ﬁo ntfso

nameTemplate MATEIEBENXERIRIER,

B QoSHEEH 5 TridentE S EFAEEMEAONTAP 9™ EBA, BRI EAIFHLZQoSHER
(D) A *BRIEEEASINBTE NS S, HEQoSEBARNAELFHHNAE BT
R,

SECE T
TER—TMEX T ERIMERRA:

version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:
k8scluster: devl
backend: devl-nasbackend
svm: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: premium
exportPolicy: myk8scluster
snapshotPolicy: default
snapshotReserve: '10'

3FF ontap-nas M ‘ontap-nas-flexgroups, Trident¥l7EFERAIMBITRE G ERBERE
FisnapshotReserve & 73 Lt MpvcIEFEIAEEFlexVolBI K/ HAFIEKPVCE. Trident=fERHITE A EEIEZA
BEEZTEINRIGFlexVol, LitERIHRAFTE PVC RIREIFMERIAI B8], mAe/NFmEkRmN=IE, 7
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v21.07 281, IRAAIERPVC (M, 5GiB) , B snapshotReserve 3 50% , MIALRIKIS 2.5 GiB
MR E=E, XERNBFRIBERNEENE. HH snapshotReserve @HEPN—1MESD L, ETrident
21.07H, APBRUEAIETE. TridentBIZFEN “snapshotReserve NEBNEMNEDLL. XFiE
BF ontap-nas-economy. BEEILITFRHILLT EEHTERIE:

o

HEGENT:

Total volume size = (PVC requested size) / (1 - (snapshotReserve
percentage) / 100)

3FF snapshotReserve = 50% , PVC 153K =5GiB , £2K/\A 2/.5=10GiB , AJAK/\A 5GIB , XEAF
7E PVC iERAIERAIA/N It volume show 88 M BREMF LU FRGIFNLE

Vserver Volume tat Size Available Used%

online AW 18GB

_pvc_eB372153_9ad9_474a_95la_@8ael5elc@ba
online RW 1GB

2 entries were displayed.

SRR ENIE G EA R TridentBI 1REB_EXFARERE S, WFEARZAICIENE, BRIAREENK/N,
LUEME BTN, a0, FEAKEMAHI2GIB PVC “snapshotReserve=50' 2 S &R 1GBH A B
Bl 580, ¥EKIEER 3GIB A AN AEFE— 6 GiB £ LiEft 3GiB 5= El,

IRECE R A
UTTRBIER T RASHSHRRBAMANENESELE, XBREXEHNRE R,

(D WRTEFRF Trident B9 NetApp ONTAP _Ef#F Amazon FSx , ¥ LIF 5% DNS &#F, mF
2 IP H#btt,

ONTAP NASZZ ¥4 15

version: 1

storageDriverName: ontap-nas—-economy
managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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ONTAP NAS FlexGroup:Rfjl

version: 1

storageDriverName:

ontap—-nas-flexgroup

managementLIF: 10.0.0.1

dataLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password

MetroCluster; 5|

TR URRERY, LUBREREYRMTIEEFhERGiHE X "SVME HlF]

ERITIEY)EMYIE]. BERIEESVYM nanagementLIF. F&EBE “datalLIF #1 "svm &%, 5140

version: 1

storageDriverName:

managementLIF: 192.

username: vsadmin

password: password

SMB& 5

version: 1

ontap-nas
168.1.66

backendName: ExampleBackend

storageDriverName:

ontap-nas

managementLIF: 10.0.0.1

nasType: smb

securityStyle: ntfs

unixPermissions:
datalLIF: 10.0.0.2
svm: svm nfs

username: vsadmin

password: password
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ETFIEBR S (D INIERG

XE—1T/WEIHIRE RSl clientCertificate clientPrivateKey
‘trustedCACertificate(WIRFEAZEECA, NATE)IESFETE backend.json' HK Fbase644mi
HNEFPRIERE. FAREMNZEECAIERE,

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

datalLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXROZXJIJwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

BE)S SRR G

LRI BU TSR TridentE oSS L LR B IRIEMERSH K, X3 FH ontap-nas-
flexgroup WEiEFEMERER “ontap-nas-economyo

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-1la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password
nfsMountOptions: nfsvers=4



IPv6ithiE Rl

W RHIERT managementLIF 30{alEE A IPveibiL,

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: "[5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-1la
backend: testl-ontap-ipv6
svm: nas_ipvé6 svm
username: vsadmin

password: password

Amazon FSx for ONTAP{EFESMB% Rl

=

‘smbShare  WF{ERASMBERNFSx for ONTAP. SHEMNEMN,

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

datalLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXR0ZXJwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz

storagePrefix: myPrefix
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fEFAnameTemplatefY/SiHEZ & =15

version: 1
storageDriverName: ontap-nas
backendName: ontap-nas-backend
managementLIF: <ip address>
svm: svm0
username: <admin>
password: <password>
defaults: {
"nameTemplate":
"{{.volume.Name}} {{.labels.cluster}} {{.volume.Namespace}} {{.volume.R
equestName} } "
by
"labels": {"cluster": "ClusterA", "PVC":
"{{.volume.Namespace}} {{.volume.RequestName}}"}

FEIA 5 i 77 151

ETEETRNRAIGIRENXEPR. AFREEMENIRE THIERIAME. F190 spaceReserve. fEnone.
“spaceAllocation’ #Efalsefl] “encryption' fEfalse. FEIHIETEEERD HFHITE Xo

Trident=1E"Comments"FEEFIZBERCEINT. FFE{EFlexVol forgFlexGroup ontap-nas-flexgroup fork
®RE ontap-nas., ECEMN. TridentzFEIE LRIFIBMEEFZIERES, N T HEER. FHEEERALUZ
NG RINHAESE XIRE,

ARG, REFEDSIEEBECH. “spaceAllocation' A “encryption {E. MHLE7E(% spaceReserve it
SBERIME
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ONTAP NASfl

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm nfs
username: admin
password: <password>
nfsMountOptions: nfsvers=4
defaults:
spaceReserve: none
encryption: 'false'
gosPolicy: standard
labels:
store: nas store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755"
adaptiveQosPolicy: adaptive-premium
- labels:
app: slack
cost: '75"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: 'true'
unixPermissions: '0755"
- labels:
department: legal
creditpoints: '5000'
zone: us_east 1b
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0755"
- labels:
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app: wordpress
cost: '50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: 'true'
unixPermissions: '0775'
labels:
app: mysqgldb
cost: '25'
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"
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ONTAP NAS FlexGroup:Rfjl

version: 1
storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: flexgroup store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '50000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: gold

creditpoints: '30000"'
zone: us_east 1b
defaults:

SpaceReserve . none

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: silver

creditpoints: '20000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

protection: bronze
creditpoints: '10000"
zone: us_east 1d
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defaults:

spaceReserve: volume

encryption: 'false'

unixPermissions:

I GTTET
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ONTAP NASZZF MR

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: '6000'
zone: us_east la
defaults:
spaceReserve: volume

encryption: 'true'
unixPermissions: '0755'
- labels:

protection: bronze

creditpoints: '5000'
zone: us_east 1b
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0755'
- labels:

department: engineering

creditpoints: '3000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

department: humanresource
creditpoints: '2000'
zone: us_east 1d
defaults:
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spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

B EiRETE] StorageClasses

LU R StorageClassE X152 N[ E It fEimm ], @id “parameters.selector FE&. & StorageClass#B=1E
AATHESHENY. SREEEEMHPENXEZNHAH.

* protection-gold’ StorageClassiFRETEIFHMNE—MIEZNEIUM ontap-nas-
flexgroup, XLMZM—IRHEEEFRIPIIM,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* protection-not-gold StorageClassiFBRETEIFIRHE=MMENMEMM ontap-nas-
flexgroupo XLt EM—IRIEESRIUIMRIPRAIBIM,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* app-mysqgldb StorageClassfMFEIFIHAIEOEMEMHM " ontap-nas. XEHImysqldbZEEHIRY
EFREFEE DR ERME—i,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

* protection-silver-creditpoints-20k StorageClassiMETEIFIRMNE="FEMMt ontap-
nas-flexgroup. XieM—EHEEEFRIFFI20000-ME =BV,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* creditpoints-5k’ StorageClassiFIRETEIGImAVE=NEMM ontap-nas MGEHHIEZEIM
‘ontap-nas-economy. XM——{EHA=REFI50008YM= Mo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

TridentfEREEZM N EIN. HHRRBREFEENK,

EVRECEGER datalIF
BRI IRV IAEC B R EREUELIF. FiEBETU TS, AFMEmISONX g BV EIELIF,

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>
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