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kubectl get event -A --field-selector involvedObject.name=<Kubernetes node
name>

BEEXIUHIRS


https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html

TridentfFIR A Trident T RCR ENE N T REBHNRS. EEEAINRS. 15E1T:

tridentctl get node -o wide -n <Trident namespace>

NFS&
EEEETFENRERANGSTENFSTE, MIENFSIRS CEREREEE.

RHEL 8+

sudo yum install -y nfs-utils

Ubuntu

sudo apt-get install -y nfs-common

(D  =#ENFSIAREMEHIADR. MR SEEHEBNEN,

iISCSI &
TridentFT LABEIEEILISCSIETE. HELUN. AMSBFIRE. WHEHHITHRI MR EERHEIPod.

iISCSIEFIEETNEE
X FONTAPRSE. TridentE A3 $HIETT—/RISCSIEKIEE. LUE:

1 - *Eﬁ *FEH‘EE’JISCSIE-LE'ikILA*D é Bl EI]|SCSI Elﬁ’lklu\o
2. REARRESSHFIRSHITHR. UWHEMENEE, TrdentEBEMARUKRFNIELHES,
Eﬁﬁ%%*ﬂ‘?ﬁﬂég*z‘- :l_.fé AJISCSI El%’lkll—a\ rj_gjjﬁﬁﬁ'ﬁﬁlMSCSI Z:l%’lk/u\o

@ B EEEMAENMTHENADemonset Pod EAIA2EH trident-main, BEHFHE. ®M
ETridentZZEHAEFIEE "debug  A"TRUE",

Trident iISCSIB & EThaEB BN FRALE:

* EMREE R 2 FRIRE A ERRIBSIZITAERRISCSIRTE, MRSIEMRIA. TridentiFEFRE o
[EEEHE. WEEMELS P RIEE.

BIN. IRAETZAEISHIS LI T CHAPESE, TIMMLEHTF T XE42. MIIB8Y(stal) CHAPES
()  wiearent. BEEMEMLLIRFIING. O ERETAE WA BH/SHCHAPE
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* fR/DLUN
FHKTridentHi B F EZEIN
* MRERT BT = Mligroup (£23.04 R EEhRASH# L ). MiSCSIEHKIEE I SCSIRAPIFIE
& & BTISCSIEHINE,

* WNR{VEFER EIEERigroup (B23.04(LEF ). MiSCSIBTTIMEIhEEEBEISCSIEFHINE. LU
ESCSIZZ&HaIHHTIILUN ID,

* MRBAERTE N =MigroubMEHEEMigroux. MiSCSIBFEE IHEEE X SCSIEL&RAIFHELILUN
ID/ESISCSIEFHINE,

ZIEISCSITA
FERERTENRERGNHSLEISCSIT A,
Feaz i
* Kubernetes SEB¥HHE N REBLTIEGH—M IQN , * XEHNEEIRESEH * o

* NRFEIEHFIZFFElement OS 1255 FE R IRAFEARHCOS 4.5 Emhi A H it SRHELFERILinuxs
KR solidfire-san. BRREFFECHAPERIIEEZIEEAMDS /etc/iscsi/iscsid. conf
o Element 12.7R[{EFFA L LFIPSFEARCHAPE ASHA1. SHA-256Ff1SHA3-256,

sudo sed -i 's/”\ (node.session.auth.chap algs\).*/\1 = MD5/'
/etc/iscsi/iscsid.conf

* WNRTEISCS| PVA{EAEITRHE/RedHat CoreTM OSHITET . &7EStorageClass P15 E
“discard mountOption AT LAY == 8] [E]UR, 5505 "Red Hat S2#4"
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RHEL 8+
1. RELTRGRAGE:

sudo yum install -y lsscsi iscsi-initiator-utils device-mapper-
multipath

2. ¥ iscsi-initiator-utils FRASZEE /9 6.2.0.877-2.el7 S EBhRES:
rpm -gq iscsi-initiator-utils
3. BRZKE:

sudo mpathconf --enable --with multipathd y --find multipaths n

@ R etc/multipath.conf 88 "find multipaths no' ' F “defaultso
4. HafR iscsid'#1 “multipathd’ IEEIE1T:
sudo systemctl enable --now iscsid multipathd

5. BAFRBEN iscsi:

sudo systemctl enable --now iscsi

Ubuntu
1. RELTRERHEE:

sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools
scsitools

2. 7 open-iscsi IRASEE N 2.0.877-5ubuntu2.10 HEShA (HFFNFHRL) = 2.0.877-
7.1ubuntu6.1 X EShRAS (33F Focal ) :

dpkg -1 open-iscsi

3. BHRENFI:



sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

sudo tee /etc/multipath.conf <<-EOF
defaults {
user friendly names yes
find multipaths no
}
EOF
sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

@ R etc/multipath.conf 88 "find multipaths no' 7 F “defaultso

5. HafR “open-iscsi'# “multipath-tools’ B /& F B IE1EiE T :

sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service
sudo systemctl status open-iscsi

@ 3FFUbuntu 18.04. RIS FERAAZMBTHE iscsiadm. A/ open-iscsi Z8E
BEiscsISFIP#E#IZ, EHaLUFIARSEEN “iscsi NWEBIBE “iscsido

EoESNEZAiSCSIEREE
Ea] LIECE LU F Trident iSCSIBERKEE G B FREERIASIE:

* iISCSIEREEERE: MWERFMISCSIEHMBERIARFIAE: 57H). EALURKHEEE MBI IRER/EY
HFFIEBBITIMR. WA LUBTIRERARRF RERZITINE,

(D KiSCSIBREERIRISENOR T2 FILISCSIBHKEE, BINAEEMISCSIEREE,; RF
EiISCSIERIEE R A E R TFE T AIR BRI, A NERAE.

* iISCSIBREEFRNIE: METIHBTRATNEENZEHZHERS R ZANISCSIBREEFFN
El(BRAE: 798). EAIUREREARANET. UEREANEITIRAREENSIELNNERFR KT E
ZaeEH. AEBRERERER. HERENR/NHNBFUREMEHENE R,
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EffERFENISCSIBERREBEIRE. BEHelmZEHHelmFEFTHAEIZE “iscsiSelfHealingInterval #
“iscsiSelfHealingWaitTime £,

LT RAESCSIBREERRIRENSDHH. HIEEREEFFHENZE N6
helm install trident trident-operator-100.2410.0.tgz --set

iscsiSelfHealingInterval=3m0Os --set iscsiSelfHealingWaitTime=6mOs -n
trident

Tridentctl

BB EXISCSIEREEIRE. BELTEHFHdentctriffal{%& "iscsi-self-healing-interval # “iscsi-
self-healing-wait-time" &%,

AT RAREiISCSIBREEERKENIDH. HREREEFTFIEIREN6D !

tridentctl install --iscsi-self-healing-interval=3m0s --iscsi-self
-healing-wait-time=6m0Os -n trident

NVMe/TCP&
EREATENRERANGSRENVMe T,

* NVMeFEZRHEL 95 BSR4,

@ * fN8RKubelnetes T S AINIZARAKIR. HENVMeHREFBRER T ENRNIZRE. EAIEEE
BT A RZARAEFH N EBENVMe R 4 BRIk,

RHEL 9

sudo yum install nvme-cli
sudo yum install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

Ubuntu

sudo apt install nvme-cli
sudo apt -y install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp



IIE R

ZEE. EAMLEIEKubenetesEEBHFHE NN RELEHEBHE—HINQN:

cat /etc/nvme/hostngn

@ Trident=21E24UE “ctrl_device_tmo {&. LUHARNVMeE B R EHENASRFILER, B8
IR E

RHFCTH
ERERTENRERANHSREFCTA,

* MNERRFIEITRHE/RedHat Core-OSHTET R 5FC PV&&fEA. 157EStorageClassF1EE
“discard mountOption A1 TSEEY = BI[EUR, 1ES iR "Red Hat SZHE",
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RHEL 8+
1. RELTRGRAGE:

sudo yum install -y lsscsi device-mapper-multipath

2. BRSHE:

sudo mpathconf --enable --with multipathd y --find multipaths n

(:) ffafR etc/multipath.conf B®& “find multipaths no ' fE I ‘defaultso

3. H3fR “multipathd IEfEiB1T:

sudo systemctl enable --now multipathd

Ubuntu
1. RELTRERHEE:

sudo apt-get install -y lsscsi sg3-utils multipath-tools scsitools

sudo tee /etc/multipath.conf <<-EOF
defaults {

user friendly names yes

find multipaths no

}
EQOF
sudo systemctl enable --now multipath-tools.service

sudo service multipath-tools restart

@ R etc/multipath.conf B& "find multipaths no ' F ‘defaultso

3. #&8fR “multipath-tools' BB A A EEIEIT:

sudo systemctl status multipath-tools
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WE. ERILIETridentfRE AL @& (Fibre Channel. FC)MYRECEFM EIEONTAPER
% ENEEERR.

EF LT @ERISCSI (FC)ETrident 24.10hk 2 Y — I AT S IHEE,

JrmEEEE . TR AT BEMAAEWFEIRERIOZRAIMN. EAFMERHT -1 R’K
=AY B EEE. Ta—bﬁ?&ﬁﬁﬁtéﬁ’];&?&fﬁﬁo BEERET A @EmSCsl. &R UM AMBETSCSI
AT ERRZRI. RNER/CTRENBMRENITEEINE, CrUBEGEFERR. I BNSREFMEXE
RIZE(SAN). M LURIEIRMIER BEIE,

RFCIRES TridentE & EMA. ERILIITULTHE(E:

* EREEMEhSEEPVC,
* BB IREBHMULLIREBRIEN S,
* fEIABFC-PVC,
* JAEBHBEBEHIKRN
Ik e
HFCEREFTRHIME T RIgE,

WEIE

1. SKENEIRZEOMWWPN, BXiFEMEE. 1558 "network interface show" o
2. BB EhRERF (M) EEOMNWWPN,

BEEAENNEVIRERREARER.

3. ERAEHNMBITHWWPNAEFCAZEH] LB 2 K.
BXEE. BB IR A SIRA R 5 XA,
BXEMER. ESH LU TONTAPHS:

° "yt @iEH FCoE 73 X#EiR"
° "EEEFCHIFC-NVMe SANEHHIA ()"
A& TIESA

gbernetesﬁﬁqﬂE’\Jﬁﬁﬁlfﬁﬁ.ﬁ\\%ﬂ%iﬁﬁ‘é%ﬁﬁ?\]Pod@ﬂ%ﬁ’ﬂ%o BAFCAEILET R, HMREFRFNT

ZHEFCT A
ERERTEMRERASZNGSRTEFCTE,

* MR KIZT{TRHE/RedHat Core-OSHI TETI R 5FC PVE S, i51EStorageClass/1EE
“discard mountOption A TSEEY = (BI[EUL, ES iR "Red Hat SZHE",
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RHEL 8+
1. RELTRGRAGE:

sudo yum install -y lsscsi device-mapper-multipath

2. BRSHE:

sudo mpathconf --enable --with multipathd y --find multipaths n

(:) ffafR etc/multipath.conf B®& “find multipaths no ' fE I ‘defaultso

3. H3fR “multipathd IEfEiB1T:

sudo systemctl enable --now multipathd

Ubuntu
1. RELTRERHEE:

sudo apt-get install -y lsscsi sg3-utils multipath-tools scsitools

sudo tee /etc/multipath.conf <<-EOF
defaults {

user friendly names yes

find multipaths no

}
EQOF
sudo systemctl enable --now multipath-tools.service

sudo service multipath-tools restart

@ R etc/multipath.conf B& "find multipaths no ' F ‘defaultso

3. #&8fR “multipath-tools' BB A A EEIEIT:

sudo systemctl status multipath-tools



B SR E
RIREHFEFFFN “fop' BIEE—NTrident/Sif “ontap-san' fEAIsanTypes
BEIE:

s "HEFEFAONTAP SANIREHIEFEL B fGis"
* "ONTAP SANBEC & AN "

fERFCHRIRECE R

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

sanType: fcp

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

BIREES.
BXBFEAER. BEN:

* "TFfEEC BRI
TSR

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: fcp-sc

provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-san"
storagePools: "ontap-san-backend:.*"
fsType: "ext4d"

allowVolumeExpansion: True
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Azure NetApp Files

AcE Azure NetApp Files [5if%

&0 LU Azure NetApp FilesBE & A TridentdV /5w, &1] LUERAzure NetApp Filesf5ifmi&E
ENFSHISMB%E, Tridenti®ZiFERIEE S 15X Azure Kubnetes Services (AKS)&EEH1#1T
EREEHE,

Azure NetApp FilesIREHF2F1EAE S

Tridenti2f 7 LA FAzure NetApp FilesTFiEIREhiER RS EEHHITIBEES, FFHHRIRNEE:
ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

Roptzrs e BRI SHRVIGIRIRTC SHRNXGRS
azure-netapp-files NFSSMB XH#&R%: Rwo. ROX. rwx. RWO nfs. smb
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ARSI

* Azure NetApp FilesfRSZ AZH:VF50 GiBHE, WMRIERBIER/. Trident=BEfeI#E50 GiB%E,
* Trident{XZ#FEH EIWindows T = _Hiz{THIPodHISMB,

AKSHZE &)
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* 7£AKS Kubbernetes®8t FELEMNSE &)
* ZE T Trident, EFEIFEEIETE "Azure" B “cloudProvidero

Trident & T

EFATridentiZ BT L& Trident, 184%4E tridentorchestrator cr.yaml LUSIRE
‘cloudProvider /4 “"Azure", BIUl:

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent

cloudProvider: "Azure"

£

U T RAMERIFIZEE £ TridenttE R 2E cloudProvider Elazure “$CP:

helm install trident trident-operator-100.2410.0.tgz --create
-namespace --namespace <trident-namespace> --set cloudProvider=S$CP

<code></code>

U TR ZETridentHEIREIRE cloudProvider ' 4 “Azure:

tridentctl install --cloud-provider="Azure" -n trident

ERTAKSH=E%

BT =B, Kubnetes Podr] LUBEE N TIERAEH B 01T B D IRIERIFRAzure RIR. AR HEEH
HAzure =1,

EfEAzureHFIB =B, E4%m:

* FAAKSEREAKubenetesEEEE
* 7£AKS Kubelnetes&2% FE B T {Efh # &9 Foidc-Issuer
* BZR%E Trident. EAEFE “cloudProvider BT8R “"Azure™ ] "cloudldentity $8§E TES1 EiARiRAY
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Trident & T

EfE A TridentiZ BT LEETrident, 15448 tridentorchestrator cr.yaml BURHEERN, HiE
‘cloudIdentity ' ®E ‘cloudProvider '/ “"Azure"
azure.workload.identity/client-id: XXXXXXXX—XKXKXX—XXXKX—XXKXXK=XXXKXXXKXXXXXo

a0

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"
*cloudIdentity: 'azure.workload.identity/client-id: XXXXXXXX—XXXX-—

KXXX—XXXKX—XXXXXXKXKXXXX " *

Zfe
ERUTIREEIRE  RIRMHIZRF (CP) " &7 (Cl) tr&RIE:
export CP="Azure"

export CI="'azure.workload.identity/client-id: XXXXXXXX-XXXX—XXXX—=XXXX—
XXRXXXRXXXXXX""

U TFRANERETridentHERIFELE
SCI'I®E “cloudIdentity:

BZE cloudProvider MAzure “$cp. HERMNIRTE

helm install trident trident-operator-100.2410.0.tgz --set
cloudProvider=$CP --set cloudIdentity="SCI"

<code></code>
FRAUTIMETERE TIREER M S ITERE:
export CP="Azure"

export CI="azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX—XXXX—
XXXXXXXXXXX"

U TR ZETridentHEIREIRE cloud-provider ' 4 “$CP. # cloud-identity $CI:

tridentctl install --cloud-provider=$CP --cloud-identity="S$CI" -n
trident
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NREEE R EHAzure NetApp Files SRTEFUEFH. NBEEHIT—LEYIAECERIZREAzure NetApp Files 3
BIEENFSHE, iEZIR "Azure: & EAzure NetApp Files FHEIENFSE",

ERCEMEER "Azure NetApp Files"[@il. BEEHEUTRE:
* clientID location TEAKSEE FFERASEMIRE, “subscriptionID. « ‘tenantlD’
@ #0 “clientSecret 8]3%H,
* tenantID clientD'TEAKSEEEF L EARAFIRAY. #1 "clientSecret BRI,

s —NAREM, FZEIH "Microsoft: JJAzure NetApp Files SIEZB =",
* Zik45Azure NetApp Files B9F M, 155157 "Microsoft: JFFMZE kA Azure NetApp Files"s
* “subscriptionID"i&id /5 A T Azure NetApp FilesfYAzureiT i,

* tenantIDclientID Ml ‘clientSecret "WHATEF M "HEB EBNEAIAzUre NetApp FilesiRSS,
N R AN R L T E—I:

° FIEEREMEAB HAzZUreTIE X"

o "EE N TIEE A E"ITIRS( assignableScopes FY) BB LU TR, XLEAPRIX PR F TridentPr B AIY
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BEXTTHMERT

"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": {
"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited

permissions",
"assignableScopes": [
"/subscriptions/<subscription-id>"

1,
"permissions": [
{

"actions": [
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/write",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTarge
ts/read",
"Microsoft.Network/virtualNetworks/read",

"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/read",



"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/write"

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"

1,

"notActions": [],
"dataActions": [],
"notDataActions": []

s EHEIE—N "EIRFM"BIAzure location, ETrident 22.01#2. ‘location' & 2EiIRECE TR
IHFER, T JE?LA/tEEF'? EHME BB,

* 2{£f Cloud Identity, EM "AFHDEHIEE SR client 1D HEFHEEZID

‘azure.workload.identity/client-1d: XXXXXXXX—XXKXX—XXXKXK—XXKXX-XXXKXXXKXKXXXXo

SMBEREMERK
EfJESMBE. BHMAESR:
* Bt &Active DirectoryFHiZE1&ZIAzure NetApp Files, 1E£# "Microsoft: BIEFIEEAzure NetApp Files
AJActive Directoryi®EiE",

* — P Kubernetes& &, EFEE— M Linuxizhlas T = U RE LD —1NE1TWindows Server 2022EYWindows T
ER S, TridentfX Z3HEEH EIWindows T &= _HiE1THIPodISMB,

* E/b—/ B &Active Directory’E3EM TridentZ$H. LA{EAzure NetApp FilesF] LA[FActive Directoryi# {7511
I9IF, 4 RE4$H smbcreds:

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* EEE AWindowsARSZHICSIKIE, EBEZE csi-proxy, 1BZH"GitHub: CSHLIE"S, T fi#fEWindows_iEfT
AIKubornetes"GitHub: & FWindowsFICSIEIE" 1 5o
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version

storageDriverName

backendName

subscriptionID

tenantID

clientID

clientSecret

servicelLevel

location

resourceGroups

netappAccounts
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virtualNetwork
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networkFeat

ures

nfsMountOptions

limitVolumeSize

debugTraceFlags

nasType

supportedTopologies
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—NEN—2HVNetThEE, AILIE
Basic B{ ‘Standard. MISINEE
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EITRYERE. REE
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FEAIITH) NFS HEHED, SMBERE "nfsvers=3"
2B, BEANFS 4.1EHE. 1B57E
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M, \{"api": false,

"method": true,

"discovery": true}. PFRIEMEIE
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Resource group < BBH >

NetApp 1K < &iR4H >/< NetApp TP >

AEM < RIRL >/< NetApp K >/< B2t >
REPAPILS < HIRA >/< EINML >

FK < FRA >/< BINLE >/< FK >
HiCE

TR OB R EC B RS ED 7 RIS E U P IETUCRIZRIFINE R E. BXIFAER. B2 [ROEEE] .

2 iER EINN

exportRule HENS B, "0.0.0.0/0
“exportRule’ &7 2 Pv4 il 35 IPv4
FRNERAESHNES DFRYIREE
FCIDR#F®R %) SMBEEZE,

snapshotDir 1= .snapshot B RBIA] 1% 3FFNFSv4. A"TRUE"; XF
FNFSv3. fg"false"
size MBEHEIAKRN "100 52 "
unixPermissions MBEBUNIXRPR 4N/ \#EIEF) ™ (FIheE, FEEITEATIN
- SMBEBEZE, H&%8)
THIRE

UTRBETRTRAZSHSHRRBNMAENESEE, XBEXEHRNRERTTE.
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RIREE

XEENNRIEGIREE. EALKER. Tridenta2 RINEFAECE I BZIKZ5Azure NetApp FileshIFf
BNetApptk . FEMFMFMN. HIENIFHEREEEP— MM FMN L. BHF nasType BT Elik

= nfs NARIARE. FHFEANFSERE,

HIENIRIFFaEAAzure NetApp FilesH X FELIR(ERY. HECERIEBAILRE. BEfF L. EREZENRE

ENEREIINEE R E.

apiVersion:
kind:
metadata:
backend-tbc-anf-1
trident

trident.netapp.io/vl
TridentBackendConfig

name:
namespace:

spec:
version: 1

storageDriverName: azure-netapp-files

subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de91le5713aa
clientSecret: SECRET
location: eastus

AKSHZE &)

WEIRAEES B subscriptionID. tenantID.
EHDEERIERT,

clientID #

apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:
name: backend-tbc-anf-1
namespace: trident
spec:

version: 1

storageDriverName: azure-netapp-files

capacityPools: ["ultra-pool"]
resourceGroups: ["aks-ami-eastus-rg"]
netappAccounts: ["smb-na"]
virtualNetwork: eastus-prod-vnet
subnet: eastus-anf-subnet

‘clientSecret, elEERR
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HWEIRILESEM tenantID. clientID ' #M ‘clientSecret, EiEFERSINMRESZERIEN,

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1

storageDriverName: azure-netapp-files

capacityPools: ["ultra-pool"]
resourceGroups: ["aks-ami-eastus-rg"]
netappAccounts: ["smb-na"]

virtualNetwork: eastus-prod-vnet

subnet: eastus-anf-subnet

location: eastus

subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

AEMHERNFERS RS ERE

WEIREEES B ERETAzuredy castus BEMH “Ultrao Trident2 Bai&IIZ{IEZEIKZAAzure
NetApp FilesBFrEFW. HEENEEP— I FWEHE— 1 FHE.

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET

location: eastus

servicelLevel: Ultra

capacityPools:

- application—-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2
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version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET

location: eastus

servicelLevel: Ultra

capacityPools:

- application-group-1/account-1/ultra-1

- application—-group-1/account-1/ultra-2
virtualNetwork: my-virtual-network

subnet: my-subnet

networkFeatures: Standard

nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi

defaults:
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
snapshotDir: 'true'

size: 200G1

unixPermissions: '0777"'
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HEIHRECERITE— T XEREX S EFE, NREES T REWSIFAENRS R, HEEHEE
Kubernetes el R TXEARSZRANNTFMESL, MWILIHEEIFEER. EINITERTRIEX Dt

performanceo

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- ultra-1
- ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelevel: Premium
capacityPools:
- premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- standard-1
- standard-2
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Tridenta] LURIEX I af BIEXIF N TES HEC B, “supportedTopologies' It/SIREC & FHAYIR ATt
FMRRHOXKIFEMDXTIR, HAEENXIGH S XEXNSEMKubnetesEEEE T = _EARE HHIX G153
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FiEZR. Trident2E ERKIFHXIF RS, EXFMEE, BB FEH CSI A,

version: 1

storageDriverName: azure-netapp-files

subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

tenantID: 68e4f836-edcl-fake-bff9-b2d865eebobct

clientID: dd043f63-bf8e-fake-8076-8de91le5713aa

clientSecret: SECRET

location: eastus

servicelevel: Ultra

capacityPools:

- application-group-1l/account-1/ultra-1

- application-group-1/account-1/ultra-2

supportedTopologies:

- topology.kubernetes.io/region: eastus
topology.kubernetes.io/zone: eastus-1

- topology.kubernetes.io/region: eastus
topology.kubernetes.io/zone: eastus-2

FELEENX
LU “StorageClass’ & X i & iR TE i,
FERFEMNRHEN parameter.selector

£, parameter.selector EAILUABNTHEFHRESHEMNMIEE StorageClass, BREIEEMPE
XE&NFHH,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=gold"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=silver"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=bronze"

allowVolumeExpansion: true

SMBERIRIE X

1R

=2 nasTypes node—stage—secret—name‘*ﬂ ‘node-stage-secret-namespace, &R LIFEESMB
HHIZHFIEM Active Directory &g,
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apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

SR EARENEN

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

BN ERAFENER

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

@ ‘nasType: smb' &z FSMBHRIMAYFiERS. “nasType: nfs'3¢ "nasType: null fHi&2s.



ellfed=yy
SIZEREEX MG, BITUTGR<:!

tridentctl create backend -f <backend-file>
WMREREIEXK, NEKREELINE, ELUsTU TS REEEEUBELEREA:
tridentctl logs

WEHEEREXHFFNREG, EaLIBRIETT create 85,
Google Cloud NetApp%&

At E Google Cloud NetApp#&/gis

MTE. &0l Google Cloud NetApp&HL & A Tridentdyf5in. &R LU{#E A Google Cloud
NetApp&ERimiEIENFSE,
Google Cloud NetAppEIREITEFFIEA(E B

Trident}igfft T "google-cloud-netapp-volumes' B F 5 &£ B EHNREIIEF. ZIFNIHRIER B1F
. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP).

KEhiERe Y BRI SRR SR H RS
google-cloud- NFS XH RS Rwo. ROX. rwx. RWO nfs
netapp-volumes P

ERAFGKEN=&H

B S, Kubnetes PodA] LUBIE EA TERA H S 15317 F P IIERIFEGoogle Cloud#H iR, MAERHEA
a9 Google Cloud&iE,

E7EGoogle CloudFFIB=E M. Ewsin:

* {FHGKEZBERIKubbernetes&E &%,
* EGKESEEE FEEBE M TER EHARRURET Sith_ EAL BEAIGKETTHIEIRSS 25,
* BB Google Cloud NetApp&EIE 5 (M /GCP .admin)f &5 B E X ABEAINetAppARE M,

* BRETrident. HPEEATIEE "gcp"NWaiRtiZFMATEERGCPIRS KA NEIRIR. THAH T —
Pl

28



Trident & T

EfE A TridentiZ BT LEETrident, 15448 tridentorchestrator cr.yaml BURHEERN, HiE
‘cloudIdentity I®E ‘cloudProvider '/ “"GCP" iam.gke.io/gcp-service-account:
cloudvolumes-admin-sa@mygcpproject.iam.gserviceaccount.como

a0

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "GCP"
cloudIdentity: 'iam.gke.io/gcp-service-account: cloudvolumes-

admin-sa@mygcpproject.iam.gserviceaccount.com'

e
FERAUTHREEIRE IRMEIZRF (CP) M = B4 (CI) Tr&RIE:
export CP="GCP"

export ANNOTATION="iam.gke.io/gcp-service-account: cloudvolumes—-admin-
sa@mygcpproject.iam.gserviceaccount.com"

U TR ZETridentHERIFIETEREIEE cloudProvider * AGCP " $CP, HEFEAMIELS
SANNOTATION 'I&E ‘cloudIdentity:

helm install trident trident-operator-100.2406.0.tgz --set
cloudProvider=$CP --set cloudIdentity="SANNOTATION"

<code></code>

FERUTHREERE cRRIHEF " cE O IRSHIE:

export CP="GCP"
export ANNOTATION="iam.gke.io/gcp-service-account: cloudvolumes-admin-
sal@mygcpproject.iam.gserviceaccount.com"

U TR ZETridentHEREIRE cloud-provider A “$CP. # cloud-identity
SANNOTATION:

tridentctl install --cloud-provider=S$CP --cloud
-identity="SANNOTATION" -n trident
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HEEZACE Google Cloud NetApp# /5
fEAZE Google Cloud NetApp Volumes/Fit 2 Hi. EEEMFEHEUTER,

NFSERIRIIR =

MREREREAGoogle Cloud NetAppEHEFMUEER. MEZHIT—LEAIRACE T 81 E Google Cloud
NetAppEMEIENFSE, 1HERE "HIE280"

7EA2E Google Cloud NetAppEGiHZ . IBHFREHE AT

* BEEE A Google Cloud NetApp#HEARSSHIGoogle Cloudtk P, i5£i% "Google Cloud NetAppE"s
* f&89Google Cloudtk FHIINB RS, 1BSIR "HEDE"

* EENetAppEEER A B Google CloudfREMF (roles/netapp.admine BEA "F{HFLREERA
BHR"S

* EHIGCNVIKFPBIAPIZSAX . 1FEI "CIEARSS 1K 2R
* FhEM. BEN EFEEA

BXRUNMENIEE X Google Cloud NetAppEHIIA R REVIFME S, 155 & E 3T Google Cloud NetApp#&HYif|a]
PR"S

Google Cloud NetApp Volumes/giHED & & AR5
T f#i#1EFHFGoogle Cloud NetAppEHINFSGiRED & TN A EFEL & Rl

[EiREC & T
BN EHREBRTE— Google Cloud XiHEES, BEHMXINEIES, ErILEXEMSNH.

S 15 B8 E/NIN
version IR 1
storageDriverName TZEIRTHIEFE AR FR 8918

storageDriverName w4
MFETE /9"gosle-Cloud
NetApp-volumes",

backendiame (AR E R IRETRR SR + " + AP
FAN— 25

storagePools BTFiEERTLIREENEFEH N TIESE,

projectNumber Google Cloud tkFIBE %S, Ith{EREGoogle Cloud
P ETTERE,

location Trident8/Z2GCNVEMGoogle CloudiI &, BIiEEX

i KubnetesEE8#AY. EHEIEMNE location AIRTF
£% 1 Google CloudXIFA T = BRI TS Hio
BXERESTEEINLA,
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nfsMountOptions

limitVolumeSize

servicelLevel

network

debugTraceFlags

supportedTopologies

ESECEEI

WiER

BEAERGoogle CloudiRSS MK FIAPIZZEA
netapp.admin . B83E Google Cloud fREBIKFP &
FZAXFEY JSON BRIBIRE (BRFEHE /Ginfc
BEXMF) o apikey @EHELITHBIFEN:
“type. project id. client email. .
client idauth uri token uri

auth provider x509 cert url #l
‘client x509 cert urlo

KRBT H] NFS EEEHED,
NRIBROERNEIUE. WEEKK.

FEMREEHRS KA. ER flex. |

premium‘Eﬁ ‘extremeo
FTFGCNV#£EIGoogle CloudM4E,

W PEHERRIN EE A AN S. H13,
{"api":false, "method":true}o FRAEMESIETE

standard

THIERISH R EIF AR B E%ME, SNE/0ERLLT)

AEo

Tt ERZ FHKEMXIETIR, BXFMAES,
BESA "EH CSI R, Flgn:
supportedTopologies:

- topology.kubernetes.io/region: asia-
eastl
topology.kubernetes.io/zone:
a

TR UTEECE XA RER D FIEHIFAINEECE defaults,

exportRule

snapshotDir

snapshotReserve

unixPermissions

THECE

UTRBERTRASHSHRREBNRNENERELE, X2

iER AIA

WMERSERN, HIEIPv4aitsit
EERASHESHIRYIR.

3B REVIBRIPR . snapshot

asia-eastl-

EININ

"nfsvers=3"
" (BUAER T ASREISE
i)

"0.0.0.0/0

XFNFSv4. A"TRUE"; ¥

FNFSv3. A"false"

NREMENEB DL
FERIUNIXILPR (41 HEBIEF)o

EX iR E 8T %o

(R EINEO)
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RIREE

XEENNRIEEIRICE. FHRIERER. Trdents &KMEAE I BEZEIKL Google Cloud NetAppBRIFFE
FiEt., HENBEREREBETEEFT— Mt BT nasType B&T. FELbE nfs NAZGNEE. BiEE
ANFSERE,

HERINIFFIAERGoogle Cloud NetAppEH =X IRIFRY, HECEZEMANEE. BXfL. BRAURFE
HNIERENSRHIMIMIEERE,

apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: 'f2cbbted6d7ccl0c453£7d3406£c700c5df0ab9ec’
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gp8B4Kws8zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50])Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50])Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gp8B4Kws82zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gp8B4Kws82zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50])Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gp8B4Kws82zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gp8B4Kws82zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50])Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50])Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX50)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m\n
XsYg6gyxydzg7O0lwWgLwGa==\n
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apivVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '123455380079'
location: europe-west6
servicelLevel: premium
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: '103346282737811234567"'
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://ocauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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£ StoragePools/fiE e Al B

apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: 'f2cbb6ted6d7ccl0c453£7d3406£c700c5df0ab9ec’
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3b1l/qp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE47K3bl/qp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8BR4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
XsYgogyxy4zqg701lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-gcnv
spec:
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version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '123455380079"
location: europe-westo6
servicelevel: premium
storagePools:
- premium-pooll-europe-west6
- premium-pool2-europe-westb6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: '103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:

name: backend-tbc-gcnv-secret
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THARMIRS A, MiEFHEEKubbernetes BB RN LEARSZRFINFME. NXLEXETIRIFER
B, BIVIIRERAFX oM, Flal. EULTRAIP performance « #r&EM servicelLevel FRAFKX

73 RE

ttsh. R LIS E— L&A T BIHRIEIAME. HBESEZ M EMHIRIAE. ELLTRAIH.
snapshotReserve # exportRule BEFRE BRI EIAES

BXEFMAESR, TS "EI

apiVersion: vl

kind: Secret

metadata:

name: backend-tbc-gcnv-secret

type: Opaque

stringData:

private key id: 'f2cbbted6d7ccl0c453£7d3406£c700c5df0ab9ec’

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8BR4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
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znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
XsYgbgyxy4zqg701lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '123455380079"
location: europe-westo6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prodlmy-gcnv-
project.iam.gserviceaccount.com
client id: '103346282737811234567"'
auth uri: https://accounts.google.com/o/ocauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret

defaults:
snapshotReserve: '10'
exportRule: 10.0.0.0/24
storage:
- labels:

performance: extreme

servicelevel: extreme

defaults:
snapshotReserve: '5'
exportRule: 0.0.0.0/0
- labels:

performance: premium
servicelevel: premium
- labels:
performance: standard
servicelevel: standard



ERAFGKEN =& 1%

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcp-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '012345678901"
network: gcnv-network
location: us-west2
servicelLevel: Premium

storagePool: pool-premiuml

SFFHRINCE

TridentA] LUARIEX IS AN ] BB M X A TIEFHECE®S. “supportedTopologies' thfSimEd & HBISR A Tt
B EIHRIIKIEF S XTIR, A EENXIENS XENNS S KubnetesSEE8E T 1 _EARE AR XI5
XMELA, XEXIFMNH XK RIEFERPIRENAFETIR. N TFEEEIHRRENE S XIGM X
FiESE. Trident27E ERKIFMXIFEHEIES. BXIFMER, BB EH CSI iR,

version: 1

storageDriverName: google-cloud-netapp-volumes

subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct

clientID: dd043f63-bf8e-fake-8076-8de9%le5713aa

clientSecret: SECRET

location: asia-eastl

servicelevel: flex

supportedTopologies:

- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-a

- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-b

T R4

IR EREEX GG, BITUTHS:
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kubectl create -f <backend-file>
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kubectl get tridentbackendconfig

NAME BACKEND NAME BACKEND UUID

PHASE STATUS

backend-tbc-gcnv backend-tbc-gcnv b2fd1f£f9-b234-477e-88£d-713913294£65
Bound Success

NREHEIBERW, NEikicE LI, & LUER<IARIR kubectl get
tridentbackendconfig <backend-name> . HEETUTHRSEEEEURERR:

tridentctl logs

MEHEEREXHRIREG. ErUBERERHBRiEiTcreatefs <o
e
B E X

THEREX LRAGRNER StorageClass EXo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-nfs-sc
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"

FRAFENRFIENX parameter. selector :

. parameter.selector EAILIANEMERE StorageClass "E" BFHEEEN, EREEEMPE
XE&AFHH,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: extreme-sc
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=extreme"
backendType: "google-cloud-netapp-volumes"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: premium-sc
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=premium"
backendType: "google-cloud-netapp-volumes"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: standard-sc
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=standard"
backendType: "google-cloud-netapp-volumes"

BXEFEENFMAEE, BN "QIEFFEZE %
PVCE Xl

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: gcnv-nfs-pvc
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 100Gi
storageClassName: gcnv-nfs-sc

BIIPVCERREHE. BBITUTEHZ!
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kubectl get pvc gcnv-nfs-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

gecnv-nfs-pve Bound pvc-b00£f2414-e229-40e6-9b16-ee03eb79%9a213 100Gi
RWX gcnv-—nfs-sc 1m

79Google Cloud/5imAcE Cloud Volumes Service

T BRI (E IR R R BIEC B 45 & A FGoogle CloudBINetApp Cloud Volumes Servicefid
B A TridentZ 20 iR,

Google CloudiFshiEFIE4E R

Tridenti2 T “gep-cvs BT SEEHEEMIRGIER. ZiFNIAEKEIE: ReadWriteOnce(RWO)
« ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

IXEhiERE i HIET ZHEBVIERIET SN HRS
gcp-cvs NFS XUERS Rwo. ROX. rwx. RWOP nfs

T A TridentXiZ T Google CloudfICloud Volumes Servicefysz 3%
Trident®] AR A" ARSSZE 2 LU R 7574 Z —BlI32Cloud Volumes Service® :

* CVSIHEE: ENIARYTridentfRSZ2EE, XMMEEM MRS EERESEMMERENE~TERE, CVS-
PerformancelRZ R B —FMEEMHIEIN. ZIFMNER/NELD100 GiB, &R LUERER" =N ARSZ 5" LA T IZED
z—:

° standard
° premium

° extreme

* *CVS*: CVSIRSZRERMSXIIAIAM. HaeksIREINFTEF. CVSIRSEER—MIRMETL. FIfER7F
@M NE1 GIBRIE, FEMERZAIES50TE. HFMESHMAZHNETEM ML, ErILUEER"m 1
AR5 A" A T EBZ —

° standardsw

° zoneredundantstandardsw

BEENAR
BEBEMER "EAT Google Cloud #J Cloud Volumes Service"lgal. EEERHEIUTEM:

* BZE 7 NetApp Cloud Volumes Service F9Google Cloudiik
* Google Cloud HF T B 4=
* EERABMGoogle CloudiRE M- netappcloudvolumes.admin
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* Cloud Volumes Service i FIAPIZZEA {4

[EimEC BT

B RIRERZTE— Google Cloud XIFFELES, BEHMKIEEIES, EaUEXEMGIH,

version
storageDriverName

backendName

storageClass

storagePools

projectNumber

hostProjectNumber

apiRegion

apiKey

proxyURL

nfsMountOptions

limitVolumeSize

servicelLevel

network
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FHEIRHIZRFBY R FR "GCP-CVS"
BE X A FEER IREAFEREEHR + " " + AP

IR —ERD

BTFIEECVSIREZEBMAESE, software AF
TR CVSIREZRE, BN, TridentEXKAcvsHREAR
SEA (“hardware)o

XPRCVSARSS KA, BTiEERTEIBENEFME LA
S

Google Cloud tkF B %S, Ith{EREGoogle Cloud
TP EREE,

MRFERAEZVPCWE. MANED, 7ELHEZEHR.
projectNumber IRSZME. fFMHE
"hostProjectNumbero

Trident@ll3#Cloud Volumes Service&RIGoogle Cloud
Xig, BEEXIgKubnetesEEERY. EHRIEMNE
“apiRegion’ A A F7E % Google Cloud XIFHIF5 = k£
RN ITERHE., BXERER=EMIMNEA,

BB ATMGoogle CloudiRS3 MK P BIAPIZZ A
netappcloudvolumes.admin o EEiE Google
Cloud ARS3 1K & FAZIAX A JSON BHAKAR (
EFEHIEGEREEXH) .

RIBARSZ R EEEETICVSIKFA AR IEURL, IEAR
ZRALIE HTTP I8, taJLAZ HTTPS RIE, X F
HTTPS RIE, EBLIIEPIRIE, UAFERIERSSS
hERBERIEP. FAZFEERT BMNRIENARIERS

250
FEAITE] NFS 5%, "nfsvers=3"
MRIFKWERNEIE. MEEKK, " (BRAER AR ESE

i)

#F&ERICVS-PerformanceZCVSARE k5, CVSI4EE CVS-PerformanceZkiA{E
fEA standard. premium B{ ‘extreme., CVS{E /J"standard". CVSEXIAE

A standardsw 5§ J9"standardsw"o
‘zoneredundantstandardswo
F3FCloud Volumes Service &M Google =R, default
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debugTraceFlags

allowedTopologies

SECEIEIN

WiER EININ

HIEHPRI B2 AR S, FlU, =
\{"api":false, "method":true}. FRIEMEIETE
HITHIEHBRH FE2 IR AR B TEME, SNIE7IERALE
Ihie.

ERABXEAR. NFHEEENX

allowedTopologies WAMEIEFTE XIS, Fl40:

‘- key: topology.kubernetes.io/region
values:

- us-eastl

- europe-westl

TR UTEECE XA RER D FIEHIFAINEECE defaults,

exportRule

snapshotDir
snapshotReserve

size

iER L8N

MENSHAN, KIEL CIDR - "0.0.0.0/0
RTVERTHEE IPv4 HitEsf IPv4
FMESHNE S DRI

3 E RBVIFRIR . snapshot "FHiR"

NREMENET DL " (3ESZ CVS RiAMENO0)
FEMKRN, CVSHRER/IMEN100 CVS-PerformancefRZZIEEIZRIA
GiB, CVS&/IMEN1 GiB, 79"100GiB", CVSARSZEEKRISE

HINME. BEDEFE1GIB,

CVS-PerformancefR 3 £ 8L

LT REIRE T CVS-Performance [REZ XA R BIERE,
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XZ2ERZRIACVS-Performance RE X B U R EIN A" RS KN R/ NG IHAL B,

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"'

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—-admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
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mh2: BRSRRIRE

RGBT RiREC &R, BHERS KA NERIAE,

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—-admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
proxyURL: http://proxy-server-hostname/
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 10Ti
servicelLevel: premium
defaults:

snapshotDir: 'true'

snapshotReserve: '5'

exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

size: 5Ti
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T3 EPCHECE

IR BIERR storage  BRE RIS | FXLEREIHAY “StorageClasseso. BEM[FHEEENIUT
RRTEEEMIE X Ao

I APRE EIEE TIRERIAME. FIRENS5%. EI&E snapshotReserve A
“exportRule’0.0.0.0/00 EMHE—THHITTENX “storage, BNEMNHEENECH
serviceLevel, MELLMEBERZRINE, EIHIFERFIRIEF protection K3

‘performanceo

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"

apiRegion: us-west?2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%40my-gcp-project.iam.gserviceaccount.com
nfsMountOptions: vers=3,proto=tcp,timeo=600
defaults:

snapshotReserve: '5'

exportRule: 0.0.0.0/0
labels:

cloud: gcp
region: us-west2
storage:
- labels:

performance: extreme
protection: extra
servicelevel: extreme
defaults:
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snapshotDir: 'true'

snapshotReserve: '10'
exportRule: 10.0.0.0/24
- labels:

performance: extreme
protection: standard
servicelevel: extreme
- labels:
performance: premium
protection: extra
servicelevel: premium
defaults:
snapshotDir: 'true'
snapshotReserve: '10'
- labels:
performance: premium
protection: standard
servicelevel: premium
- labels:
performance: standard
servicelevel: standard

FHERENX

LU R StorageClassEXER T EIAMECE R, £/ parameters.selector, RIS StorageClassts
ERATFREENENL. SREEEHPEXENAE.
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TFiERTRG)
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=extreme; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-standard-protection
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=premium; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-standard
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=standard"



allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: cvs-extra-protection
provisioner: csi.trident.netapp.io
parameters:

selector: "protection=extra"
allowVolumeExpansion: true

* 88— StorageClass(cvs-extreme-extra-protection) MRS EIE—MEMM, XEMHE——PEIRHK
=48EHE Snapshot TR 10% B,

* &/g— StorageClass(cvs-extra-protection)iABiRH10%REBFNE I RITZEEN, TridentREIERF
SRR, FHRHE R IREEER,

CVSHRS5 KRB R

T REIRM T CVSIRS XA RAIRE.,
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TN RIRECE

XE2ATIEECVSIRSZEEMENIA standardsw IREEFINRIRGIRACE " storageClasso

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
storageClass: software
apiRegion: us-eastd
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
servicelLevel: standardsw
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Tfl2: fFiEhECE

R SiRECE ER storagePools Bt B 72 it

version: 1
storageDriverName: gcp-cvs
backendName: gcp-std-so-with-pool
projectNumber: '531265380079"
apiRegion: europe-westl
apiKey:
type: service account
project id: cloud-native-data
private key id: "<id value>"
private key: |-

client email: cloudvolumes-admin-sa@cloud-native-
data.iam.gserviceaccount.com
client id: '107071413297115343396"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://ocauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40cloud-native-data.iam.gserviceaccount.com
storageClass: software
zone: europe-westl-b
network: default
storagePools:
- 1bc7£380-3314-6005-45e9-c7dc8c2d7509
servicelLevel: Standardsw

T—HRHA

IERWEEX MG, BITUT®<:

tridentctl create backend -f <backend-file>

NREHEIERY, WERECELRAE, ERILUETUTHRLSKEEASURELREREA:



tridentctl logs

MEHEIERREXHHREG, EeJLIB/RIBTT create 85,
At E NetApp HCI 5 SolidFire Gl
T RRANAITE TridentZ & 6l ;2 A0 {E A Element[5 .

ElementIR a2 IF4H(E S
Tridentiefft T “solidfire-san' B F S&EEHBENEFEIRER. ZFNIHRREIE:. ReadWriteOnce(RWO)
« ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

‘solidfire-san FEIREHIZFZIF file M block HEN. WF Filesystem’
EERX. TridentEZBNBE—NEHLE—IXHES. XHERFAREH StorageClass $ERE-

IRohiZF Y EIRT ZHFRYIARIET TROXH RS
solidfire-san iSCSI R Rwo. ROX. rwx. TTXHZRS, RigiR

RWOP " Ho
solidfire-san iSCSI XA Rwo. RWO1. xfs. ext3. exti
FiaZ B

Et)ZEElement/FinZ Fi. BEEHEUTERK,

* 1517 Element RN Z ZHRFHE RS,

* NetApp HCI/SolidFire £BEIERFMFAFHNER, JBEFEES.

* FiE Kubernetes TETI &P G HAY iISCSI TH, BE5H "TIETRESEE"
[GimAC &I

BXEREEER, BESRTFx!

2 BiER BRiA
version REL 7 1
storageDriverName FEIRsHIZERR IR R YR£% 9 "solidfire-san”
backendName B E X B FhE R SolidFire + 77fi5 (iSCSI) IP bt
Endpoint A EHEN SolidFire 251

MVIP
SVIP ZfE (iSCSI) IP #itibAIER O
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28

labels

TenantName

InitiatorIFace

UseCHAP

AccessGroups
Types

limitVolumeSize

debugTraceFlags

WiER

ENATEHN—HEE JSON &3
BIARES o

BEEANEARM (IRRKE,
neIE)

¥ iSCSI RERFINEENEZO

{EFCHAPXSCSII#{TE {216
JE, TridentfE8FAECHAP,

EFEAIARAE ID 5%
QoS #3E

NRIBREVER/NEILLE, ME
BRI

BIEHERN EFE AR ITS. &
5l {"api": false , "method" :
true }

EININ

default

true

TR "trident " BYIFIALERY ID

© (BOAER AR L)

H}

(D BEEEsTREARAREF AN RS, TUE/ER debugTraceFlags,

w1 BE=MERENIEKMIEFNEIRECE solidfire-san

WREIERT — 1N EHXHE, ZXEER CHAP B9I0IEHFERRE QoS RIEX =fEREHIITER, ARG,
GBI eE = F Hstorage classS¥EX BEF A HEPEFHEEFMESE 10Ps,
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version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: "<svip>:3260"
TenantName: "<tenant>"
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

nf2: BEEEIMAHIIREIIZFNEIHRMEMEEEE solidfire-san
IR 2R T B R E IR IHE X X4 LUK 5 | X LY StorageClasses,

&R, Trident= R M LRRE S FIEIFREFELUN. AT HERI. FHERER B LIRITRE NE M EINH
MBEE XITFE

A TEERNRAEREXXGH. NFAEEFEBIRE THEMRIME. FHRFHIRE type MR, EPHE—T
Ei&ﬁ?i)‘( ‘storage. TR, REEFMEEZISERCHRE. MELEFELZEBESE THIKRENAIA

version: 1

storageDriverName: solidfire-san

Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: "<svip>:3260"

TenantName: "<tenant>"
UseCHAP: true
Types:
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- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000
type: Silver
labels:
store: solidfire
k8scluster: dev-1l-cluster
region: us-east-1
storage:
- labels:
performance: gold
cost: '4'
zone: us-east-la
type: Gold
- labels:
performance: silver
cost: '3"
zone: us-east-1b
type: Silver
- labels:
performance: bronze
cost: '2'
zone: us-east-1lc
type: Bronze
- labels:
performance: silver
cost: '1'
zone: us-east-1d

LI FStorageClassiE X 5| AT EiREI, 81d parameters.selector FE&. &~ StorageClass#iS AR HT
RESNEMN, EREEEEMMPFEXENHH.

85— StorageClass(solidfire-gold-four)FMHFEIE—PEMM. XEW——NMEETEEERM
Volume Type QoS. Ex/g—-~StorageClass(solidfire-silver)=AREMARHEEEEEENTFE
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Ao TridentREREEZM N EIN. HHARBEEFEEK,
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apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-gold-four

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=gold; cost=4"

fsType: "ext4d"

apiVersion:

storage.k8s.io/vl1

kind: StorageClass

metadata:

name: solidfire-silver-three

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=silver; cost=3"

fsType: "ext4d"

apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-bronze-two

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=bronze; cost=2"

fsType: "ext4d"

apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-silver-one

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=silver; cost=1"

fsType: "extd"

apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-silver

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=silver"

fsType: "ext4d"
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THREZES
. "EihAA"

ONTAP SANIRGHIEE

ONTAP SANIREHFIZE R IR

T #RUN{A{EFI ONTAPHICloud Volumes ONTAP SANIRGHFZF AR E ONTAPG i,

ONTAP SANIRGIEFIFMER

TridentigHt 7 LA FSANTFHEIREHIZF R S ONTAPEEFHITIB(E . IFMIRRIRNNEIE: ReadWriteOnce
(RWO). ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

Konizre Y BRI SEFHIRIEET RN HRR
ontap-san BFFC Hm Rwo. ROX. rwx. RWO XXHZ#%; [RIGHRISHE
AYiSCSI P
SCsl
(Trident
24 107 E9$%
ARFNL)
ontap-san BEFFC XHRG Rwo. RWO1. xfs. ext3. ext4d
AYISCSI
Scsi RoxFIrwxEX R A EE
(Trident L AR Ao
24 107PRYHL
ARFLE)
ontap-san NVMe/TCP R Rwo. ROX. rwx. RWO XIXHZ#%; [RIGHRISE
P
y=Edd
NVMe/TCP
HEMFR
£,
ontap-san NVMe/TCP  xx##%; Rwo. RWO1. xfs. ext3. ext4
BEEI RoxFlrwxEX R A LR
NVMe/TCP A TFTARAIA,
HEMER
£,
ontap-san-economy iISCSI R Rwo. ROX. rwx. RWO IXHZRZ; [RIAHRILEHE
P
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IRehiERs i HIER ZFEFRYIAIEIRTC SR H RS
ontap-san-economy iSCSI XH 7RG Rwo. RWO1. xfs. ext3. ext4

RoxFIrwxIEX 4 RAEBIR
X TFARAH,

* DBFYUKAMEERETETNERA T A "ontap-san-economy "S5z 3 FHJONTAPE R,

@ * “ontap-nas-economy X Hk A MEFE A 1T EFNITE T B “ontap-san-economy’ J& AKX
ShIEFE BT A" 2 35 ONTAPE RS " A,

* NRETHEELHIRFRIP. KEMEXZohE. 1571 H ontap-nas-economyo

RFR

TridentiZ LAIONTAPESVMEIR R F 131517, BEEAEE AR vsadmin HsvMAR. &M "admin &
EHHRAENEMZFMEBR, X Famazon FSx for NetApp ONTAPSRE. TridentN{ERAEEIRAF
‘vsadmin B sVMAF LLONTAPESVME IR R BH1E1T. HEFEAEBERACHNEMBINAFR BT
‘fsxadmine Itk ‘fsxadmin' R ReEERMBAEHEERAF,

WREF limitAggregateUsage' &8, MIEEEEHEIERNPRE, KFAmazon FSx for NetApp
@ ONTAP5S TridentsE & BT, limitAggregateUsage SERERT "vsadmin'F “fsxadmin' B
P MRIEELSE, REREREK,

RIATUEONTAPHEIE— N LU H = mIRsiEF AN REIM Fai A e, BR1IAEINXHEM. KZEHH
hZsBY Trident A2 AEEEEENEM APl , MMTEALRTERWES S HE

NVMe/TCPHYELft;E EHIN
TridentE A A FIRSIIEF ZHFIEZ K MERF PR (NVMe) 1Y ontap-san:

« IPv6
* NVMeBRIREBIFErZ

* FAENVMeH A\

* S A ETrident/MBEIERINVMeE. LUETridenta] LABIEH & 6p FHA
* NVMeZsHl1 %813

* IEBHIFIER XHFIK8sTI (24.06)

TridentR 245

* DH-HMAC-CHAP. HINVMeZs#liR it +F
* IR EMRGIFERF (Device maper. DM)ZE&E
s FHITTINE
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& B FEONTAP SANIEHIZF R E S
T fR{EFHONTAP SANIXEHFEFECE ONTAP /SR E R & {9 10 IEIEIN,

2K
MNFFRBONTAPGH. TridentEXRZE/DHSVMBEE—TERSE,

BieE, BETLUETENRER, HelEERER— N IRohiZFNFES, 5190, SILUECE san-dev #H
IRSHIZFHIZEFER “ontap-san-economy IREIFEFHY “san-default 3 “ontap-sane

FrEKubernetes TET SN MLIEEYMISCSITH, EXFAEE. BEN "EETETS",
FTONTAP/Gim#1T B3 I8E
Tridentt2 & T FFHTONTAP G 1T S A I IFAIE R,

* Credential Based : EBFTHEMNIER ONTAP R BMEE, BIVERTMEXNEZLERAE. H
‘admin’ZX. “vsadmin' RS ONTAPRR A SR AT A M.

* BRI Trident® /] UEAGHTENIEBSONTAPEE#HITRRG, 1A, BHENNAEEE FiRiE
B, HIAFAME CAEPH Base64 4wiSE (WMRER) Ei0 .

TR UEHRINE RiR. WEEETFERENGENETERNAGEZEBE, BR. —RIZF—HSHIIES
o BUMEIEMBHIIESE. SHMEHEETRRFRIRE 7775,

@ NREZ AR R TIEIIER . WERIZERRK. HER—FHER. BHEEXPiRM
T BB RIIETS Eo

BHREETFERENS DI

Trident B ESVMSEE/EESTEMNEIE G ERT BESONTAPGIHH#HITEE, BIVERINENTIENX AT, W
admin 3 “vsadmino XIERLUIBRERFONTAPIRANIERFESR M. XA RIEES AT ARK TridenthrZs
EFERNINEEAPI, FILEIERBEENXZEERABHIEERB T Trident. BRI,

[EimE X B0 TR -

60



YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",

"username": "vsadmin",
"password": "password"

HAR, BRENXEERUAXNARAFENE—ME, IR IRGE, AFR / B35 EA Base64 HITHRIDH
Ff# 7 Kubernetes ZH, RIEREHEHEM —FE TMEENTE, Alit, XE—T{XHEERHITHIRE
, H Kubernetes S 17 EI2 G H1T.
BRETFIEPNHHIEIE
MM EN G LUERIERHS ONTAP EiRi#{TEE. BREXEE=12%,

* clientCertificate : B iHiFHH Baseb4 fRi5{E,

* clientPrivateKey : XEXFAHRY Base64 4RAL{E,

* trustedCACertifate . Z{51E CA iEHHY Base64 i3 {E, WMRFEHAFES CA, MATIREILSE, WMRFEE
FAA]{= CA, MeJLLZBRILISE,

HANTEREEU TSR,

p

1. £ EFHIEBMER, £KHY, 2 AE (CommonName , CN) REBANEFENZMHILIERN ONTAP
R

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"
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2. FEl{E CAIEHAINE ONTAP &8, ItiRArIseERFHEEERAMIE, WRKEHAEE CA, WA,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. 7Z ONTAP S8 L ZEZFIRIEBMNER (MTE 1 F18) -

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. HINONTAPLZ £ ERABLIF cert BHWIEH %,

security login create -user-or-group-name admin -application ontapi
—authentication-method cert
security login create -user-or-group-name admin -application http

—authentication-method cert

S. FERAEMANERIXSMIIE, & <SVM EIE LIF> 1 <SVM &iF > B AEIE LIF IP #1 ONTAP &K,

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
-—cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vifiler="<vserver-name>"><vserver-get></vserver-get></netapp>"'

6. f£F Base64 XIEH, HEAMAIE CAIEB#HITHRID,

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base64

7. ERAMN E—TRENVELIRER.
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cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

femsmmmmmm== R fes==s=ssssscscscssossssssssssssss=sa==
from e fr e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

I S e e e e e
e fremmmeme== iF

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 0 |

fessmmmmeme== frememesessess==== fessssssssssssesessaososssssssssss o=
f=mm==== fememema== +

E SIS A BRI E

TR AEHIE Rin U ERE S DI SAR R RE TR, XMMANENER: ERAF R / BhERIEiRA L
EHRAERIES; ERIEBNERIUERAETRFR / BENER. Ak, SRFTRERIRE S IIIEREH

ANFTEI S R IIUETT 7o

7

REERAEESHERITESHNENGIR. jsonX# tridentctl backend updates
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

R, FREEERAIICTE ONTAP EEMAFPNENL, ARHTERER. BRIEH
, AIAAPARMZMNMER. 25, BREERUERFIESR, ARSI ONTAP SEF kR
IRIEH,

EERASTRNERIRENIAR, AR EZRENEEER. BiREEMMRINFR T Tridenta] L
50ONTAPEIHBEFHAMER K EIR(E,

HTridentt)ZZEE X ONTAPHE

&AL B EPrivilegesiREHIONTAPEE A . XEFEMANFEHAONTAPEIR A A BETridentHHITIRIE, IR
ETridentFiREEEFEERAF B, WTridentEERELIZENONTAPEE A ERNITIRE,

BXREIBTridentBEEX ABIIFAESE. BEW TridentBEX ABEMZE"S
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{EFHONTAPS < 1TRE
1. FRUTHSSOIEHRAR:

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm name\>

2. ATridentBFEIEARZ:

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_name\> -comment "user description"

3. BABMHNIIAR,:

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

f£F8 System Manager
TEONTAPAZEEEFHITU T E:

1. IREEXAE:
a. BEEEHLICIEEEXAT, FiERFE Cluster > Settings*,
g)ETSVMQ&nUﬁULQEXﬁ@\ 151%1R*12%> Storage VM required svM>>EE>FHF A
b. %&#Z*F P A B AR ET KB (—)o
C. B IR R
d EXABRMN, SASHTE Save*s
2. ¥ A EMESE Trident user: +7E*Users and Roles*TE EHITIU TS E:
a. AP TEEZERMERTR+
b. EEFRENAFR, RABE MR I rouseriEFE—M A,
C. BEHE*RE",

ﬁ;&ﬁém'fnlu\\ 1ﬁ L/{_FF-_'E
* "FHTFEEONTAPHEEXAR"K"EXBEXAE"
* “ERABMAR,"
fEFINE CHAP Xt EE#H1TH {10
Tridentjl«(@ﬁﬁ*ﬂ ontap-san-economy  RENFEFAIWNECHAPKT i SCSIRIEHITHMPIIE " ontap-sano

XEBEEHREXPEAL useCHAP ET, BN “true, Trident%’l%SVME’\J%jtikFEjﬁzf"zzéEEE%%
WEICHAP, HigERmXGFNAR ZMEH, NetApp BIEANMA CHAP XERHI TR INIE. ESMLL
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TECERA:

version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svm: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkeslIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

@ ‘useCHAP 28— N R/RIE. HEEitE— K. BINBERT, BEHEEN false » BHIGE
Htrue 5, TEEEHIGEN false o

2T 29, chapInitiatorSecret chapTargetUsername [GIRENXFIE “useCHAP=true WAME
& . “chapTargetInitiatorSecret # ‘chapUsername FE&, FRIERwE, rILUIBTIEITREN
XLEEREH Ctridentctl updateo

TEREE
WRBEIZE "useCHAP Atrue. NIEHEEIR SIS R TridenttEFiE/GIRECECHAP, EFREHE:

* £ SVM LigE CHAP :

° INRSVMBIENINBBiEF T2 X B finone FRAINRE) ISR ERBEABRILUN. N Trident=FEIAR
SXRAIGEN cuap. HUEFCECHAPEMER UKk BinH P 2%,

° YNERSVMEELUN. NITrident AR 2TELLSVM_EEBCHAP, XiERIHRITSVM_EBFEEAILUNAYA R R
SR,

* BCE CHAP BaniZiFr AR BArAF A MEE; AAE/aiREcE TEEXEERN (M LEFRR) .

SliEEIRGE. Trident26IEMERNABY “tridentbackend CRDHIECHAPZZ RSN B - & 771i% IKubbernetes
B3, TridentfE Lt EiH AR PV, 5@ 12 CHAPSH T EE,

RHEIEA B ER

TR OB B P HICHAPE SR EFH CHAPEYR backend. json. XEBEHCHAPZIGHEF
“tridentctl update' #p % R BUIXLEE L,

@ FHEIRACHAPZE AT, HAERA tridentctl BEF/RiR. 1E77:@iICLI/RAID ONTAP UIEHTE
EER FIER. FAATridentiSTEESXLETE K,

66



cat backend-san.json

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",

"svm": "ontap iscsi svm",

"useCHAP": true,

"username": "vsadmin",

"password": "password",
"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

- e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

o Fom e
- o +

| ontap san chap | ontap-san | aad458f3b-ad2d-4378-8a33-1a472ffbeb5c |
online | T

e —— e — e e ettt
t——— R +

NAEERAIREIRN; WRTridenttESVM EEMFTIE, XEERRURERFENINS. MERFERENRR
R, MEEERBRSRNENRS. HAHEMERIBN PV RSHE(EREMENERE.

ONTAP SANED & 1EINAN =1

T BRAN{AITE TridentZ A AIZZFEFAONTAP SANIREHTER . AT iR T IS/t
Zl|StorageClassestY/GimAC & R FIFIIEME B

[EUHEC B TN

BXEIHECEED, HEI TR

28 iER BRIA

version YRR 1
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28

=

storageDrive
rName

backendName

managementLTI
F

datalLlIF

svm

useCHAP

chapInitiato
rSecret

labels

chapTargetlIn
itiatorSecre
t

chapUsername

chapTargetUs
ername

clientCertif
icate

clientPrivat
eKey

trustedCACer
tificate
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WiER
FEREDAE B R AR

BE X B2 FEa i

SR SVMEBELIFMIPHINt, AILEERSEE

#A(FQDN), #NRTrident2{EAIPVOIRERERN. Nw]

LUSE AERIPveiitt, IPvettit A AIES

g

[28e8 d9fb:a825:b7bf:69a8:d02f:9e7b:3555
o BXETEEMetroClustert/HHIE R, BFS M [mec-

besﬂo

i LIF B9 IP ik, SNRTrident2EAIPVOITE R
By, MBI LUSE NERIPveittit, IPveitiit A A S+E
SEX, 40
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555
lo *FFEFEISCSI, *TridentEA"ONTAP & 45 LUNBR
SR I ZRERIEFIERNICI LUN, WNSRBHE
M. MESERESL datallF. *EB&MetroCluster, *iE
£ Jl[mce-best]o

E{FE M Storage Virtual Machine *& B&for
MetroCluster, *i5& Id[mcc-best]s

{EFCHAPFiISCSIFYONTAP SANIREHIZF#HITE 118
HE[f/R{E]. BIZE N true. LUETridentAZE M
BICHAPH S H B{ERIRFLAESVMAIZIA B 9 I8IIE,
BXEFMEE. BN "EEFEHONTAP SANIRGIIZ
FERERR" o

CHAP Bt % H. WRFTE. NAHFEM
useCHAP=true
ENBAFEN—HER JSON EARIIRE

CHAP B BoiiEF%EH. WRFE

useCHAP=true

< WA RBFED

NEBARP#Z, NRFE. MANFED useCHAP=true

BirAFR, NRFE. NAKNEIN useCHAP=true

E P IRIEHH Base64 fwiZ{E. ATFETIEBNEHE
IE

EFihE FAZ$AR Base64 wiDE, ATETIERHNE
(e

Z{S1E CAIEFHY Baseb4 4bE{E, Plik. ATFETIE
BRI INIE,

EININ

ontap—nass
economy ontap-nas-
ontap-san
ontap-san-economy

IXSHIERF B #R+"_"+ dataLIF

"10.0.0.1", "2001 : 1234 :
abcd @ : . fefe]"

ontap—-nas-

flexgroups

HSVMIR4E

NRIEE TSVM. MIRAE LS

managementLIF

false
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28

=

username
password

svm

storagePrefi
X

aggregate

limitAggrega
teUsage

limitVolumeS
ize

lunsPerFlexv
ol

debugTraceFl
ags

35 BH EININ

5ONTAP &EBHBEFRENAFR 2. ATETEENS ™

B I8IE,

5ONTAP &£EHBEFTRENERE, ATETERENSG ™

I8k,

ZE{FFM Storage Virtual Machine NRIEE TSVM. MIRELES K
managementLIF

£ SVM FRECEFHENERNRIR. TEAHGEN. E trident

B S, ERECIZ— TG,

ERENRE (AhE; IRKETRSES, NWHIEH
HER% SVM ) o FTF “ontap-nas-flexgroup JREHFE
. LGRS 288, MNERKRSE. N o] UERER
AR A FRALEFlexGroup®,

AESVMAREHRERE. ZRaF
ETridenth HEhEHR. HEEHIE
SVM. MEEEHBoNTridentiTHl2s,
ETridentPEEE THERSUERES
f&. IR ZBEEMREZHSVM.
MERHSVMEB ST, BRI ETrident
TR PERTS. BRITBREEN
ASVMEMERE. HEZESIBMIFR.
LU [ i R & BE o

®

MRFEAEBIIESLE, WEREEAK. MREFRN "™ EHAER TARHILHE)
ZAmazon FSx for NetApp ONTAP/Gi, iE7IIEE

limitAggregateUsageo EftEIF] vsadmin' 7EE
FERTridenttRRESFERBRHMEHFITIREIFTEN

“fsxadmin AR,

NRBROENBIME. WEEERK. LI Es ™
REIEALUNEENERI AN LR,

B FlexVol BRI A LUN #&, #7517 50 , 200 SEE
N

HPEHIBRN EERMERITS. FIg0. BRIEFIEEHTT null
HIEHHBEIFAE EEE. SNFA=ER {"api
. false. "METHO": true} »

(BRIAER A SRHISEHE)
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28 WiER BRIA

useREST BFEH ONTAP REST API HY#R/REE, true I FONTAP 9.151HES 2=
useREST IRB NI “true, TridentfEFEONTAP , SN falseo

REST API5GImB(E, RENE false, TridentfE
FIONTAP ZAPI AR S EimBE. LtINgERERE
FAONTAP 9.11. 1R EBiEhitads, Lthoh. EFRRONTAPE
RABXMBERGAE ontap MAER. FEXHIFA
BRI LUK EX— vsadmin 3K cluster-admin o
MTrident 24.06kRFIZAPI. 1518 B S hRasFFi8. ERIAE
MTEFRRENN true; 8

useREST XA false LUfEFONTAP 9
*useREST ONTAPIE,

useREST e RTENVMe/TCPEXK,

sanType FATFAISCSI. nvme NVMe/TCPEETF L @EERN ‘iscsi HIR AT
“fcp SCSI (FC)iE#E “iscsio "FCP"(ETFFC
BYSCSI)ETrident 24.10hR A B9 — I AR B IhEE
formatOption _
s ‘formatOptions FIFIEEMRSHHLITS
. SENEHITRALN. BNAXLES
£
‘mkfs o Xff. EAIURBERIFIER LS. &
HRIEE Sk £ s op L IRIMAEMBINE %D, B
AEEIRERZ, 7ffl: "-E nobdiscard"

* ontap-san ‘ontap-san-economy X% $5F1IXEHFE
o *

limitVolumeP 7ELUS-SAN-Economy/giffEFIONTAPRAIERME "™ (FHAER TAEEISSHE)

oolSize AFlexVol A/,

denyNewvVolum [Rfl “ontap-san-economy' [l FHIFlexVol& L&
ePools BHLUN, N=FEHEEBNFlexVolEREMBIPV.

B X {FHformatOptionsHIiEiX
TridentiZ2iX LA T IEDERMNRE XA IE:

-E NODiscard:

* RE. FEZHEMKSHEEFREFREVEESRENHHRATEEEFME LRER). HATUFERAE

FRMEK". HFERTAEXHRS(xfs. ext3Hextd)o

BT EEENEIRECE XN
1R ATEEC B BB 9 R X LR TUE B FAIABCE defaults. BXRTHI, BEEHMUTEETRA
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28

=

spaceAllocat
ion

spaceReserve

snapshotPoli
cy

gosPolicy

adaptiveQosP
olicy

snapshotRese
rve

splitOnClone

encryption

luksEncrypti
on

securityStyl
e

tieringPolic
y

nameTemplate

SECE A

é ik
TEIFBIERLN; "T"(EE)H"E"(F) nn
EFEHB Snapshot KL nen

EHBIENE DA QoS HKE&H, EFSNEMEA /
[21%AY qosPolicy 8 adaptiveQosPolicy Z—, QoS
RERLAS TridentE S EFAFEEAONTAP 9™MBHES
hiads, SR EAIEHZQoSHREEAH. HIARILRERA D
SINBTFE IS E. HZQoSHEASIFIE LIEHR
HHBEM =05 LR,

ERRNENED B EIERN QoS HREA, EFEEINE ™
fig / I5i%BY qosPolicy 3 adaptiveQosPolicy Z—

ANRBIMENEB DL gNR 7" none". MJg"0"

snapshotPolicy. &BMA

n :‘Eii;"

BIETeER, MERXRIFDZME

£#1%E LB FANetAppBINZ(NVE); BRIAN falseo
EEALLEIN, HEEEE RIS NVE BiFrIH S
NVE , WMR7EGEHEETNAE. N7ETridentEEER
SIS BEANAE, BEXFAEE, 52

T "TridenttN{A 5SNVEFINAEEZ S1ER",

BRLUKSHII®E, B2 "EALInuxA—2H1%
E(LUKS)"s NVMe/TCPAR &R LR BUEMZE

MENRER

R

unix

ER"LT" "B R JTFONTAP 9.5 SVM-DRZ BBV ER

B. NXIRER"
AT eIZBEXERRIER.

TER—MEX T EIMERRA:
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version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: trident svm
username: admin
password: <password>
labels:
k8scluster: dev2
backend: dev2-sanbackend
storagePrefix: alternate-trident
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
qgosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default
snapshotReserve: '10'

M FERIREIEF L ENFIE®S ontap-san. Trident2MAFlexVolFIIMNFIN10%MBE. UR

@ ZALUNTTEHE. LUN BERBAFE PVC RIEKIIBIIA/NEITEE, Trident=R10%MZ EIR
INZEIFlexVolR(FEONTAPH 2R AR AR, AFPMEERIFFMERNABERE, tESUERIR
IE LUN TZARIERE, BRIEEZASFBTATE, XAIEHTF ontap-san-economy.

XFEXMGH snapshotReserve, Tridenti W FEAIRITEBHIA/:

Total volume size = [(PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

1. 12 Trident ABZLUNTTEIEM R FlexVolZMIMENNEY10%. *FF snapshotReserve=5%. PVCIEK=5
GiB. M#EH#Z2A/NAS5.79 GiB. AIAA/NNS.5 GiB, It “volume show 855 N B REMNTF LU TR AIRILEE

Aggregate State Size Available Used%

_pvc_89f1cl56_3801_4ded_979d_034d54c39514

online RW 18GB 5.88GB
_pvc_ed2ec6fe_3baa_4af6_996d_134adbbbBetd

online RW 5.79GB 5.50GB
_pvc_eB372153_9ad9_474a_951la_@Bael5elc@ba

online RW 1GB 511.8MB

3 entries were displayed.

Ba1, AR NENNEESERMITENE—T%
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RIRECE A

UTRAIERTRAZSHEHRBEABRANENESEE, XBEXE

(D MR FIEAmazon FSx on NetApp ONTAPS 44
Hhik,
ONTAP SAN/

X2 ERAEMIZEFHNEREE ontap-san.

version:

storageDriverName:
managementLIF:

svm:
labels:

k8scluster:
backend:

username:

password:

1
ontap-san
10.0.0.1

svm_iscsi

test-cluster-1
testclusterl-sanbackend
vsadmin

<password>

ONTAP SANZ 4RI

version:

storageDriverName:
managementLIF:

svm:
username:

password:

1. 31

svm

1
ontap-san—-economy
10.0.0.1
iscsi_eco
vsadmin
<password>

Y

Uty

fEA. Bil

1R

NS

mEER (R 77 5o

HTridentiEEDNSEZ R, MAZIP
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ERILECE RlR, LU SERRIRAYIEEF o ERERE X SVMEFIFIME",

BT EY)IEMYIE]. BERISESVYM nanagementLIF. F&ABE "datalLIF #1 "svm &%, %140

version: 1
storageDriverName: ontap-san
managementLIF: 192.168.1.66
username: vsadmin

password: password

E TR SR IIIERA

EUEARFRE RGP clientCertificate, clientPrivateKey. M trustedCACertificate(dl
REAZEECA, NAAE)DBIETE backend.json HEAbase64mIBMNE P imiEPE. T HAZHAEM
ZISECAIEBE,

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXROZXJIwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
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XA CHAP I

UTFRANECNE— N, H usecHAP BIEEN “trueo
ONTAP SAN CHAP: =l

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

ONTAP SANZZ £ CHAPI

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>
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NVMe/TCP= {5l

BN TRIEONTAPGIE ISVMEZENVMe, XENVMe/TCPRIE A GFIFEE,

version: 1

backendName: NVMeBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

Svm: Svm_nvme

username: vsadmin

password: password

sanType: nvme

useREST: true

fEFAnameTemplatefY /S iHEZ & =15

version: 1
storageDriverName: ontap-san
backendName: ontap-san-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults: {
"nameTemplate":
"{{.volume.Name}} {{.labels.cluster}} {{.volume.Namespace}} {{.volume.R
equestName} } "
by
"labels": {"cluster": "ClusterA", "PVC":
"{{.volume.Namespace}} {{.volume.RequestName}}"}
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formatOptions <code> ONTAP —san—</code>IXEhi2 % =l

version: 1
storageDriverName: ontap-san-economy
managementLIF: ''
svm: svml
username: ''
password: "!"
storagePrefix: whelk
debugTraceFlags:
method: true
api: true
defaults:
formatOptions: "-E nodiscard"

RE At S i {5

EXERAIEHEXXHR. 2AMEEEAZERERIAME. 90 spaceReserve. fEnone.
“spaceAllocation’ #Efalse#ll “encryption’ fEfalse, REIHIETFEEEB D HFHITE Mo

Trident&7E"Comments"FEE P BRETS, TBEFlexVol FIFE, EEER. Trident2IGEINH_FBFREHR
TEHZEFMES, NTHEEN. FHEEERTLUIGEAS N EICHIIAETE XFE,

ARG, HEE#HBSISEBCH. “spaceAllocation 1 “encryption {8, MR LETF#% “spaceReserve it
SEBEEHINME,
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ONTAP SAN/fI
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version: 1

storageDriverName: ontap-san

managementLIF: 10.0.0.1

svm: svm iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: 'false'
encryption: 'false'

gosPolicy: standard
labels:
store: san store
kubernetes-cluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '40000"
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
adaptiveQosPolicy: adaptive-extreme
- labels:
protection: silver
creditpoints: '20000'
zone: us_east 1b

defaults:
spaceAllocation: 'false'
encryption: 'true'

qosPolicy: premium
- labels:
protection: bronze
creditpoints: '5000'
zone: us_east lc
defaults:
spaceAllocation: 'true'

encryption: 'false'



ONTAP SANZZF MR

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm _iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: 'false'
encryption: 'false'
labels:

store: san_economy store
region: us_east 1
storage:
- labels:
app: oracledb
cost: '30'
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
- labels:
app: postgresdb
cost: '20"'
zone: us_east 1b
defaults:
spaceAllocation: 'false'
encryption: 'true'
- labels:
app: mysqgldb
cost: '10'
zone: us_east lc
defaults:
spaceAllocation: 'true'
encryption: 'false'
- labels:
department: legal
creditpoints: '5000'
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zone: us_east lc

defaults:
spaceAllocation: 'true'
encryption: 'false'

NVMe/TCP {5l

version: 1
storageDriverName: ontap-san
sanType: nvme
managementLIF: 10.0.0.1
Svm: nvme svm
username: vsadmin
password: <password>
useREST: true
defaults:
spaceAllocation: 'false'
encryption: 'true'
storage:
- labels:
app: testApp
cost: '20'
defaults:
spaceAllocation: 'false'

encryption: 'false'

5 EmSTE| StorageClasses

LU F StorageClassiE X &M [t fEimaid]. #@iZ "parameters.selector FE&. & StorageClass#= AR
RATFIEESHEMNM, SEEEEERMMAPENXENFH.

* protection-gold' StorageClassiGEIEISFmMAIE—NEMMM “ontap-san, XEW—IRHEEEIR
FEIA,
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* protection-not-gold StorageClassiGMETEIGHmAIIE —MBE=ZPTEMMA ontap-san.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

LSRRI RIFR A Zgolds

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

REX

* app-mysqldb StorageClassiGMEIEIFIHAIE = NEIM ontap-san-economy. X&Amysqgldb

RENN AR FRIEEFE NI ERIE—1,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysqgldb"

fsType: "ext4d"

* protection-silver-creditpoints-20k StorageClassiFMRETEIFIRME _NEMM ontap-

82

sano XEME—IRMHIRRIFFI20000 M RBYH,



apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* creditpoints-5k’StorageClassiFIRETEIFMAVE = NEIMM ontap-san MFHAYE I EIM

‘ontap-san-economy. XME——{EH=REFI50008YM Mo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

* my-test-app-sc StorageClassiMRETE] “testaPP IKEHIFERF “sanType: nvme PRI
‘ontap-san. XEM—HIMIEDI testAppo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: my-test-app-sc
provisioner: csi.trident.netapp.io
parameters:

selector: "app=testApp"

fsType: "ext4d"

TridentRREEEZM N EP. HHARBREFEEK,

ONTAP NASIRXGHIZRE

ONTAP NASIKohFEF LA

T BRAN{AI{E A ONTAPHICloud Volumes ONTAP NASIKENFE % Bt & ONTAP S o
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ONTAP NASIRGIEFIFME R

Tridentf2f 7 LA FNASTEEIKIIZ K S ONTAPE B #ITIBIS, IFMIRIRENEHE: ReadWriteOnce
(RWO). ReadOnlyMany(ROX). ReadWriteMany(rwx). ReadWriteOncePod(RWOP),

XohizRr Y EIRI ZFEFHIGRIET ZRHNXHRSR
ontap-nas NFS SMB XH 7S Rwo. ROX. rwx. RWO ™. nfs. smb
P

ontap-nas—-economy NFS SMB XH RS Rwo. ROX. rwx. RWO ™. nfs. smb
P

ontap-nas-flexgroup NFSSMB w#&R%: Rwo. ROX. rwx, RWO ", nfs. smb
P

* DEYKAMEFEREITETNER AT AR "ontap-san-economy™ "S5z 1 FHIONTAPE R,

@ * “ontap-nas-economy X Hk A 4 BEREIHEFNITE T B ontap-san-economy To A E A K
AR B A2 FFHIONTAP S PRI E R,

* MREFHFBELRIERP. REMREHBEIE. 1570 ontap-nas-economyo

FAFP R

TridentiZ LIONTAPZSVMEIE R Bz {T. BEFEREEAF vsadmin' i SVMARF. &£ "admin' BB
HEAGHNEMBZFIMNERF,

3t FAmazon FSx for NetApp ONTAPERE. TridentiEFREEFFF vsadmin BsvMA P LLONTAPE SVMEIE
RBE7ET. HAECEHEGHERACHNEMZIFNAFIEIT ~fsxadmin, Itk fsxadmin' AR ReEEREMERE
HEERAF,

WRMERA limitAggregateUsage £, MIFELEBFEIERNE, FAmazon FSx for NetApp
@ ONTAPS TridentE &R, “limitAggregateUsage' S# A& T “vsadmin'#1 “fsxadmin' AP
KA. MRIEELSE, REREREK.

SBIAP] LITEONTAPRRBIZ — I LI = iRk shiz FE B RIRFIIE BRI A e, BRI FRIGXF M. KRS
hRZSHY Trident B EAFTEZEHEM APl , MNTIEALZRSEEES S HiH.

EZEFONTAP NASIRGHIZFEC &[5k
T R{EFRONTAP NASIRGIZFECBEONTAPEIHIE KR, BHIIE RIS H FHg.

2K

* X FFRBEONTAPGHK. TridentEXREDHSVMABEE—TERSE,

* O LUEITE N RoER, HElEIEmER—PMIRIZEFEFEESE, fi0, EaUERE—MERRDIER
M GoldFEFM—MERIREHFEFBIBronze ontap-nas-economy "2 “ontap-nase

* FiBKubernetes TIETI m#IM ML EELHMINFST A, "HA " BXIEMER. EE N,
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* Trident{X 2 EIWindows T = _Liz{THIPodiISMB#E., BXIFMAEE. 15E N EEIESMBE

FTONTAP/GIHHITH (P IEIE
Trident2 2 T T ONTAP G IHH T B9 IIERIET .

s EFERE EEXFTEXNONTAPEIRER EBHNIR, BINEASTEXNZE2ERAEXBHKS. Fi0
‘admin'Z. “vsadmin' LR SONTAPhR AR ATZEER,

* BT IMEXFERERREFIER. Trident1 BESONTAPEE HITRIES, I, FREXDAEEE
FimiE$, ZEAMBIE CAIEHRY Base64 RiGE (MNIRFEA) (E o

ERILEMNA ER. UWEEETEENGZNETIEBNGEZEBEE, B2, —RNFHF—THIHRIES
Eo BUMEIEMB MG E. SN EHEETRRFRIRE 7575

@ NREZ AR R TIRIIER . WERIZERRK. HETR—FHER. BHEEXFPiREM
T EMBNIRIET .

BRETFRENSHEIE

Tridentfm ESVMSERE/EESEEMNEERMNEIES e SONTAPGIRHITIEE, BIERMENTIEXAE, Wl
admin B ‘vsadmin, XEFAILUHRSAKFONTAPIRARERBANM. XEMAAGES R FFARFK TridenthizZs
BEANINEEAPI, FILIBIBBEX REERABHFBEA T Trident. BREIGXFFL,

[EimE X B0 TR
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

IR, BREXEEEUANSERFENE—IE, IERRE, BFRR / BEEER Base6s #H1T4RIEH
76&79 Kubernetes 50, i / EMEHEM—FETHREENTE, Alt, XZ—IT{XHEERRITHIRE
, H Kubernetes S ZEEIERHIT-
BREFIEENS4HICIE
MMM ENGEHA LUERIERHS ONTAP Eifi#TEE. BREXEE=1EH,

* clientCertificate : B imIEHHY Base64 43 {E,

* clientPrivateKey : XExA$AH) Base64 Ri3{E,

* trustedCACertifate . Z{5E CA iEHH) Base64 fmiIE, INREHRES CA, MAtHttSE, MNREREE
FBrl{E CA, MBI ZEILIZE,

HANTEREFEUTIE,

p

1. £EREFPEIEPRA. £/, B2AE (Common Name, CN) iEBNEENSHIRIER ONTAP
BF.

86



openssl reqg -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. ]S CAIEHAINEI ONTAP &£58%, ItiRBrAIseEMFHERERNIE, MRKEREIE CA, WAL,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. 12 ONTAP S8 L REXFIRIEBMNER (MTE 1 718 -

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. HEIAONTAPR 2 ERABXF "cert BHRIET .

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>

security login create -user-or-group-name vsadmin -application http
—authentication-method cert -vserver <vserver-name>

5. FERAERANERNNEZHIF. & <SVM I8 LIF> F1 <SVM Z#F > B SR LIF IP 1 ONTAP £Z#F,
ARRLIFRYARSS SREGIRE /N default-data-managemento

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vifiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. £/ Base64 XIEH, HEAMAIE CAIEBHITHRIG,

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

7. ERAMNE—TRENVELIRER.



cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...O0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

Pommmmmmmmm== Fommmemcemmes=e== B e
Fommmmmoe e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

Fommmmmmmomo= S e e Fommmmmmmmesrrrrrrrre e reme s e mmm o
Fommmmme Pommmmmme= +

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

P e Fommmmememesesesese s s s s e eses
o= Fommmemm== +

T S IIE TS A BRI R

S EHMERERUEREMB MRS EFHNRIREER, XMMHANEER: FRAFR / ZRNEHRA UL
EMAERIES, ERIEBNERAIUERAETARS / BENGEIR. Alt. S40ERINE B9 1IER EH
ANFNBERIIESZE. AEEREESMERITEHNEN G jsonX Y tridentctl update backends

88



cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",

"storagePrefix": "myPrefix

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

Pommmmmmmmm== Fommmemcemmes=e== B e
Fommmmmoe e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

Fommmmmmmomo= S e e Fommmmmmmmesrrrrrrrre e reme s e mmm o
Fommmmme Pommmmmme= +

| NasBackend | ontap-nas | 98el9b74-aec7/-4a3d-8dcf-128e5033b214 |
online | 9 |

P e Fommmmememesesesese s s s s e eses
o= Fommmemm== +

WIRER, FHEIRRUMSE ONTAP LB MEN, AEHTEHRER. BIEHe
() LURRPRENS NS, 25, GREERLERIES, AEALUM ONTAP E2ERHIR
B,

BiERAIPEXNEIRENIAR, BARSHMEZREINGER, FinENAIIZRRTridentd] X
5 ONTAP G 5 H AR HKHIBR(Fo

HTridentBIZ2EEE X ONTAPAE

&) LARY 2 Privileges IR RAYONTAPEE A, XIFMANLEFRAONTAPEIER AR TridentPHITIRME, 1R
ETrident/iRECEFEEAF R, NTridentiF AT EIZRIONTAPE R A & RN TIRIE,

BXUETridentBEX BEINFAEE. BEN TridentBENX BEEME"S
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{EFHONTAPS < 1TRE
1. FRUTHSSOIEHRAR:

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. ATridentBFEIEARZ:

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3. BABMHNIIAR,:

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

f£F8 System Manager
TEONTAPAZEEEFHITU T E:
1. QB EXAE:
a. BEEEHLICIEEEXAT, FiERFE Cluster > Settings*,

g)ETSVMQ&nUﬁULQEXﬁ@\ 151%1R*12%> Storage VM required svM>>EE>FHF A
b. %&#Z*F P A B AR ET KB (—)o
C. B IR R
d EXABRMN, SASHTE Save*s
2. ¥ A EMESE Trident user: +7E*Users and Roles*TE EHITIU TS E:
a. AP TEEZERMERTR+
b. EEFRENAFR, RABE MR I rouseriEFE—M A,
C. BEHE*RE",

ﬁ;&ﬁém'fnlu\\ 1ﬁ L/{_FF-_IE

* "ATEEONTAPHEEXAB"H"EXBHEX AR
* ERABMAR"

EIE NFS SRS
TridentffE ANFST H SRERITHIX HECE SRR,

FERSHERET. TridentiZ2 T 7K
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* TridentA] UBHSEESHREAS; FHRFENT. FHREERATMIEE — N RTIEZIP#IRCIDR
RIK, Trident=E A BEIFXEEERNNERT RIPHRINEISHREER, &, MRKIEECIDR.
MEZXRBET R LREIRFE 25 CE 2 REIPERIE RN E T H RS R,

* FEEER A UFHEIR S HREARMAN. FRIFEEEREE T HFHRBRM. SN TridentifER
FRAIAS HERER

S EESHERR

@S Trident. FILIEISEIEONTAP/RIRIVR L RES, Xi¥, FHREERMAUANIIETR IP I5E AL
8], MARFHEXERAM. EXAEHTSHERBER, EARERBIBREFHTIEFMESEE. N
XIEG B F R F SR IA R R (R EEEHES B IPUTFEEEERMN TR R, MMZHEHnNE
S EE,

ERDNS SRR, 1577ER MR (Network Address Translation. NAT), fERENAT
() o, GREEHSSBESBMNATIL. MARKIRPEAME, ik, MBESHANAHTE
LR, MISIELiBIE,

fETrident 24.107. “ontap-nas' FERNIZFIFYE 5 RHARA—HE TIE; ONTAP NASIKZNFE
@ FR#ITEMEN, ETrident 24.10FF. 2H “ontap-nas-economy ZERsIiZFEEETEN
KT RE

]l

HIERR N ECEED,. FTER—MMaimE X R

version: 1

storageDriverName: ontap-nas-economy
backendName: ontap nas auto export
managementLIF: 192.168.0.135

svm: svml

username: vsadmin

password: password

autoExportCIDRs:

- 192.168.0.0/24

autoExportPolicy: true

@ EFALEIhAERY. EHABERSVMPNIRIZES B L tIENSHER. HFEB AT SCIDRIRA
SHEIN(GIINERINS HEFERR), 1ALBENetAppEINMRESLEK. BSVYMEHRF Tridents,

AT Z A BRI T AERY T(ERIEFH1THINER:

* autoExportPolicy BN true, XFT/RTrident2ASVMIIERLLEIHEENENERIE—FHE
B svml. FEAMIBRGIBIMNAYHRIMFAMIER autoexportCIDRs, EFEEZEI T AZA. WERFH
— N FHEE, R HERFNR LI ZEH#HITRABENIRE, FELAHRITRE. Trident=elE
;¢5¢5E0|DR1%¢@§%,§|PE’\JFE)%qtreeE%E’J%Hﬂ%ﬁﬁo XL Pt AR INEI R FlexVolfE B 1Y § H 2%
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° f5gn:
* [RIHUUID 403b5326/8482-40db-96d0-d83fb3f4daec
" autoExportPolicy HI&BN true
" EHEFISR trident
= pvc UUID a79bcf5f-7b6d-4a40-9876- e2551f159¢c1c

= & Jgsvm_pvc_a79bcf5f 7b6d_4a40 9876 e2551f159c1chiqtreeE FHIFlexVolplIlE— NS H
LK. AR AW gtreet|E— S H KL
trident pvc a79bcf5f 7b6d 4a40 9876 e2551f159clc HETrident EEIE
“trident-403b5326-8482-40db96d0-d83fb3f4daec — MR NME FHHKER
“trident empty. FlexVolFHHREGHIFINIKE BatreeFHRIEP B ENEMMNTEE, =FH
RIS HFIE RN EEEFER,

* “autoExportCIDRs B &#HRY R, EFEENRLAFE:, BAIAS "0.0.0.0/0, ": : /0", TARKEN.
NMTrident=FRINTER R ARV TET R _ B3R FIBIFRE £ B5e E it

LRI, 192.168.0.0/24 AT HIULTE, XRTEFUIHISEEIE A HFHRANKuEN T RIPER
MEITrident NS HEREF, HTrident’FAHEITIZINENT R, EFCTRZT R IptuE, HiREH
IREAHIIER I EHITIEE autoExportCIDRs. AMEY, EMIZIPZIGE, TrdentiE AELZHREINT RHE

P imIPEE S SR BN,

oI R SRS NEIREHR autoExportPolicy 'l “autoExportCIDRs. &R]LINBEEHERNGiHHT
INFTEY CIDR , e UMIBRIIERY CIDR o fiB& CIDR BHES /NG, LUARIEEERASE, EHaI ik
FEIHZAE autoExportPolicy. HELIRFIFoIEIENFHIR, XFEEGIKICETIKE "exportPolicy’ &

o

FETridentplEZEFEHE. &l LUMERAIENR tridentbackend CRDE/GUR “tridentctl:

92



./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24
autoExportPolicy: true
backendName: ontap nas auto export
chapInitiatorSecret: ""
chapTargetInitiatorSecret: ""
chapTargetUsername: ""
chapUsername: ""
datalLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>
fileSystemType: extd

BT RS, Trident2EFE S H R UBIIRSIZT S MAYGRIFN, @it NZE SRS SR bRt
TRIP. Tridenta]fHIEEEER. FRIEEEDIHT RESFEALLIP,
NFUURIFENGE. FERAEHGH tridentctl update backend B R TridentHSH EIE S HFEK, XFSIRE

FRCEM M TFHREE. HURRKRIUUIDMgtreeR MR, [Fin ERISEEHA BEHERERMEIRZ
A9 SREK

(D MErEA B EES HREH SRR RS RIS LR, NREMEIEGR, WSKEMR
PR, HEVEHBITH R,

SNRER 7 IESH I RRYIPHENE, MATTELL T = EEFBTTrident Podo #A/S. Tridenti BT H EIERFIHAY
SR, LURBRILIPER,

HEEHECESMBE
REHEEES. BIeERIFIERFEESMBS ontap-naso

(D ERARIESVM _ERIBY AL ENFSHISMB/CCIFSTMY. 7 BEAARIEBONTAPEIE "ontap-nas-
economy ' SMB%, MRKEABEHPE—NMN. NEAERRE SMBEEIERF KK,

@ “autoExportPolicy' SMB& AR 43,

Fazal
FECESMBEZAI. EIURE LT 5+,
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* — P Kubernetes&2f. EFREE—MLinuxiThlgs T 2 UREL—1METTWindows Server 202289Windows T
T 5. TridentXZ3FHEEEH BIWindows ™ s _EIiEZ{THIPodBISMB#,

* E/b—/ 8 &Active DirectoryE3EM TridentZ i, £ ZH smbcreds:

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* BEEE AWindowsARSZHICSIHIIE, BAELE csi-proxy, 1BZR"GitHub: CSHTIE"D T fi#7EWindows LiEiT
MIKubornetes"GitHub: &R FWindowsBICSHYIE" Y5 5,

p
1. S FREBONTAP. &R LUEIZFCIEZSMBHE. WATLUEE TridentH G EIE— M=,

@ Amazon FSx for ONTAPEESMBHE,

e LB U T RMA N2 —RIESMBEIERHZ: A" "Microsoft EIRIZH| & " HEX MR ER R THE
FAONTAPEs 1T E. EEAONTAP a3 1T EEIESMBHE. BHITLUUTHRE:
a. AEKE, AHELIBERRZEM.

‘vserver cifs share create‘ﬁ%ﬁ&ﬁﬂ@%?‘;,ﬁ\mﬂ*ﬁﬁ—

pathiEIMAIEENRKF, NRIBEREAETE, WHmSREK,
b. B 5IEESVMEELHSMBHEE

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C WIIRREIRHEE:

vserver cifs share show -share-name share name

(D) mxsmyaEs. #s0002 SuB 2,

2. g EmE. MAECE UL TRAUIEESMBE, BXFTEFSx for ONTAPRIREEIEIMME R, 155" &
FONTAP BIFSXBL & EIAN ="
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WTridentB|ESMBHEZRIZFR, FE. BAILUES
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FSx for ONTAP/Sim AWEIN. REERNZ,

nasType AR E N smb IR AT, MERIAA nfso smb

securityStyle MENZ2ER, JWFSMBE, HIIEE N ntfs®  “nifs'Z ‘mixed SMB%
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ETridentPEEE THRERSURES
G MMRFZBESEMZHBEHSVM,
MEHIFSVMEB AR, [EimiEETrident
TN PERTS, BRITEREEN
ASVMEMRE. HEBLE MR,
LU fEin R E B

®

MREAEBILB DL, WEREXW, * FERTE ™

HF ONTAP #Y Amazon FSx *

"ORE

(BRIAER S A SRHISEHE)



28

FlexgroupGroup
GroupRegateList

limitVolumeS
ize

debugTraceFl
ags

nasType

nfsMountOpti
ons

gtreesPerFle
xvol

smbShare

WiER EININ

EREMNREYIR(ANE, NREBIKE. WHIEHED
fC4ASVM), S ECLASVMINFRE B &1 T
BFlexGroupt, ¥ ONTAP—NAS—FlexGroup
— StorageIRohiZF.

ESVMAEFHREIIRRE. HIFRE
ETridenth BhE#. AEEA
SVM. MZEZEEHFahTridentiTHIZs,
ETridentPEEERERGVIRURES

(D) & ORBATIEREHZWBHSIM,
M7EHIHSVMB AR, FiRIEETrident
T RHFERTS. BRIBERETIRE
MASVMEMERETR., EBHEIP
IBR. LUEESim R S B o

WMRIBEBRPERNEBIIE. WEEXK, ItIh Fx " FRIANER T AREIEH)
FRHIE AatreesBIBMERNA/N LR, FHIE

“gtreesPerFlexvol EI 7t ¥F B E X & FlexVol

MgtreesBI R A Z,

HISHIRRN B EANIEIRAT S, F190. BRIEEER#HTT
HIEHRRHREIFANASEME. SUWFA=ER {"api"
. false. "METHOQ": true} debugTraceFlagso

BOENFSTSMB&ERI#E, AN nfs. 'smb'E _J?,nullo nfs
ZHABRT. BRERNTRBNFSERERNT

NFSEZIETRNE S DIRTIR. BEIEFHELRTR
7IKubnetes- Kk AtE BIEEHEHIEI. BIIREFMHESR
FRRIEEEHIAI. N TridentiF EIR 2R FMEEH
FEEXMAPIEERNERET, MRTFERNEEXH
RRIEEEHIAT. NTrident AR RERBKAIKA LS

H}

J:ix%ff’cﬁ?i%zﬁilﬁ
1 FlexVol B8 K qtree ¥, #Z7E 50 , 300 SEE 200"
N

BRI LEE L TE 2z —: [EHAMicrosoft HIB#EH|S  smb-share
FONTAPERLTTRECIENSMBHEEM R, A&

W Trident8)EBSMBHEZMBZFR;, E. EAILIESEK
BEPBhIEE#ITEREZIANE, WFRIP

ONTAP. ItEB#ZEREMN, IttESEITFAmazon FSx

for ONTAP/Sim WA, EE
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limitVolumeP
oolSize

denyNewVolum
ePools

WiER

FF{EHE ONTAP REST APl I E/RE%, useREST'
BN true, TridentEAONTAP RESTAPISE
IE(E,; RENBY false, TridentffEFIONTAP ZAPI
PASEIHEE. WIHEEEEFRAONTAP 9.11.1KE
ShRAN, IbIh. [EEONTAPERAG®MNTIERGAE
ontap MR, MEXNHMABERLUHEX—
vsadmin B3 cluster-admin o MTrident 24.065K
MZAPL 151 ESREFFIA. RINBERTRIREN
true; B useREST BXA “false LUFFHHONTAP 9
“useREST ONTAPIE,

TEqtree-NAS ONTAPL B [T im{E A gtreesAY Al 353K
VB AFlexVol K/)\o

PR “ontap-nas-economy [5imBIiEFAIFlexVol& LI E
EHqgtrees, N=fFEAEEHIFlexVolECEFHAIPV.

BT EEENEIRECE XM
1R ATEEC B 2R 93 R X LR TUE B FAIARCE defaults. BRI, BEEMUTEETRG.

EININ

true I FONTAP 9.151HES 2=

’ lz:l:)n\u falseo

" BRIANER TR SEE)

S8 i BR RN
spaceAllocat qtreesfY=S|E] 53 AC "IER"
ion
spaceReserve ZTEIMBEREI,; "L"(¥5E)H"E"(E) "I
snapshotPoli E{FMHY Snapshot K& "I
cy
gosPolicy ZHRIBINEDECRY QoS HKE&A, EEEIEMEM/ ™
[5i%89 qosPolicy I adaptiveQosPolicy Z—
adaptiveQosP ENGIEMNEIEHIBIEN QoS KA, EESIF
olicy it / [5i%AY qosPolicy 3 adaptiveQosPolicy Z—,
A% ontap-nas-economy.
snapshotRese NREBIENEESLL AR F"none". NIA"0"
rve snapshotPolicy. ZHA"
splitOnClone BIETMERN, MERXKIFDZ7E "EEIR"
encryption T34 E B FANetAppBINIZR(NVE); BRIAN falseo IR
EfFERAILE, HIEEE 3RS NVE BNiFeIHEH
NVE . SIRERIHBHETNAE. METridentFEERY
EAEEEBEANAE. BXIFHAER, FESH
: "TridentdIfAI SNVEFINAEEZ S 1EMA"S
tieringPolic fER"L"HNEEKEE FFFONTAP 9.5 SVM-DRZ HifVED
y B. A"{IRE"
unixPermissi ¥ERRT "TT7T"RANFSE; T(RER)E
ons T~SMB%E
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28 WiER BRIA

snapshotDir 1FHIXBRAVIFIAE . snapshot JFFNFSv4. A"TRUE"; X
FNFSv3. 7g"false"

exportPolicy EFERAMNSHERER default

securityStyl HFEHNTEIRI. NFSXHEF ‘mixed # "unix Z£1% NFSERIAMEN unix. SMBERIAESN

S J_:ﬁo SMBi;% ‘mixed‘_ﬂ] ‘ntfs‘§§$§ﬁo ntfso

nameTemplate MATEIEBENXERIRIER,

B QoSHEEH 5 TridentE S EFAEEMEAONTAP 9™ EBA, BRI EAIFHLZQoSHER
(D) A *BRIEEEASINBTE NS S, HEQoSEBARNAELFHHNAE BT
R,

SECE T
TER—TMEX T ERIMERRA:

version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:
k8scluster: devl
backend: devl-nasbackend
svm: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: premium
exportPolicy: myk8scluster
snapshotPolicy: default
snapshotReserve: '10'

3FF ontap-nas M ‘ontap-nas-flexgroups, Trident¥l7EFERAIMBITRE G ERBERE
FisnapshotReserve & 73 Lt MpvcIEFEIAEEFlexVolBI K/ HAFIEKPVCE. Trident=fERHITE A EEIEZA
BEEZTEINRIGFlexVol, LitERIHRAFTE PVC RIREIFMERIAI B8], mAe/NFmEkRmN=IE, 7
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v21.07 281, IRAAIERPVC (M, 5GiB) , B snapshotReserve 3 50% , MIALRIKIS 2.5 GiB
MR E=E, XERNBFRIBERNEENE. HH snapshotReserve @HEPN—1MESD L, ETrident
21.07H, APBRPEAIETE. TridentFIZMFEN “snapshotReserve ABNEMNEDLL. XFi
BF ontap-nas-economy. BEEILITFRHILLT EETERIE:

(o

HEGENT:

Total volume size = (PVC requested size) / (1 - (snapshotReserve
percentage) / 100)

3FF snapshotReserve = 50% , PVC 153K =5GiB , £2K/\A 2/.5=10GiB , AJAK/\A 5GIB , XEAF
7E PVC iERAIERAIA/N It volume show 88 M BREMF LU FRGIFNLE

Vserver Volume tat Size Available Used%

online AW 18GB

_pvc_eB372153_9ad9_474a_95la_@8ael5elc@ba
online RW 1GB

2 entries were displayed.

SRR ENIE G EA R TridentBI 1REB_EXFARERE S, WFEARZAICIENE, BRIAREENK/N,
LUEME BTN, a0, FEAKEMAHI2GIB PVC “snapshotReserve=50' 2 S &R 1GBH A B
Bl 580, ¥EKIEER 3GIB A AN AEFE— 6 GiB £ LiEft 3GiB 5= El,

IRECERA
UTRAIZRTRBAZSHEHRBANBRANENESELE, XBEXEHRNRESTT .

@ WRTEFRA Trident B9 NetApp ONTAP 1 Amazon FSx , 2 LIF 5% DNS &%k, W+
2 1P ik,

ONTAP NASZZF R

version: 1

storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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ONTAP NAS FlexGroup:Rfjl

version: 1

storageDriverName:

ontap—-nas-flexgroup

managementLIF: 10.0.0.1

dataLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password

MetroCluster; 5|

TR URRERY, LUBREREYRMTIEEFhERGiHE X "SVME HlF]

ERITIEY)EMYIE]. BERIEESVYM nanagementLIF. F&EBE “datalLIF #1 "svm &%, 5140

version: 1

storageDriverName:

managementLIF: 192.

username: vsadmin

password: password

SMB& 5

version: 1

ontap-nas
168.1.66

backendName: ExampleBackend

storageDriverName:

ontap-nas

managementLIF: 10.0.0.1

nasType: smb

securityStyle: ntfs

unixPermissions:
datalLIF: 10.0.0.2
svm: svm nfs

username: vsadmin

password: password

mn

mE"s
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ETFIEBR S (D INIERG

XE—1T/WEIHIRE RSl clientCertificate clientPrivateKey
‘trustedCACertificate(WIRFEAZEECA, NATE)IESFETE backend.json' HK Fbase644mi
HNEFPRIERE. FAREMNZEECAIERE,

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

datalLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXROZXJIJwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

BE)S SRR

LRI BU TSR TridentE oSS L LR B IRIEMERSH K, X3 FH ontap-nas-
flexgroup WEiEFEMERER “ontap-nas-economyo

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-1la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password
nfsMountOptions: nfsvers=4
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IPv6ithiE Rl

W RHIERT managementLIF 30{alEE A IPveibiL,

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: "[5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-1la
backend: testl-ontap-ipv6
svm: nas_ipvé6 svm
username: vsadmin

password: password

Amazon FSx for ONTAP{EFESMB% Rl

=

‘smbShare  WF{ERASMBERNFSx for ONTAP. SHEMNEMN,

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

datalLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXR0ZXJwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz

storagePrefix: myPrefix
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fEFAnameTemplatefY/SiHEZ & =15

version: 1
storageDriverName: ontap-nas
backendName: ontap-nas-backend
managementLIF: <ip address>
svm: svm0
username: <admin>
password: <password>
defaults: {
"nameTemplate":
"{{.volume.Name}} {{.labels.cluster}} {{.volume.Namespace}} {{.volume.R
equestName} } "
by
"labels": {"cluster": "ClusterA", "PVC":

"{{.volume.Namespace}} {{.volume.RequestName}}"}

REH ISR 51

ETEETRNRAIFHRENXHPR. AFMEEENZE TIERIAME. F190 spacerReserve. fEnone.
“spaceAllocation’ #Efalsefll “encryption’ fEfalse, REINHIETFEEEB D HFHITE Mo

Trident=27E"Comments"FEEHIR B ERE, ERE1EFlexVol forg{FlexGroup ontap-nas-flexgroup fort
®E ontap-nas. FCER. Trident=F BN LR BEREEHIEIFES. N T HERN. FHEEERTLUIR
IEASPEMMNAEE XIFE,

EXLERGIG, FLEEBSIEEBRIH. spaceAllocation 1 “encryption' {&. THLETF(E "spaceReserve ith
SBERIME
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ONTAP NASfl

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm nfs
username: admin
password: <password>
nfsMountOptions: nfsvers=4
defaults:
spaceReserve: none
encryption: 'false'
gosPolicy: standard
labels:
store: nas store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755"
adaptiveQosPolicy: adaptive-premium
- labels:
app: slack
cost: '75"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: 'true'
unixPermissions: '0755"
- labels:
department: legal
creditpoints: '5000'
zone: us_east 1b
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0755"
- labels:
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app: wordpress
cost: '50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: 'true'
unixPermissions: '0775'
labels:
app: mysqgldb
cost: '25'
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"



ONTAP NAS FlexGroup:Rfjl

version: 1
storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: flexgroup store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '50000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: gold

creditpoints: '30000"'
zone: us_east 1b
defaults:

SpaceReserve . none

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: silver

creditpoints: '20000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

protection: bronze
creditpoints: '10000"
zone: us_east 1d
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defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"
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ONTAP NASZZF MR

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: '6000'
zone: us_east la
defaults:
spaceReserve: volume

encryption: 'true'
unixPermissions: '0755'
- labels:

protection: bronze

creditpoints: '5000'
zone: us_east 1b
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0755'
- labels:

department: engineering

creditpoints: '3000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

department: humanresource
creditpoints: '2000'
zone: us_east 1d
defaults:
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spaceReserve: volume
encryption: 'false'
unixPermissions: '0775"'

B EIHRMETE StorageClasses

LU StorageClassTE X & W[ E It Eimnfl]l. #8id "parameters.selector FE&. & StorageClass#i= 1
ARATRESHNEME. SREEERMHPEXENAE.

i —

* protection-gold StorageClassfMREIEIGRAE—NMNE_NEMMME ontap-nas-
flexgroup, XLEiEM—IRIEERERIFAIM,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* protection-not-gold StorageClassiGMStEIFIHAIE = MEEPMEMM ontap-nas-
flexgroup. XLEMEM—IREETRUIMRIFPLSIBIM,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* app-mysqgldb  StorageClassiGMETEIGHmAIEMEMEIMMM ontap-nas. XEAmysqldbIEREY N FH
R EEE NI EE A,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

* protection-silver-creditpoints-20k StorageClassiMETEIFIRMNE="FEMMt ontap-
nas-flexgroup. XieM—EHEEEFRIFFI20000-ME =BV,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

* creditpoints-5k’ StorageClassiFIRETEIGImAVE=NEMM ontap-nas MGEHHIEZEIM
‘ontap-nas-economy. XM——{EHA=REFI50008YM= Mo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

TridentfEREEZM N EIN. HHRRBREFEENK,

EVIRECEREH datalIF
BRI UEVIIREEE R ENEUELIF. HiERIEITIA « JFREIRJSON iR BV EIELIF,

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>
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@ EE%PVCE%EU—/l\EJZ%’l\Pod\ MABRAFFENNPod. ARKEMER. FHEBIELIFAEE
o

iEFF NetApp ONTAP A9 Amazon FSX

$%Trident5Amazon FSx for NetApp ONTAP4: &£

"EFF NetApp ONTAP #J Amazon FSX"@—IE£EENAWSIRE. IFEF Baifliz
1THNetApp ONTAPTEEIRERARIREZ TN XGRS, BENEAFONTAP BIFSx. &r]
DU A EZAEBINetAppIhEE. MEREFIEIETINEE. RIATFIFTEAWS EFMHEEUEMEEME. R
EM. Z2MMe T B4, FSX for ONTAP 3FONTAP X4+ R AIHEEF B IEAPI,

&0 LU Amazon FSx for NetApp ONTAPX 4 £ 4 5 Tridenti#1TEERL. LAIA{RIEAmazon Elic Kubelnetes
Service (EKS)FiZE{THIKubelnetesE & 7] LUEC B ONTAPZ FFHIRFN SRk A M &

X RSEZE Amazon FSX RNEERHIR, LIMTREREEER ONTAP &8, £81 SVM A, A LIgIB— e
Z2N0E, REERFXAMXAREFEEXFRGFRBIERS. EEIEMAT NetApp ONTAP BY Amazon FSX
, Data ONTAP RfEAN TR EX R SR, MBI RGEEITA * NetApp ONTAP *

BT R Trident’5Amazon FSx for NetApp ONTAPE &M &R LUA{R7EAmazon Elic Kubelnetes Service
(EKS)HiE1THIKubelnetes £ 85 1] LUEC B ONTAPSZ AR FI Xk A M Es

R

BT "TridentZ3K", EIEFSx for ONTAPS Trident&ERY,, TIAEE:

* BREMNI B AmMazon EKSEE D B1TEIERKubornetes®E 8 kubectlo

* AT MEBM TET A8 A9I B Amazon FSx for NetApp ONTAPX {4 &4t #1Storage Virtual Machine
(SVM),

 EEBRTHIETR'NFSIISCSI,

@ RIBIEHIEKS AMIZEEY, Ha1RIRFBAmazon LinuxflUbuntu (AMI)FREM T s S S B 1TiE
£ "Amazon Machine B&",

EEEM
* SMB%:
° (NEAREIEFZFRFSMBE ontap-naso.
° Trident EKSINE A2 FSMB%,
° Trident{XZ #FHEEH FIWindows T3 = LIZ{THIPodBISMBE., BXIFMER. B85 N "EEIESVBE"

* ETrident 24.02Z BIRIARZAH . TridentZTo/ZMIFRTE E /B B Boh&{9EIAmazon FSXX 4 A% LEIENE. E
fETrident 24.02 E ki AHBA LE L)@, JETEAWS FSx for ONTAPHIGIRACE X4 HI5E
fsxFilesystemID. AWS. apikey AWS ‘apiRegion HMAWS ‘secretKeyo

@ MNRERNTridentiEEIAMAE, MAIAEBEATridentBBISE apiRegion. “apiKey'#
‘secretKey' FE&, BXIFMESR, 1BBIR "EHTONTAP BIFSXERE LI R A"
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BHIGIE
Tridentie MM B IR

s EFEIEGRN): BERTSMEMEEAWSHIZEIRESEFR, EoLERXGRAAZNER. e UER
fsxadmin vsadmin ASVMECERAF,

TridentiZ IASVMAF 51517, BEUEGHERAENEMIZTHIAR &1I51T vsadnin

o Amazon FSx for NetApp ONTAPBYE fsxadmin FHF REEARMMERONTAP “admin®

EBEAP, mIBNESTridentEEFER “vsadmine

* BEFES: TridentEERASVM_ ERERIERSFSXXH RS EHISVMBHTE S,
BEXBRSMHIIEMNFAES. BSNERATENRER LN SHIIE:

* "ONTAP NAS &1/ I0iE"

* "ONTAP SANEZ{HIaE"
Miztid B Amazonit BB (AMI)

EKSEE LIS MIZERS. (BAWSEH W ARMEKSH L T ELEAmazonit EHBRE(AMD. U TAMIEE
1 Trident 24.1089;3x,

AMI NAS NASZ5FHY SAN SANLFE!
AL2023 x86 64 ST £ 2 7 =
ANDARD

AL2_x86_64 2 B 2 =
BOTTLEROCKET x £+ 2 RiEA RiEH
86_64

AL2023 ARM 64 S 2 = = I~
TANDARD

AL2_ARM_ 64 2 2 = =
BOTTLEROCKET A £+ 2 RiEA TER

RM_64

* AR BIRT R fE R "nolock”,
* MEAREMBITRRIERT, TERRPY

@ NRULRFIBEFAENAMI HARRTERR R, MABKTEHKETMR, HHIFRAE
ABHMBEHRBAMINER,

fER LA IR TRY ML -
* EKShiZs: 1.30
« ZEFE T HelmMERNAWSHEHE
* XFNAS. FHIEEMIR 7T NFSv3FINFSV4.1,
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* XFSAN. MIXBIRIRISCSI. TARENVMe-oF,
HATHYMIR :

* BIEE: 7FfE. PVC. POD

* BiBR: POD. PVC (E#l. qtree/LUN—EZi¥E, NAS5AWSE1S)
TRESES

* "Amazon FSX for NetApp ONTAP 14"

* "G XEFAF NetApp ONTAP HJ Amazon FSX HItEZE S E"

BIZIAMAE EFIAWSHZ

A LB ENAWS IAMBE 1T B 91U 2R E XAWSEHE)KED
EKubbernetes Pod LLif R AWSE B,

(D) =EmAWS AVREETSHRIE. EAREMEKSHEKubenetes R,

SIEEAWSHI R EIR2RZ 1R

UTFREECIE—MAWSH IR B IR A, AF 77 Trident CSIEIE:

aws secretsmanager create-secret --name trident-secret --description
"Trident CSI credentials"\
--secret-string

"{\"username\" :\"vsadmin\", \"password\" :\"<svmpassword>\"}"

BIEIAMEERE
R RN ERAWSEE TR ECIRIAMSEEE |

aws iam create-policy --policy-name AmazonFSxNCSIDriverPolicy --policy
-document file://policy.Jjson

-—-description "This policy grants access to Trident CSI to FSxN and
Secret manager"

HREEJSONSZ 14
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policy.json:

{

"Statement": [
{
"Action": [
"fsx:DescribeFileSystems",
"fsx:DescribeVolumes",
"fsx:CreateVolume",
"fsx:RestoreVolumeFromSnapshot",
"fsx:DescribeStorageVirtualMachines",
"fsx:UntagResource",
"fsx:UpdateVolume",
"fsx:TagResource",
"fsx:DeleteVolume"
I
"Effect": "Allow",
"Resource": "*"
by
{
"Action": "secretsmanager:GetSecretValue",
"Effect": "Allow",
"Resource":

id>:secret:<aws-secret-manager-name>*"

}
1,

"Version": "2012-

HARS P RIZIAMAE

10-17"

"arn:aws:secretsmanager:<aws-region>:<aws—-account-
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AWSHS1THRE

aws ilam create-role --role-name trident-controller \
-—assume-role-policy-document file://trust-relationship.json

EEXZR.jsonX !
{
"Version": "2012-10-17",
"Statement": [
{ "Effect": "Allow",
"Principal": {

"Federated": "arn:aws:iam::<account id>:oidc-
provider/<oidc provider>"

by
"Action": "sts:AssumeRoleWithWebIdentity",

"Condition": {
"StringEquals": {
"<oidc_ provider>:aud": "sts.amazonaws.com",
"<oidc provider>:sub":
"system:serviceaccount:trident:trident-controller"

}

EHXHFBILLTE trust-relationship. json:
* AWS-f&HJ<account_id>M 1D

* EKS-<oidc_provider>&2#fJ0IDC*, &r]LUBITIETTL T ar<RIKEoidc_Provider:

aws eks describe-cluster —--name my-cluster —--query
"cluster.identity.oidc.issuer"\
--output text | sed -e "s/“https:\/\///"

BIAMA EHTINEIIAMSEES :
SIEAEE. FRUTHSBELRTERRIZENRRMINZItEE:

aws iam attach-role-policy --role-name my-role --policy-arn <IAM

ARN>
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WIEOCDiRMHIZF BT XREX:

IFOIDCIRIMEEF BB B 5 &R X, ErlLUMER U T an<#ITIRIIE:
aws iam list-open-id-connect-providers | grep $oidc id | cut -d "/" -f4

FERUTHSIEIAM OIDC S SR X EBX

eksctl utils associate-iam-oidc-provider --cluster Scluster name
-—approve

eksc

AT RAEEEKSHARS KA CIZIAMA R

eksctl create iamserviceaccount --name trident-controller --namespace
trident \

-—cluster <my-cluster> --role-name <AmazonEKS FSxN CSI DriverRole>
--role-only \

-—attach-policy-arn <IAM-Policy ARN> --approve

L3 Trident

Tridentf&1t, T Kubelnetes & FHFNetApp ONTAPHJAmazon FSxIZFEEIE. FEHAAR
MEEREBRET I TNARERZRIE,
TR MR T AEZ —& & Trident:
* Efe
* EKSHfnm
NREFAIRRINAE. IBRECSIRBITHISBIMETL,. BXIFMER. FEM "NCSIEEAIREINEE" .
B At % & Trident
1. FHTridentREi2FE
TridentZ 212 6161 & 2B E Trident Operatorfl L TridentFREEM—1]. MGitHub_EAY"Assets"28 93 F&iFF1R
BN HThR A By Trident REETERE,
wget https://github.com/NetApp/trident/releases/download/v24.10.0/trident-
installer-24.10.0.tar.gz

tar -xf trident-installer-24.10.0.tar.gz
cd trident-installer/helm

2. FRAUTIMRE SR E S RUER M =B 5 ERE:
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U TR ZETridentHEIREIRE cloud-provider A “$CP. MM cloud-identity $CI:

helm install trident trident-operator-100.2410.0.tgz --set
cloudProvider="AWS" \

--set cloudIdentity=""'eks.amazonaws.com/role-arn:

arn:aws:iam::<accountID>:role/<AmazonEKS FSxN CSI DriverRole>'" \
-—namespace trident --create-namespace

EETLUER helm list HOBEREHMED. PINEH. HRTE. BR. RS LEEFRITIETR

"50

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14 14:31:22.463122
+0300 IDT deployed trident-operator-100.2410.0 24.10.0

BT EKSHhfE R Trident

Trident EKSHNE M S RN L 2EBAMEFFEIREE. #E',i_i_AWSLiIE\ B]5Amazon EKSER &R, &
WEKSINEIN. &R ALK H{RAMazon EKSERBZERTE. R/ RE. RENEHMEMFAENIES,

Ik aa
EECEERTFAWS EKSHTridentiNE I Z 5. iBHFRAEUTREF:

« BEMNITIRAAmazon EKSER KA
* AWSITAWS Marketplace B[R :

"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMIZE!: Amazon ARM 2 (AL2_x86_64)8Amazon Linux 2 ARM (AL2_AMAZON_64)
* TERE AMDZ{ARM
* IAEAmazon FSx for NetApp ONTAPX R 5;

B Ri&ERTFAWSH TridentINZI5
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eksc

L

Trfles< TR ETrident EKSHIZIN :

eksctl create addon --name netapp trident-operator --cluster
<cluster name> \
--service-account-role-arn

arn:aws:iam::<account id>:role/<role name> --force

EEEHIe

1

2
3
4
5

- ¥TFFAmazon EKSIZHI&, MR hitps://console.aws.amazon.com/eks/home#/clusters,
- EEMSMERTR, BEBEES
. BEERNHFIENetApp Trident CSINNEINAIEEERIZ R,
- BBf*Add-ones*, A58 dE*Get more add-ones*,
. f£*Select add-ons*TT £, HITLUTHRIE:
a. TEAWS Marketplace EKS-addonsgB53 . i&H* Trident by NetApp *&i%EHE,
b. & * F—F *,
FEEREEENMNIEE TUE £, HITUTRE:
a. EEFEFERRAE"
b. 33F*Select IAM Role*, fR&E}*not set*s

c. B eAREIRE", EBE MMEEZRS, HEEiEE ED P configurationvalues* S E H
EELE—FHEIEMroole-arn (E*ﬁfﬁﬁ_“ﬁgi eks.amazonaws.com/role-arn:
arn:aws:iam::464262061435:role/AmazonEKS FSXN CSI DriverRole), WIREFHR
R FREEE. WA LUERAmazon EKSHIMNIEEBEME MBI —PMZMEE. NRK
BRLED, HESWAIGKEFTAR. WHREERK. ErIUERERNEIRE SRR,
EEFILE Z B, 15HfRAmazon EKSHINAH R EREFTEBTEIENIRE.

7. T TFT—H7,
8. £*Review and add*Ti L, 3%#F*Cree*,

MBIMLETHE. EREIELENMEIL,

AWSE1TRE
1. Bl add-on. json M5
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https://console.aws.amazon.com/eks/home#/clusters

add-on.json

{

"clusterName": "<eks-cluster>",

"addonName": "netapp trident-operator",

"addonVersion": "v24.10.0-eksbuild.1l",

"serviceAccountRoleArn": "<arn:aws:iam::123456:role/astratrident-
role>",

"configurationValues": "{"cloudIdentity":
"'eks.amazonaws.com/role-arn:
<arn:aws:iam::123456:role/astratrident-role>"'",

"cloudProvider": "AWS"}"

2. R&ETrident EKSHIOER{E"

aws eks create-addon --cli-input-json file://add-on.json

FE#H Trident EKSHIEIN
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file://add-on.json

eksc

* #2EFSxN Trident CSIMEFBBIHATARAS, BEM my-cluster NERIEE R,

eksctl get addon --name netapp trident-operator --cluster my-cluster
fFlkE
NAME VERSION STATUS ISSUES
IAMROLE UPDATE AVAILABLE CONFIGURATION VALUES
netapp trident-operator v24.10.0-eksbuild.1l ACTIVE 0
{"cloudIdentity":"'eks.amazonaws.com/role—-arn:

arn:aws:iam::139763910815:role/AmazonEKS FSXN CSI DriverRole'"}

* Rt nEBE R E_E—F it R rJupdate TR [EIRIAR S,

eksctl update addon --name netapp trident-operator --version v24.10.0-
eksbuild.l --cluster my-cluster --force

WREHIBRT % --force &M, FHHERAmazon EKSHIINIGBES M AIGE PR, NE
¥rAmazon EKSM‘J‘DDWE’HQ&W, ,d§11L|5Z§U—?%%’a*1§'E/E,§\\ LUESBNIERE RN, (LA Z /], 15
Ha{RAmazon EKSM‘I?]DQHTfFT BEEEEIENLE. .ﬂﬁmbleA?&’JttLIﬁE o BRINGER
HxImpFaiEs, #sn "?E’E#" B *Amazon EKS KubenetesFE& & ﬁﬂ’]ﬁfﬂifmu, BB
"KubbernetesIiiZEIE",

BIBIHIE

. ¥TFFAmazon EKS1Z#l& https://console.aws.amazon.com/eks/home#/clusters,
2. TEMSHMERTR, RHBEES

3. BHEFEHMAINetApp Trident CSINNEITHIEEERIE 7R,

4. BH*Add-ones*ET .
5
6

—_

. B Trident by NetApp, ZAIEET*Edit*

. TE¥ENetAppEEE Trident’ Tl £, HITLLTIRIE:
a. EEEFRN R
b. BFFIARCE & E HIRIBEREHITIEN.
C. BE *REFEN o

AWSHE21THRE
U TR EFFEKSINE DN :

aws eks update-addon --cluster-name my-cluster netapp trident-operator
vpc-cni —--addon-version v24.6.l-eksbuild.1l \
--service-account-role-arn arn:aws:iam::111122223333:role/role-name

--configuration-values '{}' --resolve-conflicts --preserve
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ENE/MIFETrident EKSHNEIR
o] L@ i 75 T BRAmazon EKSHIANIR :

* (REB SR AN LRV IFRAmazon EKSIHEMIIREMNEE, . BEXEEAmazon EKSTE
BHIEEN. HEEBoENFBAEHAmazon EKSHIMNTL, BE. ERRBER LRIMINEM. LI
AIEMIINAFR N B EERE. MAZEAmazon EKSHIMAM ., @I IiEm., HMAHRZHIEN. R
Ben LM --preserve W LARE LM AN,

* NEREE P2 BIBRMENAR AT VRN ENERE P E KB T LM INEEZIRES . 7 MEEBFPHIER
IEMIINER S MEBSHMIFR --preserve LRI delete LUMIBRIEANELI,

() MBUMATESXBEIAMIKS ., WREBIRLLIAMIKE

eksc

R an R EN Trident EKSHNEIN :

eksctl delete addon --cluster K8s-arm —--name netapp trident-operator
BIEEH S

1. ¥THFAmazon EKS#E#I&, BIHEA hitps://console.aws.amazon.com/eks/homet/clusters,
2. TEMSHMERTR, REHBEES

3. BHEMIPRAINetApp Trident CSINNEITHIEBERIE FRo

4. BFH*Add-ons*IEI£, SASE T Trident by NetApp. *

S. Bt MpR * o

6. 7£*Remove NetApp_trdent-operator cong FB*JHEER, HITIUTIRE:

a. JNREHLEAmazon EKSIEILERILIINAMFENRE. BEFREEE s NREEEE LEREW
ERf. DEERI LI BTEEWMMRANFEIRE. BRITIHERE

b. 8 N*NetApp_trdent-operator*,
c. B * iR *
AWSHELITARE
EERERMBIHTER ny-cluster « ABRIBITUTHS,

aws eks delete-addon --cluster-name my-cluster --addon-name netapp trident-
operator —--preserve

FCEFEER

ONTAP SANFINASIXEHIZFERK
EQREEF#ERER. EEECBISONFYAMLENHEE X H. EXHEEIETEMENEMERE(NASTSAN). X

RGN R T IREUZ X A BISVM U AN AR H AT S I0IE. LA TRAIER T 3 E X E T NASHITFiE LK N
AfERAWSE RF RIEFEEI 2 EARISVM!
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https://console.aws.amazon.com/eks/home#/clusters

YAML

apiVersion:
kind:
metadata:

trident.netapp.io/vl
TridentBackendConfig
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
backendName: tbc-ontap-nas
svm: svm-name
aws:
fsxFilesystemID: fS—-XXXXXXXXXX
credentials:
name: "arn:aws:secretsmanager:us-west-2:XXXXXXXX
name"

type: awsarn

JSON

"apiVersion":
"kind": "TridentBackendConfig",
"metadata": {

"name" :

"trident.netapp.io/v1l",

"backend-tbc-ontap-nas"
"namespace": "trident"
b
"Spec" . {
"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "tbc-ontap-nas",
"svm": "svm-name",
"aws": {
"fsxFilesystemID": "fs—-XXXXXXXXXX"
b
"managementLIF": null,
"credentials": {
"name": "arn:aws
name",

"type": "awsarn"

:secretsmanager:us-west—2:XXXXXXXX:secret

:secret:secret-

:secret-
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BT T a2 LIS B AR Trident/SiRECE (TBC):

* MYAMLXZ 483 Trident/GimBCE (TBC)HIBITUA T @<

kubectl create -f backendconfig.yaml -n trident

tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-nas created

© BIFREBRINEIETridentSH4ELE (TBC):

Kubectl get tbc -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-tbc-ontap-nas tbc-ontap-nas 933e0071-66ce-4324-
b9ff-£f96d916acbe9 Bound Success

FSx for ONTAPIRGHIZFFIE4HE 2

& /] LUE A LU R IR BHAZE R 3 Trident 5 Amazon FSx for NetApp ONTAPEERK

* ontap-san: ECBERSMPVELZEBSAmazon FSx for NetApp ONTAPEHR—PLUN, VAT R

11% o

ontap-nas:. ECBEMNEMPVEER—172ERIAmazon FSx for NetApp ONTAP#E, ZEINATFNFSHISMB,

* ontap-san-economy. BCEMEIPVEEZR—TLUN, &1 Amazon FSx for NetApp ONTAPEE B AL E

#HERILUN,

* ontap-nas-economy. ECEMEIMPVEIR—qtree. & {~Amazon FSx for NetApp ONTAPEEE—A]

FeE#=EMgtree,

* ontap-nas-flexgroup. BCEMEIMPVEIR— 1 5TEIIAmazon FSx for NetApp ONTAP FlexGroup#.,

BXEDEFIFAGER, BEE NASKZRE"F"SANIKEITZF",
BIREEXME. BT LTEEKSH A 4!

kubectl create -f configuration file

g q_L 1E’ik/|_,\\ fézié?i- LX_FE'AFI/V\
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kubectl get tbc -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-fsx-ontap-nas backend-fsx-ontap-nas 7a551921-997¢c-4c37-aldl-
f2f4c87fa629 Bound Success
fEinEREEM G
BXEREEED, FSI TR
S WieA Nt
version BER )T 1
storageDriverName FHEIRTHIZR B R FR ontap-nas. . ontap-nas-
economy ontap-nas-
flexgroup. ontap-san
ontap-san-economy
backendName BHE X B FE iR IXEHIZFERFR + " " + dataLIF
managementLIF SR SVMEBIELIFMIPHINEETLUE "10.0.0.1", "2001 : 1234 :
E5T2PREEZ(FQDN), abed : @ fefe]”

BTrident2(FBIPVOITE L3,

el LG B A ERIPveittit, 1Pv6

WAL ESENX Bl

. [28e8: d9fb: a825:. b7bf: 69a8

. d02f: 9e7b: 3555],
T aws " 1efft
"fsxFilesystemID.
. managementLIF [A
HATrident ZMAWSIEZRSVM

‘managementLIF 58, Ak,

MREFE

NI HER

BRI SVM FE MNP HEE (
fflalvsadmin) « HEZARPHINEA

Bt “vsadmin B8,
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datalLlIF

autoExportPolicy

autoExportCIDRs

labels

clientCertificate

clientPrivateKey

trustedCACertificate

username

password

svm

storagePrefix
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WiER

Y LIF B9 IP ik, * ONTAP NAS
IXohFER*: BBINIEEdataLIF, 1%
RS, MW Tridenti¥ MSVM
IREVEIELUN, ERILUSE A
FNFSHEHHIZENTEIREE
#A(FQDN). Mime] LB EIR
DNS. UEEZMEUELIFZ 852
METE, AILUEVIRISERE
Ho iEEI% . * ONTAP SANIKEHTE
F*: AAiISCSIHERE. TridentfE
FAONTAPIEZRMELUNBR TS & I 72
I SBRERIETFEMISCI LI, R
BRFE X T dataLIF, ME4ERE
£, WMRTrident2FERIPVOITER
EW. WA LUEE AFERIPv6i
ik, IPVEHIIEAT R S IES TE X
f540: [28e8: d9fb: a825: b7bf

: 69a8: d02f: 9e7b: 3555],

B Boht N E#H S LR [R /R
{&] fEF “autoExportPolicy #l
“autoExportCIDRs &I, Trident®]
U B EES H R,

R F#iZEKubeNetTs sRIPEYCIDR!
FR(BRY). “autoExportPolicy {f
FB “autoExportPolicy #l
“autoExportCIDRs i%&I7. Tridentd]
UEDEESH R,
ENATFEN—HER JSON &K
HIARE

EFUIRIEPH Base64 fRiZE, F
FEFIEBRS R RIE

EPinE A% HH Base64 Jwi3
B, BTFETFIEPNEHRIEIE

R{Z1E CA IEFHY Baseb4 4mbI{E,
k. ATETIERRIS ML,

AT &R ERBNSVMBIAF R,
BTFETFRENSHEIE. f

M. vsadmine

AT &R EEBNSVMBE. A
FETFRENS DRI,

E{FEMAM Storage Virtual Machine

£ SVM FRECE BRI EREL.
BIEETEEN. BEEMILSH.
EEELIZ ISR,

Nl

false

"["0.0.0.0/0". " 1 /0"

WMNRIEESVMEIELIFNIRE

trident



limitAggregateUsage

limitVolumeSize

lunsPerFlexvol

debugTraceFlags

nfsMountOptions

nasType

gtreesPerFlexvol

smbShare

WiER Nl

“IBNeEAmazon FSx for NetApp 1BE701EH,
ONTAP, *1R{HHIF] "vsadmin' A&
BEATrdenttBREERFERHF
?éﬁiﬁﬁf‘ﬁ%‘]ﬁﬁ%ﬁ’\] ‘fsxadmin

MRIFKRWEXNBI LA, WEE " (BOINER FREEISEHE)
BRI, ItIh. EEMRSBIE Nqgtrees
FFlexVoIBEIEMBRIA/N LR, H

BIET AT B E XS LUN

“gtreesPerFlexvol fqgtreesHER A

HE,

S FlexVol BIER ALUNEUSZIZE  “100”
50. 2005EEIN, 1XSAN,

HISHIRN B2 EANIARTS. 6 =
. FRIEGERHITHRIERBRHTR
ZFANBATEME. TR ER
{"ap1": false. "METHOU": true

} debugTraceFlagsoe

NFSEEETHNIE S DFR5IR. &
BREFEERIKubnetes- KA
SIEEEBIAI. BINRTEFMESE
FRARIEREERIET. N TridentiF[D]
REERFMERREE X PIEE
BUHEHIRT, MREFMERNEE
XAFRRIEEEHEDR. M Trident
SRERBRIKAME LIREER
HEHIRTL,

BEENFSTHSMBE R, EMEIE nfs
nfs. smb Knulle *IFsMpE

, G ER smbo *ERINEN

:E\ BB NTEENFSEIREN

To

1 FlexVol UK qtree £t, &7 "200"
7£50, 300 EEMA

TRl IEE U T ®IZ—: smb-share
FMicrosoft EIR{THl & B ONTAP AR
SITREANEMNSMBHEEZRZ TR,

FE RiFTridentt)ESMBHERF

o XFFAmazon FSx for ONTAP/S

im. I BEHENER,
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28 LA Nl

useREST FBF{EF ONTAP REST API B9%5/R false
B, AR
useREST LU AT 5 VA, i fit,
BT, mARTFE
TEf#E, WNRIEEN true,
M Tridenti&EEFONTAP REST API
5S5Eim#TEE. WhEFES
FAONTAP 9.11. 1 EShRA, Lt
4h. [EFEMONTAPERABNITE
518 ontap MATEF. FENXH
MAETLUKEX— vsadmin E3K

cluster—-admino

aws f&BI LATEAWS FSx for ONTAPHYEL
BEXHHIEEUTRA: -
fsxFilesystemID: }ISEAWS nn
FSXXERZFMID, - apiRegion "
: AWS APIXIZ&ZFR, - apikey "™
. AWS APIZ$H, - secretKey

. AWSZEEH,
credentials IEEEFEITAWSH I ZEIEZE+

BIFSx SVMER, - name: %A
BIAmazonZREZFR(ARN). HFE
BSVMBYER, - type: 18BN
awsarn, BXRIFMEE. BB "
BIBAWSHI ZERRZE" -

BTFEEENERECE XN

TR LR E B 0 E X AT HIBIAECE defaultse BXRA, BEUUATEETRG,

S L 2RIN

spaceAllocation LUN RY= el B true

spaceReserve TEIFEEREN; "X " (#BfE) H" none
5" (B)

snapshotPolicy FEEM Snapshot HKEK none

gosPolicy ZHBIENEDEH QoS LA,

ERES N FENREIRNgosPolicy
8{adaptiveQosPolicyz—, QoS
RESA S TridentE S ERATERS
FIONTAP 9™8E= IR A, ERfE
FRAEHZQoSHESA. HAFRILE
AN FINATFEIEDE. =
ZQoSHEIE AL ITFRE TIEREM
BEMETH R,
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adaptiveQosPolicy

snapshotReserve

splitOnClone

encryption

luksEncryption

tieringPolicy

unixPermissions

securityStyle

HEEEESMBE

BiPA

ERRNENE D ECHEIER QoS %
B&2H, EERENFEBEEHm
#JgosPolicysfadaptiveQosPolicy Z
—o % ontap-nas-economy.

NREBIMEREEDLEH "0

BIETeER, MERXRIFD&ME

5% LB FANetAppBENZE(NVE)
5 BIAA falseo, EfERILIEDN,
AT BE 3RS NVE B9iFRIH B
A NVE , MIRERIRREATNAE.
METridentPECEMNEAEEE B
HENAE, EXFAEE, B2

. "Tridentd{fAISNVEFINAEER & 16
A"

BALUKSHINZE, iBE&IR "#Linux
FZ—ZAIGE (LUKS)"s 1XSAN,

EFRANEREE none

?j%ﬂ’\]’fﬁiﬁo T FSMB&IRE N
HENZEER, NFSF ‘mixed
M unix £, SMBXZHF
‘mixed # “ntfs' Z2IER .

EININ

MR snapshotPolicy A
‘none. ‘else™

false

false

“snapshot-only’ ¥ FONTAP 9 52
HIFISVM-DREZE

NFSEAIAEN unixoe SMBEMAEN
ntfso

&o] LUE B IRsIIZEFAEC B SMB% ontap-nas. ST EZHI. ONTAP SANFINASIRGHFZRF SR

Fraz Al

EFERRIEFAEESMBEZH]. “ontap-nas & TUH E LA N 14,

* — P Kubernetes&EEE. EFEE—MLinuxizHlgs T a2 U KRE/D—"1E{TWindows Server 20198YWindows T
ET &, Trident{¥Z1FE#E|Windows T &2 _EiZ{THIPodBISMB%,

* E/b—/E&Active DirectoryE3E TridentZ i, EMZHH smbcreds:

kubectl create secret generic smbcreds --from-literal username=user

-—-from-literal password='password'

* EEEIWindowsARSZHICSIHLIE, ERCE csi-proxy, 1BER"GitHub: CSHMYIE"T 7 #Z7EWindows EiEfT
AIKubornetes"GitHub: i&HHFWindowsFICSIIE" 1 Ho

TR

1. BIEESMBHE, EaILUBE U TRMARZ—EIESMBEER AR FMA"Microsoft BEIRIZHI & "HEX 4k
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BIESBTHEAONTAPSRITRE. BEEAONTAP s TR ECIESMBHER. ERITUUTIRE:
a. NBEME, NHEGEZEBRRIZEM,

‘vserver cifs share create‘ﬁ%’%’&ﬁ”@%?gmﬂ*ﬁﬁ—
pathiEMHIEEHERR. MNRIEEHEARAEE, MaSREK,

b. B 5IEESVMEELHNSMBHEE

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C. WIIRRERERE.

vserver cifs share show -share-name share name

() aExzmrmEe. HS000E SVB £5

2. S| EmE. HAECE UL TARABUIEESMBE, BXFiEFSx for ONTAPRIREEIEIMME R, 155" &
FONTAP BYFSXBL & EIAN ="

28 Lz Al

smbShare e L3EEU T EZ—: & smb-share
FBMicrosoft® EE?Iﬂ%'JL‘IJZONTAP
mTRECIEANSMBREERNR
FR. 2E RiFTridentt)ZESMBHE
M2, XFAmazon FSx for
ONTAPGIR. tSEHENEN,

nasType *IIUKE N smb. AR AT, MER smb
i*?g nfse
securityStyle HENZLER, XTFSMB%E, & 'ntfs'Z ‘mixed SMB%H
TIEEN ntfs I “mixed,
unixPermissions HENER, XFSMBE., #mE "
To
FCEF#EXRMPVC

A& Kubnetes StorageClassI T RHGIRZEMEXR. LR TridenttfAE B S, EIE—MER
B A& #IKubernetes StorageClassKiEKITPVHEIIHIRBIKA S (PV)FXKAE SR E
1(PVC), AR EEILUEPVIEZEIPOD,
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BIEEFES,

fid EKubnetes StorageClassii %

https://kubernetes.io/docs/concepts/storage/storage-classes/["Kubnetes

StorageClassMR" 1 TridenttiMR AT IZENEERERF. IERTridentiNAIEEES. fI0:

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-nas"
media: "ssd"
provisioningType: "thin"
snapshots: "true"

BXREEERUNAISHSEHZE LIEFHITridenttIAIEL & HAEHM(S 2 PersistentVolumeClaim. B
J"Kubernetes # Trident X",

BB,

BB
1. XZE—1Kubbernetes}fR. Eitt. EEER kubect 7ZEKubbernetesF8IEE,

kubectl create -f storage-class-ontapnas.yaml

2. I7E, KubernetesHTridentd &N B R—*BASIC —Csi*1ZfiE3E, FH HTridentii B & MG,

kubectl get sc basic-csi

NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h
BIZEPVHIPVC

A "PersigentVolume" (PV)2HEEEIE A EKubbernetesfE 8% L AiiENYIEFH R R "
PersigentVolumeClaim"(PVC)@3giE Kb R &R LMK A S,

BILUEPVCECE MBS E A/ NBIFMEEIARIET . @i A XEXRIStorageClass, SEEEIESIAILUEHIARIRT
FEER/NIFRRI(FIA0E RESAR S KA )o

BIEPVAIPVCE. ERILIKEHEHEEIPodd,
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AN

PerfsentVolume R {§li5 &

RS R X4 2R T 5StorageClass < ExFY10gilIE APV basic-csio

apiVersion: vl
kind: PersistentVolume
metadata:
name: pv-storage
labels:
type: local
spec:
storageClassName: basic-csi
capacity:
storage: 10Gi
accessModes:
- ReadWriteMany
hostPath:
path: "/my/host/path"
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PersentVolumeClaimR{5i&E %

XERAIRRT BARPVCERE LT,

PVC. EI#Arwx
LRBIERT — 1 EBEwxiERIERNEZRPVC, ZPVC5® B StorageClasskBX basic-csio

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: basic-csi

S FENVMe/TCPHIPVC
R 2RT 58 8 StorageClass XEXBI A B IREMPEFINVMe/ TCPEYEZPVC protection-golds

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:

- ReadWriteMany
resources:

requests:

storage: 300Mi

storageClassName: protection-gold

BIEZPVHIPVC

HIE
1. BIZPV,

kubectl create -f pv.yaml
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2. BIFPVIRE,

kubectl get pv

NAME CAPACITY ACCESS MODES RECLAIM POLICY STATUS CLAIM
STORAGECLASS REASON AGE
pv-storage 4Gi RWO Retain Available
Ts
3. BIEPVC,

kubectl create -f pvc.yaml

4. IIEPVCIRE,

kubectl get pvc
NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
pvc-storage Bound pv-name 2Gi RWO 5m

BXREFEENASHMEHZE LTSI TridenttNfAEL B &S E PersistentVolumeClaim, I8
Jl"Kubernetes # Trident }&",

Trident/E 4

XESHORTE T REAMLE Trident EIEMFMEMRECEL E XIS,

B 7PN =l hE AR 25
TR string HDD , B&, Pool B&ILER EEMNEEE  ontap-nas ,
SSD BT, BER ontap-nas-
TRE economy. ontap-
nas-flexgroup ,
ontap-san ,
solidfire-san
[yt string faE, B Pool Z#FILECE IEEMVECEA7E  Thick: All
AE ONTAP ; Thin
. All ONTAP &
solidfire-san
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B A

FiEsd string
snapshots H
TebE il
mz i
IOPS kY

. ONTAP Select AR ZHF
B TGN FBERE

BEREIN AR

PTIE
1. ¥EEHFIPodH,

=l m=E 1EK XHF

ontap-nas MEFLEEN  EEEH FrEIREhiZF

. ontap-nas- Eim

economy. ontap-

nas-flexgroup

. ontap-san

. solidfire-san

. GCP-CVS

« azure-netapp-

files. ontap-san-

economy.

true false Pool ZHFEAIR BRTIRIEME ontap-nas,

BMSE ontap-san ,

solidfire-san ,
gcp-cvs

true false Pool X #imfEE RBRATREMNE ontap-nas,
ontap-san ,
solidfire-san ,
gcp-cvs

true false MZHFINESE EEAMZEN%E  ontap-nas ,
ontap-nas-
economy-.
ontap-nas-
flexgroups ,
ontap-san

IEEE% Pool REBSMRIELL BHIRIEXL IOPS solidfire-san

SEEIRAY IOPS

kubectl create -f pv-pod.yaml

UTREETRTRPVCEZEIPODNEREKE . EARE:
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kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"
name: pv-storage

(D Eo] DUE A S #HE kubectl get pod —--watcho

2. BirERR/EHEHEL /my/mount /pathe

kubectl exec -it pv-pod -- df -h /my/mount/path

Filesystem Size
Used Avail Use% Mounted on
192.168.188.78:/trident pvc aed45ed05 3ace 4e7c 9080 d2a83ae03d06 1.1G
320K 1.0G 1% /my/mount/path

WE. SR LUMFRPod, Pod AREFRABEE. EERRE.

kubectl delete pod pv-pod

EEKSE R FECE Trident EKSANELIN

NetApp Trident{&i{t T KubelnetesHi& i FNetApp ONTAPHJAmMazon FSXTZEEIE. fEF
EANRHEIEREEBE T TFNAEFIFZE, NetApp Trident EKSHIEIR E13E RN ELLE
HEFMEIRMEE. HEBIAWSKIE. rl5Amazon EKSEEEERA. 1BiIEKSHNELDIL.

,di_.fL,(ilu-\EﬁT%Amazon EKSEBLZERTE. HRLVRE. IEMEHMIMEBTFTENITE

Eo




FJUTE—:—{*F
FECEE A FTAWS EKSHTridentiNE Nz 7. 1EHFEHE U T RME:

* BEEARAMBIMARRAIAMazon EKSEEEIKF, 15505% "Amazon EKSHINIR",
* AWSFTAWS Marketplace B[R :

"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMIZEEY: Amazon ARM 2 (AL2_x86_64)3¢Amazon Linux 2 ARM (AL2_AMAZON_64)
* TEEE AMDZ{ARM
* IHBAmazon FSx for NetApp ONTAPX 4 £ 4%

p

1. 5B HEIEIAMBEBFIAWSEFH. LUFEKS PodaEiZihiRlAWSE IR, BXiiE, SR CIZEAMEE
FIAWSHIZZ",

2. £EKS Kubernetes&&t . SAEI* NI ET+,

tri'e“\f"eks @( Delete cluster )( Upgrade version )

[ (@ End of standard support for Kubernetes version 1.30 is July 28, 2025. On that date, your cluster will enter the extended support period with additional fees. For more Upgrade now

information, see the pricing page [7.

¥ Cluster info i

Status Kubernetes version Info Support period Provider
© Active 130 @ Standard support until July 28, 2025 EKS
Cluster health issues Upgrade insights

@0 @0

Overview Resources Compute Networking Add-ons [§) Access Observability Update history Tags

[ (@ New versions are available for 1 add-on.

Add-ons (2) infe | View details Edit Remove {

[Q Find add-on ] [ Any categ... ¥ ] [ Any status ¥ ] 3 matches <1

3. ¥ E|*AWS MarketplaceMiinIn 3% _storage ZE3H,
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AWS Marketplace add-ons (1) @

Discover, subscribe to and configure EKS add-ons to enhance your EKS clusters.

[ Q  Find add-on ]

Filtering options

(J\ny category ¥ ] [ NetApp, Inc. ¥ ] [Any pricing model ¥ ) ( Clear filters )

NetApp, Inc, X < 1 >
n NetApp NetApp Triden_t _ O
NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and
administrators focus on application deployment. FSx for ONTAP flexibility, scalability, and integration capabilities make it the

ideal choice for organizati king efficient containerized ge workflows. Product details [?
—_—
Category Listed by Supported versions Pricing starting at
storage NetApp, Inc. [2 1.31, 1.30, 1.29, 1.28, View pricing details [
1.27,1.26, 1.25, 1.24,
1.23

4. #3|*Next* NetApp TridentFHiE R TridentiEHEAIEIEAE, SAIG R TH Next*,
5. EIRFREHIM IR hR S,

MNetApp Trident Remove add-an
Listed by Category Status
I NetApp: storage {Z) Ready to install
You're subscribed to this software View subscription X
You can view the terms and pricing details for this product or choose
anather offer if one is available.
Versian
Select the verson for this add-on,
| v24.10.0-eksbuild.1 v |
Select 1AM role
Select an |AM role to use with this add-on. To create a new custom role, follow the instructions in the Amazon EKS User Guide [,
Not set M | l C |

¥ Optional configuration settings

Cancel Previous -
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6. EEREMTI R ABIAMA BT,

Review and add

Step 1: Select add-ons

Selected add-ons (1)

L Q Find add-on

Add-on name

netapp_trident-operator

& Type v Status

storage

Step 2: Configure selected add-ons settings

Selected add-ons version (1)

Add-on name A

netapp_trident-operator

EKS Pod Identity (0)

Add-on name

7. RERERERMAERERE

Version v
v24.10.0-eksbuild.1 Not set
a 1AM role [& v

No Pod Identity associations

None of the selected add-on(s) have Pod Identity associations.

) %Eiﬁ%*Next*o

® Ready to install

Service account

Cancel

IAM role for service account (IRSA)

BIEMNEERN, FREEE SIPNEEESHRENETE L—F(FB1)FeIENro-arn (BTN

5. )o ‘eks.amazonaws.com/role-arn:

arn:aws:iam::464262061435:role/AmazonEKS_FSXN_CSI_DriverRole J¥&: R
=. MMEMBINH— DK Z ML E R e Amazon EKSINEINISEE S, MR KB A IIE,

1=

ANY

FRSRR T R
HES

MEREFEAR. WREFEEN. ErIUERERBEIRE SRR, TRFIETZA. 5

RAmazon EKSHiNAHREIR

BEERITEENIRE,
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¥ Optional configuration settings

Add-on configuration schema
Refer to the JSON schema below. The configuration values entered in the code editor will be validated against this schema.

(VL TRV IV U St ¥

"examples”: [
{
"cloudIdentity": ""
1
15

"properties": {
"cloudIdentity": {
"defoult": "",
"examples": [

1,
"title": "The cloudIdentity Schema",
"type": "string”

}

Configuration values  Info
Specify any additional JSON or YAML configurations that should be applied to the add-on.

1v {
2 "cloudIdentity”: "'eks.omazonaws.com/role-arn: arn:aws:iam

: 1186785786363 : role/tri-env-eks—trident-controller-rolel' "
i}

s i =
9. I MNBINAVREZE /9_Active_.

10. IZIT AT a S UIETridentE@ B B IEMRETEERF L

kubectl get pods -n trident

1. R EHREFHER. BXEE, HER EEEHER'

FEABSITREZEMEE Trident EKSHNEIN

FERBSITRERENetApp Trident EKSHNZEIN:

ATl
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R ETrident EKSHNZEIN :

Add-ons (1) View details Edit Remove
[ Q netapp X ] { Any categ... ¥ J [ Any status ¥ J 1 match S |
NNetapp  NetApp Trident o

NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your pers and i ators focus on FSx for

ONTAP flexibility, scalability, and integration capabilities make it the ideal choice for organizations seeking efficient inerized starage Product details [

Category Status Version EKS Pod Identity 1AM role for service account

storage @ Active v24.10.0-eksbuild.1 - (IRSA)

Mot set
Listed by
NetApp, Inc. (2

View subscription



eksctl create addon --name aws-ebs-csi-driver --cluster <cluster name>
--service-account-role-arn arn:aws:iam::<account id>:role/<role name>
-—-force

EABSTHREENENetApp Trident EKSHNEIA :
T e BEE Trident EKSHNELIN :

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

A kubectl B 5iR

RimATEXTrident5SFERAZEINX R, ESSIRTridenttlfAl 5ZFERFEE. U
KTridenttNfI MIZTZER AL E S, L Tridentia. T—H 2GR,
TridentBackendConfig BEBENXFIRENX (CRD). BAILIEE B IKubednetesHi
HNEMEE TridentFif. Bl UAFERAHITKubornetes D A EMMARTITRELAX
PATULRE  kubectlo

TridentBackendConfig

TridentBackendConfig(tbc tbconfig. . tbackendconfig)@— " Hilm, EBRBMTEMNCRD, FE
A LUEREETrident/5U% kubectl, IITE, KubbernetesF7ZEEIE R A L EIEE I Kubbernetes CLIRIEMNE
Bieim, MARETRANESITEAEF(cridentctl)o

BN R TridentBackendConfig. &RELUTIER:

* Trident=RIBEIRENECE Boh 8B 5im. XTEARZPFRRAN TridentBackend (tbe, tridentbackend)
CRo

* TridentBackendConfig M—#ERHTrident BB "TridentBackends

BB TridentBackendConfig SfRIF—IFT—MES "TridentBackend, BIZE@NAFPRENETIKITHM
RREEIRNFRE,; S5E&ETridentdlfARREFREHT R,

@ TridentBackend CRSHTrident BohfliE, & » KR » BHEN]. MREEHFIH. 158
SERFHITILIEIE TridentBackendConfige

BEE WU TFCREILRAI TridentBackendConfig:
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

TR UEREBRPNRA. THRIREFETE/ARSHRA "Trident 2327 ",

‘spec  RARETEIRNEES N, FELRGIP. BRER ontap-
san FERIER. HERILLARPIIHNEES N, BXMEFEEREFNEEIEDTIR, 7S
i#]1ink:backends.html [ "FEERIEFNEIHEEEFEE " 1o

7K spec  MIREIE “credentials # ‘deletionPolicy FE&. XEFEGZCRAFHELAY
"TridentBackendConfig:

* credentials: WWEHAMETE. 8B TFREFEEARS/RSHITEHEIENER, LZEIEERNAF
#2189 Kubernetes Secret , EIRARELIAX AR FE, AESSHEIR.

* deletionPolicy: UWFERTEXMBRESMHITHIIZIE TridentBackendConfige & A LAKA L THE]
BEEZ—:
° delete: XESHMIFR TridentBackendConfig' CRFIXEBEHIfFif. XEEIAE,
° retain: TridentBackendConfig MIBRCRE, BIREXAEFE, JUFERAHRITERE

“tridentctlo FHMIPRIREZIGSE N retain A FBFBRAEIFHIMZA (21. 04 ZBIRVARA) FHIREEIE
HfEiH. WFEMERTEEIRGERM TridentBackendConfigo

BRI B FRER#HITIRE spec.backendName, JARKIEE. NEHRNZFFIFIEEAITRINE
@ #R TridentBackendConfig(metadata.name), BIEHRERNIZEFIHZFR

spec.backendNameo

FAMEMNGIR tridentctl B XEE “TridentBackendConfig W&, EEILUEI R

JBCRR “TridentBackendConfig IEFERERILEGFIH ~kubectl, MALFRIEEEREN
EE%%?&(?D spec.backendName. . spec.storagePrefix spec.storageDriverName"
F)o Trident¥BMIEHEIENSEENGIHRPE TridentBackendConfigo

SRR
EEAIEMNGR kubectl, NHITUUTIRME:
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1. BIE "Kubernetes #12", kB E TridentSFEER /RS EISFIENEE,
2. B3 "TridentBackendConfig' X%, HFESEXZHEER / RSIFMEE, H3IBT L—FTHQIENS

Ho

BIEEEIRE. ErUERAWEEIRS kubectl get tbc <tbc-name> -n <trident-namespace> HUKE E iA1=

B

%1% 212 Kubernetes #1%%

IE—MNE, EPEsRRNnNERE. XS MFEERS / FEaFSEN. UTE—1R6):

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml

apiVersion: vl
kind: Secret
metadata:

name: backend-tbc-ontap-san-secret

type: Opaque
stringData:

username: cluster—-admin

password: password

TRLETENMEFHTENNERLMESHNTFER:

FET A BT Rip R
Azure NetApp Files

Cloud Volumes Service for GCP

Cloud Volumes Service for GCP

Element ( NetApp HCI/SolidFire
)

ONTAP

ONTAP

ONTAP

M=
clientld

private_key _id

private_key

RYTN]
Ui

BR&

password

& F IR PRE 1A

FERIR AR

N R EMPRIZE R ID

THZHEMNID, EB CVS EEER
AR GCP RSP HY APl Z$A
B—=p45

LHARA. BE CVS EERAEN
GCP RSB H9 APl ZZEARY—2B5

e, EHER SolidFire S28#AY
MVIP

RFEZZIEE /SVM BWAF &
BTFETRENSHREIE

EHEFISERE /ISYM NEE, ATE
FEENSHIIE

EFin% AZAR Base64 R
B ATETIEPHNEHIIE
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AT SV R FER R B A M=z FEG 0] AR
ONTAP BFR& NIEFARF &, MR useCHAP=true

, MANE, FF ontap-san’
# “ontap-san-economy

ONTAP chaplnitiatorSecret CHAP BoiiEF%H, R
useCHAP=true , MIAHNFEI, Xt
F ontap-san"#M “ontap-san-
economy

ONTAP chapTargetUsername ERAAZ. MR useCHAP=true
, MAME, XF ontap-san”
M “ontap-san-economy

ONTAP chapTargetlnitiatorSecret CHAP BfFBoiiE=%5A. R
useCHAP=true , MANE, *t
F ontap-san'# ‘ontap-san-
economy

I BHRSIBINEZERE F— TP RIZMNMNRAFE TridentBackendConfig  H5|F

“spec.credentialso

2% 832 "TridentBackendConfig'CR

WM. EEILIBIE TridentBackendConfig CRT o TELLRAIP. ERRNEFIN/GIR ontap-san’ ZfF
BUTXREIEN " TridentBackendConfig:

kubectl -n trident create -f backend-tbc-ontap-san.yaml

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret
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%3 . BWIFCREVIAE TridentBackendConfig

B8I#2CRfE TridentBackendConfig. ERILIIGIERTES. BE LT RE):

kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6f60-4d4a-8efb6-

bab2699%e6ab8 Bound Success

BRI EEimFIEEHEE R TridentBackendConfig'CR,
MEERI AU TEZ—:
* Bound: TridentBackendConfig'CR5—NGifHxEk, ZEIHEE configRef IKEN
“TridentBackendConfig' CRAYuido

* Unbound: &R "". TridentBackendConfig' W R AR EGIH. ZRINE R T FrEMEIEN
“TridentBackendConfig' CRSEBR F bR R, LM EX ARG E NG, EETEB/XEREN "Unbound (EBUH
$E) "o

* Deleting. TridentBackendConfig'CR ‘deletionPolicy’ BB NMIBER. MIBRCcRE
‘TridentBackendConfig. BT EZIDeletingtRiSo

° MNBRFHAFEKAEEBRKPVC). MHIER TridentBackendConfig EEETridentMBRFIHIL
MCR, “TridentBackendConfig

c MRBIHEE—ITHZ PVC , MEFHNBIFRIRE. TridentBackendConfig' CREEGHFENMIER
M. RBEMBRFIBrvcE. A &2MBREHwM " TridentBackendConfige

* Lost: 5CRXBEMFiRF TridentBackendConfig BN EMIBR, M
‘TridentBackendConfig CRINBEMNEMRE®ISIAH. " TridentBackendConfig FLiB{EMMA. 33
AMBRCR “deletionPolicye

* Unknown: TridentT/AHE S CRIBEMEIHIVIRESHEEFE TridentBackendConfigo 0. 400
RAPIARSS 28RN 8Y, “tridentbackends.trident.netapp.io' fik/0CRD, XAJREEETFFill,

TEULRER, ERThelRENR! thoh, IR MEME, BN /= s Bl EinmlER".

(FIE) F 4% RNEZHAER
ERILUETT A R an < RIRENA K IRATIFAE S .

kubectl -n trident get tbc backend-tbc-ontap-san -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6f60-4d4a-8efb6-
bab2699e6ab8 Bound Success ontap-san delete
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eoh, &R B BISREXEYYAML/JSON%S%f# TridentBackendConfigo

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: "2021-04-21T20:45:112"
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san
namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09%¢c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
storageDriverName: ontap-san
svm: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6£f60-4d4a-8ef6-bab2699%6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo B& “backendName MNCRMAIZEMIGIKAY "TridentBackendConfig #
‘backendUUID, lastOperationStatus' FEFRNCRELMIZERE, TJUURHAP#&LBIR(E (Flgn, A
FPEAERTREERS), BAIUETridentfi&MIR{E "TridentBackendConfig(ffl#ll, spec®
ETridentEMBoHAE) « FILEMAIN. HAIURAM,. phase RRCRMGIHZIBXRIVKE
‘TridentBackendConfig. 7 LEMIRBIF. 'phase BEEHEE. XEME TridentBackendConfig'CR5
IEE B

@B LIIETT “kubectl -n trident describe tbc <tbc-cr-name>" 55 < LURENE 4 H SHIFH(E B

@ A EREMIMPRE SRR tridentctl WFIE " TridentBackendConfige BT
RIEA ZBY)HEPR S MY TridentBackendConfig I “tridentctl, "IEZILILAL",
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backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html

ERfGim
£ kubectl 11T IHEIE

TRREME RN ITRIREIRIR(E kubect 1o

pllEIE

BT MIBR TridentBackendConfig, &EBJLUIERTridentfifR/{REEim(ETF deletionPolicy). EMIFRE
. AR deletionPolicy kB Ndeleteo EXMIPR "TridentBackendConfig, IEHR
deletionPolicy FHZBENRE. XFUMREIRNATE, HEATUFERAHFITEE tridentctlo

kubectl delete tbc <tbc-name> -n trident

Trident A= MIBREEEAMKubnetesIZ TridentBackendConfig, Kubernetes AP AT EIE5A, MIBRHN
BRI REEREREBNERN, A RAGEMBFR.

EENERIR
BT TGRS

kubectl get tbc -n trident

IR AT LUETT tridentctl get backend -n trident 8{ “tridentctl get backend -o yaml -n
trident  LUREXFIBE BHFEEERIFIR, WHIRIEGEIEEMACIENGNR tridentctlo

EHE
EfERAI A SMIREA:

* FREAFNEREEENR. EEMERE. KNEHXNRPERBKubbernetestlZ
TridentBackendConfigo TridentfFHIRENRM EIEBENGR. BITUTHSUEN

Kubernetes Secret :

kubectl apply -f <updated-secret-file.yaml> -n trident

* REEMSH (GIGIFFEERR ONTAP SVM KIETE) o
o IR UEA L T e < EiE@idKubbernetesE#7 “TridentBackendConfig 3 &

kubectl apply -f <updated-backend-file.yaml>

o WA, BRI LUERU TaH<$ERINE TridentBackendConfig'CR:
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kubectl edit tbc <tbc-name> -n trident

* MREHEHMRY, WEHNHREFEE DREREEFR. BRILUETIEITE kubectl
describe tbc <tbc-name> -n trident REFBHEURERE kubectl get
<:> tbc <tbc-name> -o yaml -n tridento

* BEHEEREXHRNREG, ERUENIZIT update 85

{E tridentctl ITEIREIE

T RENEERRITIRIRE IR tridentetlo

ellfed=yiy
IR EIREEEXH", BITUT®<:

tridentctl create backend -f <backend-file> -n trident
MREHEEELEK, NEKEELMEE, ST TaSREEEEUBRELERRA:

tridentctl logs -n trident

MEHBERREXHNRBGE. REHFXETHSEIA creates

pllES =y
E MTridentFER/GIR. HHRITIATIEIE:
1. R EHBR:

tridentctl get backend -n trident
2. ipREES:

tridentctl delete backend <backend-name> -n trident

@ iltl%TridentMlttEﬁﬁ”ﬁ@EETUBT?TEE’\J%%D’H&E@ MR ERFELERRENE. RiRFHELT
B " AKZ, T Trident AL ERXLEEMRE, BEREMRLE,

EENEGER
BEE Trident THERVRR, IFHRITLUATRE!
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backends.html
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* BREVEE, BiTUTe<

tridentctl get backend -n trident

* BREFMEFAGER, BETUTHL

tridentctl get backend -o json -n trident

EE
IR EREEX ARG, BITUTH<S

tridentctl update backend <backend-name> -f <backend-file> -n trident

NREHEMRRY, NEHEEDRDTRESHNERLER. EAIUSTUTHRSREEASUHAELEREA

tridentctl logs -n trident

MEHEEREXHHR@EGE. REFREITLEA updates

HTE £ EIRBYEAESE

,E/E—FEIER_.[L/L{%FHTJFJﬁ'ﬁ;d%EHUI'IHE’JJSON@KE’]EJLJHT@U tridentctlo XBER jq BHRELENLAE
Fo

tridentctl get backend -o json | Jjg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]’

XEATFFEHARENR TridentBackendConfige

TEEIREIRIA 2 B 5h

T R Tridenth B IR IRAVARE /5%

AT EEEHAYET

BEEBYHE TridentBackendConfig, BRI LLUBEHEMRFNARERGH, XSRE U TRM:

* FHCIENGRED tridentct]l  ALEEHITEIE "TridentBackendConfig?

s BEAILUMEAEIE tridentctl FHABEMN/GR " TridentBackendConfig?
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EFREIE tridentctl f§U% " TridentBackendConfig

EBHNABBEI R ERNREZ B IKubenetes RECIERFRIHFIFENEIESE tridentctlo
TridentBackendConfig

XiERTF LU TFIEH
s BEENEmE, RAENEFEREIEN, Frd tridentctl A TridentBackendConfigo
* EAGIENFMGIR tridentctl, MFEEM TridentBackendConfig 3%,

EXFARMERT. FESEEERR. Tridentx AXERIFITIEHER BT, BERTLLEFEUTHRMHAR
z—:
o SREERLIEIRMEA tridentctl BRI E R,
* BERLIENEIRSE tridentctl ‘E#r TridentBackendConfig MR, XEEMEKEGIHIGER
MARE tridentctl HITEIE kubectlo

EFERAEECENRE kubectl, EEESE TridentBackendConfig HBEEIMERHEN. THEENETE
B TERIE:

1. BlZ Kubernetes #1%, WZRAEE TridentSZEER/ RS BEFAENEIRE.

2. gz TridentBackendConfig\5@%0 HhasEXxFEERE / RSFEHAEE, H5|IBT LE—2 46
B, HIVFRIEEHERENEESE (W spec.backendName. . spec.storagePrefix
“spec.storageDriverName %), “spec.backendName' %47Mi& B NI B FIHEIE FFo

F0Y: HAERER

E@l2 "TridentBackendConfig S ZIINE FiwEY. BHEEREGIHECE, 7ELREIH, BRIREFEALT JSON
EXBNET Fim

tridentctl get backend ontap-nas-backend -n trident

Fommmmmmmmenoneososoos Fommmmmmomoomooms

e et t-—— to———————- +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fom Fomm e

LB Rttt e it Fommmmmm== +

| ontap-nas-backend | ontap-nas | 52f2ebl0-e4c6-4160-99fc-
96b3bebab5d7 | online | 25 |

St P mem===
Fommmmmmemoososorreroomememenesememmm o Frommomome Fomomomom= +

cat ontap-nas-backend.json

"version": 1,
"storageDriverName": "ontap-nas",
"managementLIF": "10.10.10.1",
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"dataLIF": "10.10.10.2",
"backendName": "ontap-nas-backend",
"svm": "trident svm",

"username": "cluster-admin",

"password": "admin-password",

"defaults": {

"spaceReserve": "none",
"encryption": "false"
}I
"labels":{"store":"nas store"},
"region": "us east 1",
"storage": [

{
"labels":{"app":"msoffice", "cost":"100"},
"zone":"us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"

"labels":{"app":"mysgldb", "cost":"25"},

"zone":"us east 1d",

"defaults": {
"spaceReserve": "volume",
"encryption": "false",
"unixPermissions": "0775"

%1% 62 Kubernetes #1%&

IE— N ESRREEOVE, MUTRAFR:
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cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident
secret/backend-tbc-ontap-san-secret created

2% Bl TridentBackendConfig'CR

T—% 262 TridentBackendConfig ¥ BIHEEIEEBMCR “ontap-nas-backend (ZASRFIFTR).
HRHERUTER:

* FEX T HEMEHE M spec. backendNames

* EES#SRBEIRER.

© EICH(INREFE) SN S R A EiHREIREAER,

* EiE@iE Kubernetes Secret 121, MAEUAN AR IRH,

EXMIBE R T, TridentBackendConfig ¥4 FFR:
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cat backend-tbc-ontap-nas.yaml
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ store
region: us east 1
storage:
- labels:
app: msoffice
cost: '100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755'
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

$3% . WIFCREVIAE TridentBackendConfig

Bl f5 TridentBackendConfig, EMEMNTA Bounds BN RMSINE EimiEREIEiHRZFRF UUID o
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kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e

Rt ettt F—————— o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

IME. AILERARNRTEEEEGI tbc-ontap-nas-backend TridentBackendConfige

{FHE TridentBackendConfig [Glf “tridentctl

‘tridentctl A]BFHIHER LRGN

‘TridentBackendConfig o b9, BEIRGRIE R LLKEFEBESMIFRHHIR

‘spec.deletionPolicy ¥I&BEN ‘retain 3 ‘TridentBackendConfig e BIBILIEFiR
“tridentctl o

£ 0% BEGH

BN, Rig TEimESERCIZEN TridentBackendConfig:
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

M FRIEY. TridentBackendConfig B A IH B H 48 E 2 S IR [ ER S ImAIUUID],

HIE1:. HiIA deletionPolicy 18BN “retain

ETREBBINE deletionPolicy. BEFHEHIRE N retain. XHF O] LIRTEMRIFRCREY
TridentBackendConfig, fGIRENXMAEE, FHEAUFERAHBITEIE tridentctls

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain

()  BIEBREN, retain TMBEMMET—H deletionpolicy
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552 fiB& “TridentBackendConfig'CR

xfE—P EMBE TridentBackendConfig CRo HIIABIRE N “retain'f§ ‘deletionPolicy, f&AJLILE
=117 3

kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

fomsssssssssssaaaaa= fosssssssssssma=a

i e S from e T 4

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

frocsscsscssmsaaa=a== frosssssasmmmsae=s
fess=sssss=sssesessososessssssssssssoss Femsm==== e I

| ontap-san-backend | ontap-san | 8labcb27-ea63-49bb-b606-
0a5315ac5f82 | online | 33 |

fosesssssssassa===== foss=ms==m======
o tomm - e +

BRI R G TridentBackendConfig. Trident=EIEFEMIBR. MASEIFHIRERES,

IR EIRFER
BIEFHES,
AoEKubnetes StorageClassRHBIEFMER. LSRR TridentdIfAIECE Ho

A EKubnetes StorageClassiiR

https://kubernetes.io/docs/concepts/storage/storage-classes/ ["Kubnetes

StorageClassMR" 1 TridentiMRNATFIZENEERER. HiERTridentiAREES. HIU0
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: <Name>
provisioner: csi.trident.netapp.io
mountOptions: <Mount Options>
parameters:

<Trident Parameters>
allowVolumeExpansion: true
volumeBindingMode: Immediate

BXREEXRUNAISHSEHZE LUIEFITridenttIAEL & HAEHME 2 PersistentVolumeClaim. iBS
D"Kubernetes 1 Trident 3 %",

BIREAES
Bl StorageClassi R fa. ERILICGIREMESE, [FHEZSTARM T — LA HEERASEREARTG,

g
1. XE—1Kubbernetes¥&R. Eitb. EEER kubectl 7TEKubbernetesF8IEE,

kubectl create -f sample-input/storage-class-basic-csi.yaml

2. I7x, KubernetesHTridentd &N 27— N*BASIC —Csi*72fi&3E, H HTridentil B &GS,
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kubectl get sc basic-csi
NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h

./tridentctl -n trident get storageclass basic-csi -o json
{
"items": [
{
"Config": {
"version": "1V,
"name": "basic-csi",
"attributes": {
"backendType": "ontap-nas"
by
"storagePools": null,
"additionalStoragePools": null
by
"storage": {
"ontapnas 10.0.0.1": [
"aggrl",
"aggrz",
"aggr3",
"aggrd"

LT
TridentiZfft "E R T EEIRAVE BFEEENX"

}E. WO LIYREE sample-input/storage-class-csi.yaml.templ' REIZFREM I . FHE R

N8N

"BACKEND_TYPE NTzf#EIRhiZ R R,
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./tridentctl -n trident get backend

e o T bt
o F—————— +

| NAME | STORAGE DRIVER | UuID

STATE | VOLUMES |

o —— o T et it
- F—m————— +

| nas-backend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 0 |

o —— e it PP T ittt
- F—————— +

cp sample-input/storage-class-csi.yaml.templ sample-input/storage-class-
basic-csi.yaml

# Modify = BACKEND TYPE  with the storage driver field above (e.g.,
ontap-nas)
vi sample-input/storage-class-basic-csi.yaml

BIREFMER
BRI UEBENEFMEE. KEAFESE. WEFEEERURMREFES.

EENBEFMHEE

* BEEIE Kubernetes 122, BT T®HS

kubectl get storageclass

* EEE Kubernetes IFEFIFMER, BETUTHS

kubectl get storageclass <storage-class> -o json

* EEETridentNRIZ FEESR. BiBTU @RS

tridentctl get storageclass

* BEEETridentN BRI EFHEELIFMEE. BEITUTHL

tridentctl get storageclass <storage-class> -0 json
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RERRINFAESE

Kubernetes 1.6 1N 7S BRNIATFAELRIINAE, NRAAREXALERSRE (PVC) HIEEXAMNLE, NitE
LA TFEE XA LS.

B EFMEEENXFREINEIRE Htrue RENXBRIAFESE storageclass. kubernetes.io/is-
default-class. IRIEME, ERIEMETATERFEIINA false o

* TR AR LU T an I A FEEECE NAUAFESE:

kubectl patch storageclass <storage-class-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"true"}}}"'

* BiF, EERIUERUTa<MERAIAEMESSIRE:

kubectl patch storageclass <storage-class—-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"false"}}}"

Trident Z&EIZFEHEE RS HARERRA,

(D EBP—RABEE—PRIAEESE. Kubernetes FERA EARRMEIETIRE SN FMEE, BHTH
MERARBININFELR—1F,

HEFERR SR

AT R IERI LUER A Trident/5im3 SRAaHBIJSONEIZBIRIER A tridentctle XK jo SEAER. &R
REREAREILZILAER.

tridentctl get storageclass -o json | jgq '[.items[] | {storageClass:
.Config.name, backends: [.storage] |unique}]’
IBRTFAESE

EM Kubernetes Ffip&7F(EZE, BEITU TS

kubectl delete storageclass <storage-class>

“<storage-class>' N 1R A I TFEZ,

B I AEE AV ERR AN ERRIFRE. TridentG AL H1TEE,

Trident2X H G ERFIERTA fsType. M FiSCSIEHHR. #iXTEStorageClassH 3RS
@ parameters.fsTypeo. ENMIFRINE StorageClasses. AEERIEENEFHCIETE]

parameters. fsTypeo
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EEENEES

BREE

BIE—MER BB BRIKubernetes StorageClassi&a K3 PVAIIA BRIk A & (PV)FI7K
AMEZFRIB(PVC), Ala. ErILUKPVEZHFIPOD,

5%

A "PersigentVolume" (PV)2HEEEIE A EKubbernetes&E 8% F i ENYIEFHZR R, "
PersigentVolumeClaim"(PVC)@$giaKih &8 _ LKA E.

A LUEPVCERE MIERIFE R/ NITEE S G RIE. B ERXEXAIStorageClass, SEEEIEG A] LUIEHIARRET
FEE RN ARED (G BES AR S 4K 5).

SIEPVAIPVCIA. R LIKEEEEHEIPodH,

AN EE!

PerfsentVolume R {§li5 &

RAE B X4 2R T 5StorageClass X B£ A9 10gifIE APV basic-csio

apiVersion: vl
kind: PersistentVolume
metadata:
name: pv-storage
labels:
type: local
spec:
storageClassName: basic-csi
capacity:
storage: 10Gi
accessModes:
- ReadWriteOnce
hostPath:
path: "/my/host/path"
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PersentVolumeClaimR{5i&E %

XERAIRRT BARPVCERE LT,

PVC. HIxEXZS
REIERT — N EERENRIERZEPVC, ZPVC5 & AIRIStorageClass*Bf basic-csio

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: basic-csi

K ANVMe/TCPHIPVC
R 2RT 58 8 StorageClass XEXBI A B IREMPEFINVMe/ TCPEYEZPVC protection-golds

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: protection-gold
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PODBE R

XTI ER T PVCIEREEIPODMIEARELE,
BEARE

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"
name: pv-storage

163



EZRNVMe/TCPECE

apiVersion: vl

kind: Pod

metadata:
creationTimestamp: null
labels:

run: nginx

name: nginx
spec:
containers:

- image: nginx
name: nginx
resources: {}
volumeMounts:

- mountPath: "/usr/share/nginx/html"

name: task-pv-storage
dnsPolicy: ClusterFirst
restartPolicy: Always
volumes:
- name: task-pv-storage
persistentVolumeClaim:

claimName: pvc-san-nvme

BIEPVAIPVC

HIE
1. BIEEPV,

kubectl create -f pv.yaml

2. WIFPVIRES,

kubectl get pv

NAME CAPACITY ACCESS MODES
STORAGECLASS REASON AGE
pv-storage 4Gi RWO
7s

3. BIEPVC,

164

RECLAIM POLICY

Retain

STATUS

Available

CLAIM



kubectl create -f pvc.yaml
4. IFPVCIRES,

kubectl get pvc
NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
pvc-storage Bound pv-name 2Gi RWO 5m

. BEHHEIPodH,

kubectl create -f pv-pod.yaml

(D oI UER EIE#HE kubectl get pod --watcho

6. WIFERREEHAEL /my/mount /paths

kubectl exec -it task-pv-pod -- df -h /my/mount/path

7. 7E. EEILIERPod. PodNAEFBABEFE. BERRE

kubectl delete pod pv-pod

BREFEFRNESMSEHZE LTSI TridenttN{AELE SIS E PersistentVolumeClaim. IS
Dl"Kubernetes 1 Trident 3f&",

BRHE

TndentﬁKubnetesFﬁF‘ﬁEﬁET SIEEEMNEHRITY B, EIEXY E IiSCSI # NFS &Fh
EREMEE,

BFF iSCSI &
TR LA CSI icER2FY B iSCSI kAME (PV) o

(D iISCSIEY B=. . ontap-san-economy solidfire-san RoiiEF%#F “ontap-san,
ZEEKubernetes 1.16 B SR ZS,

% 1% ECE StorageClass LU FET B

{miEStorageClassTE X A FERIRE allowVolumeExpansion A “trueo
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cat storageclass-ontapsan.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"
allowVolumeExpansion: True

3 FEBHIStorageClass. BEXNHHFITHRIELE R "allowVolumeExpansion' &%,

% 2% FRELIER StorageClass ¢l PVC

‘RIBPVCENX HEHURMIEER "spec.resources.requests.storage’ X/ ZA/NATATF IR,

cat pvc-ontapsan.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-—-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Trident=8IB—NAKAMLE(PV)HRES XA EER(PVC)HEXEX,

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82f2885dbo71 1G1 RWO

Delete Bound default/san-pvc ontap-san 10s
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E 3. EXEE PVC B9 POD
BPViEZEIPODLUAE A/, HE iSCSI PV A/NBY, BFRFHIERL:

* INRPVIEEEE|Pod. MTridentaY BEMERIRIE. ENPESEHEMKEXHRIKR/),

* SHPFBREEPVRIAR/NEY, Trident= BFERRNE. 1§ PVC 4EE Pod /5, Trident REH IR
BHIABRXHRZ KRN ARG, Kuberetes RTEH BIRIEMINTERGEEH PVC K/

ELERBIHR, ST —MERBIPOD san-pvco

kubectl get pod
NAME READY STATUS RESTARTS AGE

ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name: san-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1G1i
Access Modes: RWO
VolumeMode: Filesystem
Mounted By: ubuntu-pod
B4k BFPV

ZRERIERIPVMIGIAEN2GI. BREBPVCE XFHIFEH "spec.resources.requests.storage’ /72Gi,
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kubectl edit pvc san-pvc

# Please edit the object below. Lines beginning with a '#' will be
ignored,

# and an empty file will abort the edit. If an error occurs while saving
this file will be

# reopened with the relevant failures.

#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 2Gi

E55 . Wity &

'fd X

e LU EPVC. PVHITrident&EMIA/NKER I BERIEE:
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

fmmmmmmaaaa e fmmmmmaae fommmemeae +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

BFF NFS &

TridentSz 537 ontap-nas—-economy. ontap-nas-flexgroups gcp—cvs‘*ﬂ ‘azure-netapp-
files GiRECERINFS PVIHITEY B “ontap-naso

% 1% BCE StorageClass LI &Y B
ZIFENFS PVHK/), BEAEAFTEBIRFERISENREEMEIELEN crue” ATFET B

"allowVolumeExpansion:

cat storageclass-ontapnas.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontapnas
provisioner: csi.trident.netapp.io
parameters:

backendType: ontap-nas
allowVolumeExpansion: true

MREEEAEALLETMAER TR T ZMEE. WRFHERARENEFM#EIEENA kubectl edit storageclass™ 7t

WET Ro
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% 2 {EREEIEM StorageClass 8l PVC

cat pvc-ontapnas.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Mi
storageClassName: ontapnas

TridenthZ A3 LEPVCEIE—120MiB NFS PV:

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 20Mi
RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE
pvc-08f3d561-b199-11e9-8d9f-5254004dfdb7 20Mi RWO
Delete Bound default/ontapnas20mb ontapnas
2méd2s

$E3%: BHPV

T OIERI20MIB PVIAZEN1GIB. 154REPVCHIEE “spec.resources.requests.storage  A11GiB:
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kubectl edit pvc ontapnas20mb

# Please edit the object below. Lines beginning with a '#' will be
ignored,

# and an empty file will abort the edit. If an error occurs while saving
this file will be

# reopened with the relevant failures.

#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 1Gi

E4F . Wity B

AT LLUEE M EPVC. PVHITrident& A/ NRIGIFREANERIESE:
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kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom— +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fom o
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |
et ittt L fommm - fom e
fom - oo fom - e +
PN

BT ERRIIEEFEMEES N IKubbernetes PV tridentctl importe

BOAF D EEE I

R IEES NE TridentdR, LUE:
c BN BEEFARUHESFRENEHES
* M—P R ERIEENTE

* BEERREHPENKubrenetesEEE
s ERMERE BRIENT R N AR IR

ABE
SAEZH. BEEUTEIESE,

* TridentREEF|ARW (I£5)EEBIONTAPE, DP (BIERIP)EXENEESnapMirrorBinE. EEES
ATridentZ Bil. NFcHETEBHRX R,
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* HNBNSNEEEDERNE. ESRASRERANG. BRELE. ARRITEAN.

@ XN FRELHEE. FJyKubnetesFERIREILAIAERE. H B UBMMG EEEE
F|Pod, XFIRERFEHUREIRIT,

* B4 "StorageClass AMIEPVC EIERE. BTridenttES NEEIAERILEEE, C/EEHHESEREFEIERE
FESHEM T I TIER, HTEEEE. RS AHEREEEF N, Fit. BMEEUTFSPVCHIE
EMEEEARLRNGERIEH. SABFIEEK.

* WEEXNMEPVCHBEMNIRE, FHREEIEFSANER, RFAFEE PV, HFAHEEBIE— Claims Ref,

° FEPVAR, [EIEBERANIEE N retain. Kubernetes FRINEBE PVC # PV 5, S el ERER LALED
e | e v

° NRFELRMEERESN delete, MMPRPVELERIFRFES.

* FMABRT. TridentBIEPVCHIEGimEMRRAFlexVolFLUN, ERILUEIELL --no-manage "IREUEANIE
TEE., NRMFEH --no-manage, MEMNRNEGEILA, TridentAREXIPVCEPVIRITERMINIERIE,
ERPVE. F2MiFEES. HEEREMERNNEEZESH ML WL,

NREBXN AU TIEAFFER Kubernetes , BFHETE Kubernetes MNP EIRFMEENERAE
HA, MItLEIEREHR,

* PVC #1 PV RERII—MRE, ATFHETEESAUK PVC 1 PV 2EBEHE. RREEMBRILLIRE,

SNE
&R LAEA “tridentctl import § A\ %,

p

1. B FRIEPVCHIXAMEER(PVC)XH (B pve. yaml)o PVCXH R BHE name. . namespace
accessModes '#l “storageClassNameo fEWAILATEPVCENXHIEE unixPermissionso

AT RS RA:

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: my claim
namespace: my namespace
spec:
accessModes:
- ReadWriteOnce
storageClassName: my storage class

(D amaspvanmEkSHHSE, XTELEERLESAGIEN,

2. f£F3 “tridentctl import S8 L5 E B LM TridentFIRAV R IR AN EZE LIRS ZFR(HIA0: ONTAP
FlexVol. Element#. Cloud Volumes Servicel&12), "-FfIEEEPVCXHMERIREESEL,
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tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-
file>

Nl

BEUTESATA. THRZZEFNIEER.

ONTAP NASFIONTAP NAS FlexGroup

Tridentz##H# ontap-nas-flexgroup EHIEFEANE ontap-nase

@ * ‘ontap-nas-economy IREpIEF T EF AN EEgtrees,
* “ontap-nas [ “ontap-nas-flexgroup IEHIZF AR IFERIFES,

FERREF RIS E ontap-nas’ #EBONTAPEREE M — 1 FlexVol, FARAWRERSNFlexvVolly
‘ontap-nas T{ERIEMEE, AJLUEONTAPER FEFEMNFlexvVol S AN “ontap-nas PVCo [al
=N FlexGroup volstBAILAERPVCEAN ‘ontap-nas-flexgroupo

ONTAP NAS/fl
UTEREEMIEZTEEZNBRE,

174



REL

UTREIBERBANGEHSANE AN ontap nas' % “managed volume:

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

st ettt T T e e Fom -
fom - ittt ittt fom - e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fomm - fomm -
fom - o fommm - fommm - +
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |

o fommm - fomm -
fom - o fom - Fom—m————— +

FREE

FEASHBY --no-manage. TridentF2EHRRE,

LURRBIETE ontap nas GwSE AN “unmanaged volume:

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-
file> --no-manage

o e Fomm -
fom - o fom— - fomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fommm————— fomm -
fom - o fomm - fommm - +
| pvc-df07d542-afbc-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5ab6f6ad-b052-423b-80d4-8fb491ald4a22 | online | false |

o - fommm - fomm -
fom— - o fom - e +

ONTAP SAN

TridentXz#5{# A ontap-san-economy " WEIIEFFEANE “ontap-sane

Tridenta] LIS N B & 8 NLUNFJONTAP SAN FlexVol, X5IREHFEF—2 ontap-san. ZEREIEFS
JIFlexVol P& MPVCHILUNBIE— N FlexVol, TridentS A\FlexVol3EHE 5PVCE X XxB%,

ONTAP SAN/fI
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UTEREEMIEREETFNEIRA,

KK

&L
HMFZES, Trident2RiFlexVolEarB AN, HIFFlexVolFHILUNE R pvc-<uuid>"/ “1un0o

UTRAESN ontap-san-managed " fGlim EAFlexvol ° ontap san default:

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-
basic-import.yaml -n trident -d

fossssssss=sssesess s osssososssssssssssss=s Fem=m==== e et
fem=======a fememmesessss s s e sese s eessasaa s f=m===== fememema=a +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
fossssssssssscessssssssesosossssssssssssa=s femmmm=== fomssmssmemaaa
fressmm=a==s L R L e X
| pvc-d6eedf54-4e40-4454-92£fd-d00fc228d74a | 20 MiB | basic |
block | cd394786-ddd5-4470-adc3-10c5ced4ca’57 | online | true |
frosssssesmssmeme s oo s e n s s e s e e froccsssssmeea==
femm======a R fe======s e +
FREE

MUTFREIETE ontap _san [GHS AN “unmanaged example volume:

tridentctl import volume -n trident san blog unmanaged example volume

-f pvc-import.yaml --no-manage

e L L Fommmmomos Fommmmememesemos
et ettt Fommmmmms Fosommmmes +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmcmcosososssrs e e e e Ee T e E eSS eSS Fommmmmme= Pomemmsmsmssemss
Pommmmmmm== e cemes e s s s s s s s s ssss Pommmmm== o= +
| pvc-1£c999¢c9-ce8c-459c-82e4-ed4380a4b228 | 1.0 GiB | san-blog |
block | €3275890-7d80-4af6-90cc-c7a0759£555a | online | false |
Fommmmmmemsmesessse s s s s e e o= o=
Fommmmmomo= B e e e Fommmmmoe e +

IR EIELUNBRST R 5Kubornetes T3 s IQNHZIQNBigroups (1A FREBIFATR), MSWEISEIZES: LuN
already mapped to initiator(s) in this group. EEEMIFFENIEFECEMEILUNA BES
%o
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Vserver  Igroup Protocol 0S Type Initiators

k8s-nodename.example. com-fe5d36f2-cded-41f38-9eb@-c7719fc2f9f3
iscsi linux ign.1994-05.com.redhat:4c2elcf35e0

unmanaged-example-igroup
mixed linux ign.1994-085.com.redhat:4c2elcf35e0

Element

TridentSz #HE FAIXEHFIEF S ANetApp ElementZi {4 FINetApp HCI% solidfire-sano

@ Element X2 FFEENERIT. BRE. MRFEEENEZM. TridentihiR[MEFHIR, EH
IRESRRRER. RIEE. RUE—HNEZMHFARENE,.

Te &R
UTRAEERIKS N element-managed' & “element defaulto

tridentctl import volume element default element-managed -f pvc-basic-
import.yaml -n trident -d

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s femem==== R e

e e e e e e e e e P fro— e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o e fom -
frems=m=a==s et R fremememm=s I
| pvc-970celca-2096-4ecd-8545-ac7edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9¢c42-e38e58301c49 | online | true |
fossssssssssssesessssoses oo sssssssss s R fossmessmemae==
fe========= femessesssssssasss s e se s esssss s f=m====== fememe==== 4

Google Cloud Platform

TridentS2 FE B IKEIIEF S AE gecp-cvso

E7EGoogle=TF A F S ANetApp Cloud Volumes Servicez35M%. BERERRHTEZE. &K
() FREmSBBREPEZENNS </, M, MRSHEEN 10.0.0.1:/adroit-jolly-
swift, NMIHBEREN adroit-jolly-swifto

Google Cloud Platform:if
UITFRGIBERFESN gep-cvs " BEENB “adroit-jolly-swift & ° gcpcvs YEppro
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tridentctl import volume gcpcvs YEppr adroit-jolly-swift -f <path-to-pvc-
file> -n trident

fos=ssss=s=ssscsessssssssosossssssss==ssa=s femem==== R e
e e e e e e e e e e fro— e +

| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o e fom -
frems=m=m==s fremeoeesessssse e s e s s s o s R fremememm=s I

| pvc-ad6ccab7-44aa-4433-94bl-e47£fc8c0fad5 | 93 GiB | gcp-storage | file
| ela6e65b-299e-4568-ad05-4£0a105c888f | online | true |
fossssssssss s e se s s oses oo sssssss s s e e e
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

Azure NetApp Files

TridentSz FFE B IXCITEF S N\E azure-netapp-fileso

@ EZ NAzure NetApp FilesE. BIRERRFRTZE. ERERENSHRERERREZGHES
:/o a0, WNEREFEFHEKFEN 10.0.0.2:/importvoll, MEEFEN importvolls

Azure NetApp Files =l

UTRAEERHRS N azure-netapp-files HBREFENMN importvoll &
‘azurenetappfiles 40517,

tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

fossssssssssssesessssssesososssassasssssa=s fememema=a femmmmmsaemaaaae
fremsmm=a==s E Bttt e e X
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

frosssscesms s oo s e n e s s s s e e o=
fe========c e fe======s fremmmeme== WF
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274£-d94b-44a3-98a3-04c953c9%a5le | online | true |

fosss=sssssssscsessosssssasossssss=s=ssss s fremmmeme=s fremmmmmessmeme=s
fmmmmmmma=a fomemme e s s e e me s e ce s e s e e fmmmmm==e fommmema=e +

BREXE AR

fEATrident. ERILIABIENE D EEEE XA MRS, XBBTFEIRFIEHEMMRE
H g E| HE BKubnetesZJR(PVC)o XA LUIEEIHAFIEX AT EIEBEEX EZR
*HE;EX’I‘T\_\LE’JEW BRI, EANREENEAEEEERXLERR,
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FFeazZ Bl

AT B E X EZ AR 215

1. BRI, SAMTERE,

2. INR(FERAHIRONTA-NASE FRIKENTER. N R A gtree ERRRTT & 2 FRIER
3. MREAMZONONTAP SANZFHRIREIIEF . MR BLUNZIRRT & & FRIEIR,
PR

1. AT EENX NSNS ONTAPH S BEIRNIZF H S,

2. IREXMEZMRERTMES

A EE X ER IR XEITH

1. MNRARRIRFRNEETRMSHEY. WEHEEEK. B2, NRERMAEFRK. WSREDR
B RYENEHITHR.

2. NREARIKREEPNRITRIRK DR E. WFERIRTER. ERAFEINEIRZER I UEERNEIRR

o

BARVMERMARE R S IRECE )
BILATEIRM/E AR 5 E X B E X AR RIR.

i Gl
{
"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQO",
"username": "<admin>",
"password": "<password>",
"defaults": {

"nameTemplate":

"{{.volume.Name}} {{.labels.cluster}} {{.volume.Namespace}} {{.volume.Requ
estName} } "

b

"labels": {"cluster": "ClusterA", "PVC":

"{{.volume.Namespace}} {{.volume.RequestName}}"}

}
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puE Sl Nl

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQO",
"username": "<admin>",
"password": "<password>",
"useREST": true,
"storage": [
{
"labels":{"labelname":"labell", "name": "{{ .volume.Name }}"},
"defaults":
{
"nameTemplate": "poolOl {{ .volume.Name }} {{ .labels.cluster

}Y _{{ .volume.Namespace }} {{ .volume.RequestName }}"
}
by

"labels":{"cluster":"label2", "name": "{{ .volume.Name }}"},
"defaults":
{

"nameTemplate": "pool02 {{ .volume.Name }} {{ .labels.cluster

1Y _{{ .volume.Namespace }} {{ .volume.RequestName }}"

}

an R R IR

w5

"nameTemplate": "{{ .config.StoragePrefix }} {{ .volume.Name }} {{
.config.BackendName }}"

wf52:

"nameTemplate": "pool {{ .config.StoragePrefix }} {{ .volume.Name }} {{
slice .volume.RequestName 1 5 }}""
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FEEENER
1. WFESAN. RELNEEAERERANTEN. 7B, flin:

{"provisioning":{"Cluster":"ClusterA", "PVC": "pvcname"}}o
WNFREESN. ERVERGIRE X PIREHNE X BB IFER,

Trident A2 B TR IERTERY 72 KR (ERTo

MRXLEBIRASERE—EBZTR. WTridentEHIIN—LHENF R RLZEE—ER T

INRNASEFEEMN B EX BIFKEBI641MFAF. WTridentiFRIBEM B BLENER. WTFAAEH
ftlONTAPIREAZ . MNRERIFEI ZIRRE. WELZIERRK.

o > 0D

AR EEZEIHENFSE
fEATrident. ERIUEESRZTEFEES. HAE—THS P LR ZEFHEZSE,
b2

i@id TridentvolumeReference CR. f&B] LATE— N8, % MKubernetes® 8] Z [B] R £ i = ReadwriteMany
(rwx) NFS%, IttKubernetesAs#lf2RA %R BB UTRE:

s BT Z MRS IFREESRBGRE SN
* EATFFRE Trident NFSHIREHIZF
* RRF FtridentctiHE M EMIEARYIKubernetesIThEE

WEE R T M M Kubernetestn & TiE] Z [BEJINFSEHE,

K ---------------- S Primary PV Secondary PV ,---------------—-.\

"secondary"

Q *_L._ua.m.a%ace

________________________

namespace

TVol €—» Tval

e

1
1
1
1
1
primary secondary |
1
1
1
1
1

.......................

TridentVolumeReference

r
h I
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BERPVCUHEES
BB TR A B R TIHR)RPVCHEIRIINIR,

¥ Bird R Tia R CRIAR
EHEER R B RATENFIEER FEIETridentVolumeReference CREVIX R,

e EBEtrfr B TiEH e E Tridents 5|
Biren & = IEIFRE H 1561 TridentVolumeReference CREAS | FBIEPVC,

o EEfraRTEREEMEPVC
Bines & ZEINFIE & G MEPVCLUERIRPVCH R EIE IR,

ECE R Bnan 2 =(a]

NTHRZeE. BEaRTEHERFERGBTEMEE. SHEERNBRGIZRMEENDENRE. &

TN BRESEERP At
p 3

1. Sourcedni& = [Elowner:(pvcl TERMBATEFBIEPvVC, ZPvcAFERFSEGHET

PR (*namespace?2) shareToNamespace

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/shareToNamespace: namespace?2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

TridentiE 8PV B[R IRNFSTZ(E S,
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o O] LUERES AIRFIREPVCHEEL Z M R T iEl, Flil,
trident.netapp.io/shareToNamespace:
namespace2, namespace3, namespaceio,

@ © WA AERHAZEEIFE ~ B flan.

“trident.netapp.io/shareToNamespace: *

° &R LAFBAT EFPVCIAE S “shareToNamespace #RiF,

2. *EREER: QIEATEXABFHRITkubeconfig. LIEFBirmRATEIFIEEEEIRmZZEF 8
#ETridentVolumeReference CRHIIY R,

3. *Btres R TEIFIEE L Bira R TR eS| AR & =ElMvtrident® 5|FACR pvclo

apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?
spec:

pvcName: pvcl

pvcNamespace: namespacel

4. Destination@n & = Elowner:(pvc?2 * EB R BT EFEIEPVC (" namespace2)EF “shareFromPVC #xF
EEIRPVC,

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

annotations:

trident.netapp.io/shareFromPVC: namespacel/pvcl
name: pvc2
namespace: namespace?2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

() EfPveHRIS RN FRETRPVC,
&
Trident=1%EX “shareFromPVC B#rPVC_LERItRE. HEBRPVRIEANE B B S BIERREPVIITEER R F
&. ENEZEEPVEERE. BisPVCHIPVERAIEESE,
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BEsH=ES

ERILIMFREE Z M e R TEHZIE, TridentiE MR IR S i8] LRVSRIAEIR. HREHLZZEMNH e
A=iERIHRNIR. MIBRS|IAEMFIERIF=EIE. TridentHIFR1ZE,

‘tridentctl get B F&EIFE

EoILIEH[tridentetl  KABRIEIT get PLERBFE. BXFMAEE. BSAMEE. Trident
tridentctl.html[ tridentctl commands and options Jo

Usage:
tridentctl get [option]

flags

* “-h, --help: H#EE,
* —-parentOfSubordinate string. EEERHIAMERESE

* --subordinateOf string: BEBREIAENFE,

PR

* TridentTAELE BB MTEEARZES, ENERAXAIEREMHAIZRE LBEHZEHIE,

* ERBEBIMIPREY shareFromNamespace  Fr A MIBRCRIERUE X IRPVCHY
‘TridentVolumeReference 5[] "shareToNamespaceo EHRUHIBIR). HIOERMEPVC,

* TEEMNBEE LIRITRIR. eEMRE.
THREZER
BT RAEXEGITREHENFAER. BRITUTEE:
* FHipE, "ERRTEZEHES: MR TEEIbHello"

* WE_ERYER "NetAppTV',

fEASnapMirrorE &

Trident>xFE— TR LRVRESWHERE LNBIFE BRI RGEXRR. LB
ESHERE. ErRILERERRTRARN B EXZRE X (CRD)AITLAUTEE:

- EBZERIRHFEXR(PVC)

* BB ZENHREXR

il B3

* EREER TIRA ZREERERS)

* TEERRE AT PR R T R T (T R PO A R 75 ST RS HR )
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SHlaREY
Fiaz el BREAHEE UL TRIERM:
ONTAP &£

* Kubernet: {EHAONTAPEANGIHAYEF B AR TridentSE 8 _E AMTZTE TridenthR4x22.105, B S ks

* PFAE: TR BARONTAPEEE LB AERIUIRFIFEAIONTAP SnapMirrorE ¥ aliiE, BXIFME
B. 1&E8 1 "ONTAP FfySnapMirroriF a] #ER" o

XF
* SEEEFISVM: ONTAPTHERIRU AR UNFRS. BXIFMER. BSN "S&H SVM WFER" -

(D) HERAONTAPER 2 BN E X R ERNSVMEIRER—H,

* * TridentfISVM*: MEEInFESVMAZIN ]t B Ar&EEE E Y TridentfE,

25 1:E iz
* ONTAP -NASFIONTAP SANIRzpiZF 2 & E .

BIZRBEPVC
BEBRUTSBHERACRDRAIEEEM _REZEIIETREXR.

HIE
1. fEEKubbernetes®E&f FHITIUT T E:

a. fEEStiEStorageClassITR trident.netapp.io/replication: trueo
ANl

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: csi-nas
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
fsType: "nfs"
trident.netapp.io/replication: "true"

b. &5 SHIBIiEMIStorageClasslIZEPVC,
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Nl

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: csi-nas

C. fERZHIE S 8RB RXARCR,

Nl

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
state: promoted
volumeMappings:
- localPVCName: csi-nas

Trident=1REVERRENE B UK ER HaHUERIF(DPYIRE.

kubectl get tmr csi-nas

ARETREXRIREFT R

d. $XEXTridentMirorRelationship CRIAFKEXPVCHINERZ FRFISVM,



kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:

name: csi-nas

generation: 1
spec:

state: promoted

volumeMappings:

- localPVCName: csi-nas
status:

conditions:

- state: promoted

localVolumeHandle:

"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel”

localPVCName: csi-nas

observedGeneration: 1

2. FZKKubbernetesEE FHITUT S E:

a. {§Mtrident.netapp.io/replication: true2# 8l StorageClass.

Nl

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: csi-nas

provisioner: csi.trident.netapp.io

parameters:

trident.netapp.io/replication:

b. £/ BHrflIRE S EBIREXRCR,
Nl

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:

name: csi-nas

spec:
state: established
volumeMappings:

- localPVCName: csi-nas

remoteVolumeHandle:

"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel”
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Tridenti$ 5 FA BC B AV X R 2R B 4 FR(SLONTAPRIBRIA BRER ) 8 2 SnapMirrork R 7 3 1T #)9A1E.
C. fEFSchItIZRIStorageClasstlZE—1MPVCLIR{EZZk(SnapMirrorB#x)o
Nyl

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
annotations:
trident.netapp.io/mirrorRelationship: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: csi-nas

TridentE 0 E 2B 1EE TridentMirorRelationship CRD. MR I X AREZE. NELELIES, WREFEELL
KA. TridentiFHafREEFFlexVol volume B EI SHEE X R E XHNEIESVMEIL M EFXRSVM L,
EEFIRE

ZRIRBKRR(TCR)Z—MCRD. RRPVCZEIERIX AN —IR. BIFTXR EERAE— MRS, IREEE
M TridentFIBRVAS. BRTXR BEBABLUTIRE:

* BRI FIHMPVCERIRGXANBETE. XB— XA,
*RF: AMPVCENEEHAEH. HAIREILEAIEMNEEXR.
© EFTEI AMPVCEREHEBRXANBING. U TFZERXAT,
c MREMBBEESREELXA. ANERBSZEMENAR. NN AERENEIIAKE.
° MREZRIARSFEIXRR. NEFHBRIIARKREEEK,
Rt RN PE S HR Rl R FH HEENPVC
E " RKubbernetes&E8f FMITIATHIE:

* ¥ TridentMirorRelationshipfy_spec.state & EEEHZ| promoteds
EIT IR PE RS AR Bl A HENPVC
FEIT RN PERTE () HAIE. ITUTHZBLURA ZHPVC:

p
1. #£FKubbernetes 8% £, BIEPVCHIRIR. HEFEIERER,
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2. f£EKubnetes&E&E . BlIZESnapshotinfo CRIAFREX A ZRIELE B
5l

kind: SnapshotInfo
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
snapshot-name: csi-nas-snapshot

3. 'EZ#kKubernetes&EE¥ F. ¥ TridentMirorRelationship_ CRAEY_spec.state F FEE# A _promoted
#_spec.promotedSnapshotHandle . LB AIREEBIAEE R TR,

4. FE”4kKubernetesEEEf . HikTridentiE &R X RIVIRZS (stats. state FER) A ERF o

EHERBEEREGEXR
ERRFEGERR A BEREREHEEA—iR,

p
1. £ ZRKubernetes®8¥ £. HREEFH TundentMirorRelationship_EAY_spic.netVolumeHandle  FEEZHIE,
2. I ”4KkKubernetes&EEf E, B Tridentiif& X HHBY_spec.mirector FEXEFE] reestablishedo

HthigE
Tridentz 335X £ HEM —LEHITUTIRME:

¥ EPVCESIZIFH_HPVC
HWEREEE— 1 EPVCHI—NREPVC,

T

1. MBI — (B +5)EEEFHIFRPerbestentVolumeClaim# TridentMirorRelationship CRD,
2. \E(R)EEEDMIFRTridentMirorRelationship CRD,

3. EE(GR)VER EAERIINFH KB PVCRIZH A TridentMirorRelationship CRD,
R, EPVCH ZKPVCHIA/N

AIUIEEAZEPVCHIA/N. MRHIBEEBE HaTA/\ ONTAPIEE&hY BEA B iRflevxvols
MPVCHHERE I

ERFRE S, ER YR ERERITUTIREZ—:

* BIBRREPVC LSRG X R, HRERPIERIX R,
* HE. Fspec.stateFEEEH_promoted_,
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MBRPVC (ZHIE )
Trident2E R EBFEERINPVC. HEZHBIFEZHRBESIXFRo

BT Tr

PR & xR —IRITH, TR SERISHTH: LR TridentSeFMIBR Z 8132 _promoted IR, SN FEZEMH
BREY TMirrorE2 88 F_Promved K& WAEEIMBRIGK R B TMirroriG# Bk, Trident=x¥g At PVCIEF
H_ReadWrite, IEHIBRI2IEISFEMONTAPHZS#ERISnapMirrorTo B, WRIHIERKEEHEEXAPFEA.

NESIBFBRGXRN. EXNERAE_rei®il_ EEHIRESHIFTMirror,

TEONTAPEXABSEFTIREG X F

BIREGXARGR. AIUBENEITXLYXR, ErJLIER state: promoted B state: reestablished F
EBE#MXR. GENERANENReadWrite B, AJLUER_promotedSnapshotHandle_15E E# H a1 &R R
RS EIRER,

TEONTAPERHBE ARG X R

Ea] LUEEFACRD#ITSnapMirrorE#. M HE TridentE1EEZEIONTAPEEE, 12 LU T TridentActionii & &
HRORGIAE T :

Nl

apiVersion: trident.netapp.io/vl
kind: TridentActionMirrorUpdate
metadata:
name: update-mirror-b
spec:
snapshotHandle: "pvc-1234/snapshot-1234"

tridentMirrorRelationshipName: mirror-b

status.state RBTridentActionifg EFHCRDAVIRES., ERILIM_suced_. _in Progress _3§_failedR3REX
=

£/ CSl ifh

Tridentr] LB ER B EFM IR EH K HiEiZE|Kubbernetes EEB¥ YT /= "CSI #HFM7
BE"S

R

M CSI #a#M08E, A LIARIEXEM ] A KRN SHIERREIA—NESDT R, WS, EEIRMER,
Kubernetes B AIIEMET HENT R TRAMUUITF— I XKERNARETRAEXEEF, e UITFRE
Xt zigl, ATEFESXEREFANTEAHEES. TridentfERCSIFRFH.

THRE%CSHRINIRENE SR "I,

Kubernetes 12 7 Mt IE—RISHERT:
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* BIEE N Immediate BY, Tridentfli#E&ER “VolumeBindingMode REBERAIFAIMNZENTNEE, BIE
pve BRSMEBEESHENSEIE, XEBBMIAZE VolumeBindingMode. && Ao&HSEHEFRFINREHIAIE
B, SIBKAMSHN. AT A LHIEKIIPODRITRIZERK,

* Bi&E A "WaitForFirstConsumer B, APVCEIZEFMLPE KA MEENIRIEEIERE R FEIZFERPVC
#PodBY "VolumeBindingMode 7 i#17, X#¥, HMIRIERFMNEREHISSHERY IR PRHIKOIEE,

®

ZHAR

IRE=
yaN==

B(EM CSI b, BFEBRUTHM:

* BITEIKubH MEEEF 2 189K uberneteshii 48"

kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1el1e4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:492",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}

RPN AN EB R 5| NIRFNERANBIHRE (topology . kubernetes.io/region

‘topology.kubernetes.io/zone), TERZETridentZ g, XL WHIMERFEPTA LY, U

{ETrident8EIZIR B R R,

"WaitForFirstConsumer SSER N AT EIRIMIE. thINEERIIMIIF CSI #RIMHEEER.
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kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{.metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0os":"1linux", "kube

rnetes.io/arch":"amd64", "kubernetes.io/hostname":"nodel", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/master":"", "topology. kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-a"}]

[node?2,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node2", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone" :"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amdo64", "beta.kubernetes.io/os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node3", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/worker":"","topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-c"}]

%1% RABAIEIMIER

Tridentfzfi G5 AT LAZ T RIRIE Rl B XIS FE M ECE LS. SRR UEE— et
supportedTopologies . ZRAXRZZIFHNHSXFXIEFHTIFTR, HFEHILFIHA StorageClasses , RE
ESZHFXE / KIgPItHINNARERIERE, 728185

THE—MEHREXRH:
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YAML

version: 1

storageDriverName: ontap-san

backendName: san-backend-us-eastl

managementLIF: 192.168.27.5

svm: iscsi svm

username: admin

password: password

supportedTopologies:

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-a

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-Db

JSON

{

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "san-backend-us-eastl",
"managementLIF": "192.168.27.5",

"svm": "iscsi svm",

"username": "admin",

"password": "password",
"supportedTopologies™: [
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-a"},
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-b"}

]
}

‘supportedTopologies' FIF RS MNEHNEEANKIIR, KEKEMSRRTAL
() StorageClass IRMAIFETIR, HF S EMHIRIIEHKIEHSKOStorageClasses
« Trident2fE/GintIE—1TE,

& A LATE X “supportedTopologies & ME#EM. 15E LT RA:
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version: 1
storageDriverName: ontap-nas
backendName: nas-backend-us-centrall
managementLIF: 172.16.238.5
svm: nfs svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b
storage:
- labels:
workload: production
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- labels:
workload: dev
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b

FIREIF region. F zone IFERREMEMIIUE. topology.kubernetes.io/region
“topology.kubernetes.io/zone $& E 1 & A FE KR,

% 2 & EXAR5I¥EFMNY StorageClasses

RIBREEE P RIRMEAVRIMEZE, BILUE StorageClasses EX NEEHIMER. XRHERE PVC IEK
IEREN REVFEM, LUIKAIER Trident EEEMERNT R F &

BEHUTRA:
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apiVersion: storage.k8s.io/vl
kind: StorageClass

metadata:

name: netapp-san-us-eastl

provisioner: csi.trident.netapp.io

volumeBindingMode: WaitForFirstConsumer

allowedTopologies:

- matchLabelExpressions:

- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b

- key: topology.kubernetes.io/region
values:
- us-eastl

parameters:

fsType: "ext4d"

7£ biRStorageClassEXH, volumeBindingMode ' ¥§I&EN "WaitForFirstConsumer, {ELLTFEIH

153KEY PVC 7£ Pod 5| ZEIASHITI®E(E, # allowedTopologies T EFEANS XX
18, StorageClass® ‘netapp-san-us-eastl T LEREXMEIREIZEPVC “san-backend-us-

eastlo

$£3F: CIRMEER PVC

BlI#2 StorageClass HIFHMEZ[Fin/E, EIMERILUEIE PVC,

BENLUTRA spec:

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl

fERALEROIZE PVC BSBUATE
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B{E Trident IR EHFHLE

kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding
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apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

IttpodSpectgRKubornetesTE X3 AT L _E1TXIPOD us-eastl. HFME us-eastl-b KFHMERT R
FRI#1TIEE us-eastl-ao

UG il ok
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kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

BHERUES supportedTopologies

ALUEHEENRIRMUEIEER tridentctl backend update FlIFR supportedTopologies, XFAE
wIMERENE, HENBFREEM PVC,

THREZER
* "EERBNER
RS P =bri s
* "SRERMEAD R KB
*IREMNAE"
fERRE

ﬁi%(PVs)EI’JKubberneteS%H&,.“S'Zﬁ%ﬂ’]ﬁ]‘lﬂ““mﬂzlio A LU {ER Tridentl 21561
BRI, SAETridentyMERRIRRVIRIE. MINERIB QIS LUK NIRRT S HEHIE,

5%

. ontap-nas-flexgroup. ontap-san. . ontap-san-economy X#F&IRER ‘ontap-nas
solidfire-san ‘gcp-cvs # “azure-netapp-files IRLHFEF o

FriaZ di
EfFARR. BUIEGINPIRBITHIZEIBE N ZFIFEENX(CRD), XEKubernetesiiZ4mHHER (5140
: Kubeadm. GKE. OpenShift)BYER 33,

WNREFIKubnetes? R A EIERIRITHIZZFICRD, 1FER|[ZE S REBITHIZE]

()  RFECKENEHAIREBBIE. ENRIREBEHIRE, CKE-ERNENIRIRBEHS,

BIZERIR

B
1. 8l VolumeSnapshotClass. BXIFHMER, 1ESiH, "VolumeSnapshotClass"
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../trident-reference/objects.html#kubernetes-volumesnapshotclass-objects

° “driver' g[@ Trident CSIIREHTEF o

° deletionPolicy AILA@ ‘Delete'T ‘"Retain. UWIRIZE N Retain, MIEMEMIPFIR, FhE&kE
H EMEEBYIERBEHNSARYE volumeSnapshoto

(]l

cat snap-sc.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: csi-snapclass
driver: csi.trident.netapp.io
deletionPolicy: Delete

2. BIEEMBEPVCHIIRER,
Nl
° RGBT BPVCHIRER,

cat snap.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:
persistentVolumeClaimName: pvcl

o UITFRENIENB RBPVCEIEERBIER, HEIRE pvel HBITKEN "pvcl-snap. HIRERIM
FPVC. HEFRTEFRREBAIXNRIEXEL VolumeSnapshotContento

kubectl create -f snap.yaml
volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots
NAME AGE
pvcl-snap 50s

o MR LRI X B IRE X RIFITHHIARIBEE VolumeSnapshotContent “IZMHR “pvcl-snapo
*Snapshot Content Name #RiS#Z It RIBAY#E SnapshotContentXf %R, "Ready To Use' KRR IRIE A
RFeIZEHPVC,
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kubectl describe volumesnapshots pvcl-snap

Name: pvcl-snap
Namespace: default
Spec:
Snapshot Class Name: pvcl-snap
Snapshot Content Name: snapcontent-e8d8a0ca-9826-11e9-9807-
525400£3£660
Source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl
Status:
Creation Time: 2019-06-26T15:27:29%Z
Ready To Use: true
Restore Size: 3Gi
MEREZRIEZPVC

BB LAER datasource BIEERRB AEABIBRNERENPVC “<pve-name>, B PVC g, AJLUEH
Mhn®) Pod £, HEEREREM PVC —#ER,

@ PVCE 5iREER—GEHAIE, 155R "MINEYE: TEEEHARREIEM=1HPVC Snapshot
BlIEPVC",

IR R ERENEIRIRLIEPVC pvel-snapo
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cat pvc-from-snap.yaml
apiVersion: vl
kind: PersistentVolumeClaim
metadata:

name: pvc-from-snap
spec:

accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

SANGIRE

Tridentsz #3833 "Kubbernetes il & R EE 1T
TETridentyMER BBV IRER,

FFHaz Al
TridentA N E GRS NIREBIIR E,

p

2. REEBIERALUEIE VolumeSnapshotContent IRHFN

1. *EHEIER: “BIE VolumeSnapshotContent 5| FI/FIRIRIBRIM R, XIFIE TridentH B EHIRE T 7,

o IEHIEEIRIRBIZIFIERE annotations A “trident.netapp.io/internalSnapshotName:

<"backend-snapshot-name">,

° EH$ETE <name-of-parent-volume-in-trident>/<volume-snapshot-content-name>, X
ZIARH snapshotHandle’ SNERIRERFEF M Trident iR ERIE—E E. "ListSnapshots

@ "<volumeSnapshotContentName>'HHFCRan & fRHl. FEEIAL S fGinIRER R RITE,

Nl

U TFREECIZE— volumeSnapshotContent 5| AfGlRSnapshot IFR “snap-01o
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apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotContent
metadata:
name: import-snap-content
annotations:
trident.netapp.io/internalSnapshotName: "snap-01" # This is the
name of the snapshot on the backend
spec:
deletionPolicy: Retain
driver: csi.trident.netapp.io
source:
snapshotHandle: pvc-£71223b5-23b9-4235-bbfe-e269%9ac7b84b0/import-
snap-content # <import PV name or source PV name>/<volume-snapshot-
content—-name>
volumeSnapshotRef:
name: import-snap

namespace: default

2. *Cluster admin:*8lI3Z5| AR M VolumeSnapshot 'CR “VolumeSnapshotContento UARIERFIERIA
BIATEL E A TIEIFER volumeSnapshoto

AN
UTFREECIZE—D volumeSnapshot * B ABICR, ZCREIBAEAN “import-snap B9

"VolumeSnapshotContent import-snap-contento

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:

name: import-snap
spec:

# volumeSnapshotClassName: csi-snapclass (not required for pre-
provisioned or imported snapshots)

source:

volumeSnapshotContentName: import-snap-content

3. *NERNIR( T FEHRITEMIRIE): *IMNEPIRIBIERFIRFIFTEIZEAY VolumeSnapshotContent * FiBfT
‘ListSnapshots M. Trident¥tl#E TridentSnapshoto

o HNERIREBIZEFIFIRE N, ¥ VolumeSnapshot "I&& “VolumeSnapshotContent A
"readyToUse trueo

° TridentiR[E] readyToUse=trueo

4. *any user*8l## PersistentVolumeClaim  5|BHHIN *vVolumeSnapshot, HH
spec.dataSource(8 spec.dataSourceRef)®&E VolumeSnapshot & #F,
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Nt
UTREECIZE—D5|IEE A import-snap BIMIPVC VolumeSnapshoto

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: simple-sc
resources:

requests:

storage: 1Gi
dataSource:

name: import-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

fERRERE SLE

ZINBER T REBEFATFREERS. UERAEEMBEARFERM ontap-nas-economy * WohiZFEEENSE

‘ontap-nas. /a2 ".snapshot’ B R EEMIREMRE IR
f£Fvolume Snapshot restore ONTAPAR 1T RERFE IR F A A IRBHIE RIS,

clusterl::*> volume snapshot restore -vserver vs0 -volume vol3 -snapshot

vol3 snap archive

()  i&mSnapshotBlAs. MEEREBHEE. SIESnapshotBIAEHBHIBFHIERBE K.

NRIRROLERE

TridentA] EFH(TSR) CRMIREBMRF(IA/RSE TridentActionSnapshotRestore, MWCRE{EE
ZKubbernetest&fE. EIRIERMEFAFARE.

Tﬁdenﬂﬁj%ffontap—san\ . ontap-san-economy ontap-nas. ontap-nas—-flexgroup azure-
netapp-files. « gcp-cvs ‘google-cloud-netapp-volumes # “solidfire-san X EHFEFo

FraZ Al
BB YERIPVCHI Rl BRSIRE,

* WIEPVCIRESEEEHE.
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kubectl get pvc

* BMINERIBEEEME. A LUERA,

kubectl get vs

T
1. 8 TSR CR, LtRHIEAPVCHIBIREEGIZECR pvel pvel-snapshots

() TSR CRAFHIFPVCHIVSHIERISE ZiaHR,

cat tasr-pvcl-snapshot.yaml

apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:

name: trident-snap

namespace: trident
spec:

pvcName: pvcl

volumeSnapshotName: pvcl-snapshot

1. ACRUMIRIRZER, B MSnapshottiE pvelo

kubectl create -f tasr-pvcl-snapshot.yaml

tridentactionsnapshotrestore.trident.netapp.io/trident-snap created

7

Tridenti§ MIRBRIEREUE, @R AFLIEIRIBE RS,
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kubectl get tasr -o yaml

apiVersion: trident.netapp.io/vl
items:
- apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:
creationTimestamp: "2023-04-14T00:20:332Z"
generation: 3
name: trident-snap

namespace: trident

resourceVersion: "3453847"
uid: <uid>
spec:

pvcName: pvcl
volumeSnapshotName: pvcl-snapshot
status:

startTime: "2023-04-14T00:20:34z2"
completionTime: "2023-04-14T00:20:372"
state: Succeeded

kind: List

metadata:

resourceVersion:

* ERZHIBERAT. NREIMBPE. Trident A= BEIEIHIIRIF. EFEBRHITILERIE,

@ * XA EERAIGNNREAIKubbernetes B P RIBEA RIS B IR R THINIR. A eEENBER
MR TEFEIETSR CR.

FRERE XEXIRIRBIPV

PR RAE KEXIRIRBIRAEERS, BN Trident ERFEFHI " IEEMFR " KT MIFRERER MR TridentE
HEEIREITH 23

INREHIKubernetes 73 & AR B & IRFRIZHIZZACRD. MAT LRI FRRH#ITERE.

p
1. BIEEIRBCRD,
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cat snapshot-setup.sh

#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

2. IERRARITH2R,

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/setup-snapshot-controller.yaml

@ MNBENE. FTH deploy/kubernetes/snapshot-controller/rbac-snapshot-controller.yaml’ H &
¥ “namespace #p & =8,

S
BRI

* "VolumeSnapshotClass"
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