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apiVersion: storage.k8s.io/vl
kind: StorageClass
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metadata:
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deletionPolicy: Delete
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. IPC)5NFSD#{Ti# (S,

EHIPID BEINFSIIBEUL B rpo-statde TridentRTEEE
HINFSEZHIEHFNHIZLUHERS rpc-statd IEFE
1517,

IhgE Itt sys ApMIN IhEERIEANBINRHN B ZZHIEIATHEE
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