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kubectl delete tbc <tbc-name> -n trident
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kubectl get tbc -n trident

SRR LUETT tridentctl get backend -n trident '3 ‘tridentctl get backend -o yaml -n
trident BUREXFAEEFEEHRNTIR. HIRERKFEIEEREIZN/GR tridentctlo
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TridentBackendConfig, TridentiGfEAIRIHMNRIM EIEBoIEHGEH. BT TS UER
Kubernetes Secret :

kubectl apply -f <updated-secret-file.yaml> -n trident
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kubectl apply -f <updated-backend-file.yaml>



o E. AT LUERUTHSERMAE TridentBackendConfig'CR:

kubectl edit tbc <tbc-name> -n trident
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tridentctl create backend -f <backend-file> -n trident
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tridentctl logs -n trident
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tridentctl get backend -n trident
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tridentctl delete backend <backend-name> -n trident
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tridentctl get backend -n trident
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tridentctl get backend -o json -n trident
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tridentctl update backend <backend-name> -f <backend-file> -n trident
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tridentctl logs -n trident
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MAE tridentctl HITEIE kubectlo

EFEREEEENR kubectl, EEELE TridentBackendConfig AR BERIHN. TEBENETE
N TERIE:

1. 83 Kubernetes ¥1%2%, IWZAE S TridentS1EEE R RS BIEMENZIE,

2. 8l TridentBackendConfig WR. HPEBEEXFMER / RSFRER, H5IBT L—F+E
BHER, HICTEIEEHEENREESE (W0 spec.backendName. . spec.storagePrefix
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tridentctl get backend ontap-nas-backend -n trident

fmm fomm e
fesssmsme s e s ss s o s s s s s ess e fromsmm==== ¥

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

fresssssesmess o= === fosssssmmm=ssas=s
fes==s=ssssscscscssossssssssssssss=sa== femem==== foms=m==== ¥

| ontap-nas-backend | ontap-nas | 52f2ebl0-e4c6-4160-99fc-
96b3be5ab5d7 | online | 25 |

fem==ssssscssssoss==== R



cat ontap-nas-backend. json

"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.10.10.1",
"dataLIF": "10.10.10.2",
"backendName": "ontap-nas-backend",
"svm": "trident svm",

"username": "cluster-admin",

"password": "admin-password",

"defaults": {

"spaceReserve": "none",
"encryption": "false"
}I
"labels":{"store":"nas store"},
"region": "us east 1",
"storage": [

{

"labels":{"app":"msoffice", "cost":"100"},

"zone":"us east la",
"defaults": {

"spaceReserve": "volume",
"encryption": "true",
"unixPermissions": "0755"

"labels":{"app":"mysgldb", "cost":"25"},

"zone":"us east 1d",
"defaults": {

"spaceReserve": "volume",
"encryption": "false",
"unixPermissions": "0775"

%1% 62 Kubernetes #1%

IE— N ESRREEOVE, MUTRAFR:



cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident
secret/backend-tbc-ontap-san-secret created
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cat backend-tbc-ontap-nas.yaml
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ store
region: us east 1
storage:
- labels:
app: msoffice
cost: '100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755'
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created
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kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e
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| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |
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‘spec.deletionPolicy ¥IKEN “retain R ‘TridentBackendConfig TEBIRILIEGinR
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
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| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
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| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain

()  BIEBREN, retain TMBEMMET—H deletionpolicy
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kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident
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| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |
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| ontap-san-backend | ontap-san | 8labcb27-ea63-49bb-b606-
0a5315ac5f82 | online | 33 |
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