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i&FHFDockerfTrident
ZRENRIIE R

BTN L REMEEXBZNDINERF M. RS 6es

FIEEKR

* WIEEHEER DR EMER " EXK"EXR,
* WIEER B RE T X Docker hitZs, NRERIDockerhRAEIRY, i

docker --version

* WIER S EAEEN L REMNEE M INEIRF .
NFSTH

ERERTEMRERASF G STENFST A,

RHEL 8+

sudo yum install -y nfs-utils

Ubuntu

sudo apt-get install -y nfs-common

(D =ENFSTAREMEDIAENA. UHLERSEEIEBNEY.

iSCSITH

ERERTENRERAANHTLRISCSITA,

B=ZTrident,


../trident-get-started/requirements.html
../trident-get-started/requirements.html
../trident-get-started/requirements.html
../trident-get-started/requirements.html
../trident-get-started/requirements.html
https://docs.docker.com/engine/install/
https://docs.docker.com/engine/install/
https://docs.docker.com/engine/install/
https://docs.docker.com/engine/install/
https://docs.docker.com/engine/install/
https://docs.docker.com/engine/install/
https://docs.docker.com/engine/install/
https://docs.docker.com/engine/install/
https://docs.docker.com/engine/install/
https://docs.docker.com/engine/install/
https://docs.docker.com/engine/install/
https://docs.docker.com/engine/install/
https://docs.docker.com/engine/install/

RHEL 8+
1. RELTRGRAGE:

sudo yum install -y lsscsi iscsi-initiator-utils sg3 utils device-
mapper-multipath

2. 197 iscsi-initiator-utils iRA<E /9 6.2.0.877-2.el7 HE Shits:
rpm —-gq iscsi-initiator-utils
3. BB RFon:

sudo sed -i 's/"\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

4. BRZRE:

sudo mpathconf --enable --with multipathd y --find multipaths n

@ R etc/multipath.conf B "find multipaths no £ F “defaultso

S. #41R “iscsid #1 “multipathd IETEiB1T:
sudo systemctl enable --now iscsid multipathd

6. ERHE5 iscsi:

sudo systemctl enable --now iscsi

Ubuntu
1. RELTRAERHEE:

sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools
scsitools

2. ¥7 open-iscsi lRASEE N 2.0.877-5ubuntu2.10 XEShRAS (FFFNFHRL) =X 2.0.877-
7.1ubuntu6.1 ESMRAS (3FF Focal )



dpkg -1 open-iscsi

3. BRI ENF:

sudo sed -i 's/"\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

4. BRZRE:

sudo tee /etc/multipath.conf <<-EOF
defaults {

user friendly names yes

find multipaths no

}
EQF
sudo systemctl enable --now multipath-tools.service

sudo service multipath-tools restart

(D R etc/multipath.conf B8 "find multipaths no £ F

5. 1R “open-iscsi'Al ‘multipath-tools' B /2 B BHIEEiE1T:

sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service
sudo systemctl status open-iscsi

NVMe T &
ERERTENRERGNHSEENVMe T,

* NVMeFEZRHEL 95 E SR AN.

‘defaultso

@ * Y15RKubelnetes T RBYARIZARAXIA. HENVMeRHFERER T IEHIRKARAE. &0

B R RZhRAE R BEENVMe 8BRS,



RHEL 9
sudo yum install nvme-cli

sudo yum install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

Ubuntu
sudo apt install nvme-cli

sudo apt -y install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

22 Trident

i& A FDockerfyTridents] 5i& A FNetAppEfiETF S BDockerE SR A EHIZREM. BXIF
MEEF S E Docker FNWEFEHEZRICEMNEIE, HRE—MMER, AFERFKRFNHE
TS,

Z A TridentSE AT AR E R —FEM LiE1T. XEFI RN EZE SN EFEARZMEFERE, HeEBEEXHET
Docker HHI1Zf#,

BEENRA
BN HBENFREM . BERHEXLEFREZMHES. BIeEi&E Trident,

Docker £ B A% (1.13/17.03 XEShRE)

Friazal

MR EESEFIPHIZES EZPE AR ETrident Docker 1.3/17.03 7 B1RIARZA. BRI (ELETrident
HIEFHEHBoDockersTiFHTE. REBERIEEEMHHZE.

1. BB EEETTRISES)

pkill /usr/local/bin/netappdvp
pkill /usr/local/bin/trident

2. E¥EEh Docker o

systemctl restart docker

3. HfRE %% Docker 5|2 17.03  (Fhitds 1.13) HEEARZA
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docker —--version

NREHIRABIEY, 15 "LRENEHLE"

TE
1. SIEECE XA HIZW T RIS E & :
° config: RN B2 config.json, B LUBT I E A M4 3 BRI SR fE A Pt Ay £ ] 22 7R
confige EEEXMHMMUTFENRLELWERE /etc/netappdvps

° log-level: IBEHEICFELF(debug. info. warn. error fatal) BRAIAMEN infoo
° debug: FEERLBEAIFIRXATIER. BIAEN false o JIRA true , MEBEZEBTLR.
L ARREXHEE—MIE:

sudo mkdir -p /etc/netappdvp

ii. BEECECM

cat << EOF > /etc/netappdvp/config.json
{

"version": 1,
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",
"password": "password",
"aggregate": "aggrl"

EOF
2. ERARBREGRKBTrident, EEHR “<version>" J9 & E 1 A RYHRHFAR A (xXX.XX.X)o

docker plugin install --grant-all-permissions --alias netapp
netapp/trident-plugin:<version> config=myConfigFile.json

3. FreafEA TridentE A BB E R A RIS,
a. AIER A "firstVolume" 1%

docker volume create -d netapp --name firstVolume
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b. ERR B BIREINE

docker run --rm -it --volume-driver netapp --volume

secondVolume:/my vol alpine ash

c. fifg# "firstVolume" :

docker volume rm firstVolume

7% (112 ERHRA)

Friaz Al
1. HRIEE R4 Docker hR7s 1.10 SHEShRES,

docker —--version

NREHIRABEIH, BEMERILE,

curl -fsSL https://get.docker.com/ | sh

5 "IRIBER T IEH 9 KA AYi5 B T TIR1E"S
2. FIRENENARSEIE NFS #1/ 3 iSCSI .
SIE
1. REFEIE NetApp Docker B :
a. FHHBRERNAER:

wget
https://github.com/NetApp/trident/releases/download/v24.10.0/trident-
installer-24.10.0.tar.gz

tar zxf trident-installer-24.10.0.tar.gz

b. RN EFEFERRHHIENMIE:

sudo mv trident-installer/extras/bin/trident /usr/local/bin/
sudo chown root:root /usr/local/bin/trident
sudo chmod 755 /usr/local/bin/trident
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c. NEEEXHEIR—MIE:

sudo mkdir -p /etc/netappdvp

d. BUERECE X!

cat << EOF > /etc/netappdvp/ontap-nas.json

"version": 1,
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",
"password": "password",
"aggregate": "aggrl"

EOF

2. WEZHEXHHOZEEXHE. ERAMFNEIEXA R =X#HEIFRHZ,

sudo trident --config=/etc/netappdvp/ontap-nas.json

() mdeEE. BUBEHEFHNIRAEFTAINGtADD,

BohsFP#HIEE, @R LUER Docker s ST RERIENEIES
3. BESE

docker volume create -d netapp --name trident 1

4. BEhAEEHIECE Docker &

docker run --rm -it --volume-driver netapp --volume trident 2:/my vol

alpine ash

5. MiF% Docker %:

docker volume rm trident 1
docker volume rm trident 2



ERG BN BohTrident

BXEFsystemdW ARG R TTXHERB]. 5B contrib/trident.service.example’ Git repo, EXfRHEL{EF L
X BRITUUTIRME:

1. X EHZIERNLE,
MREFEBITZANEG, WERTTH N ERME—R o

cp contrib/trident.service.example
/usr/lib/systemd/system/trident.service

2. (BB, FOEER (55 217) ULEREFZMAMEXHREFE (55 917) URMERNIFE,
3. EHMNE systemd U NFEK:

systemctl daemon-reload

4. BRRS.
IR FFREGEERPANGFHRRBHRNEME /usr/lib/systemd/systems

systemctl enable trident
S. [BnhARSS.

systemctl start trident
6. EENRS.

systemctl status trident

() AmEdREmEBTT R, 5T systemctl daemon-reload fEEL T BRFTKEIE.

FLREEIE Trident

1&A] AL et FALRiE B FDockerfyTrident. MASXMNIEEFERNES EE AR, EHEK
T2, B—ERFEEREYE. “docker volume’ ?Eﬁ?ﬁﬁ:ﬁ’lnn SEAREMN. NARERET
EEHE. BIEHEMET AL EAZHERT, XREE/L#H,



Fk
HITU T T BHLRIE R FDockerfy Tridento

L
1. FIHIMEE:

docker volume 1s
DRIVER VOLUME NAME
netapp:latest my volume

2. BFRtEM:

docker plugin disable -f netapp:latest
docker plugin 1ls

ID NAME DESCRIPTION
ENABLED
7067£3%9a5df5 netapp:latest nDVP - NetApp Docker Volume

Plugin false

3. FAepddts:

docker plugin upgrade --skip-remote-check --grant-all-permissions
netapp:latest netapp/trident-plugin:21.07

@ Trident 18.01hRER{L T nDVP, &N EHIZMBREFH LK "netapp/ndvp-plugin’ £ “netapp/trident-
plugin’ BR{&,

4. B

docker plugin enable netapp:latest

o WIFERERAIEH:

docker plugin 1ls

ID NAME DESCRIPTION

ENABLED

7067£39a5df5 netapp:latest Trident - NetApp Docker Volume
Plugin true

6. WIFEREEN:



docker volume 1s
DRIVER VOLUME NAME
netapp:latest my volume

WNRE MIBRRZATrident (20.10Z BIRIARZS)FHERE Trident 20.108XEmhiids. NFTEESBEFE1R.
BEXFAGER, 1B85H BRI MRBELLEIR. WNZALES. ARMPRIGESG. A

@ EE@EIEEMIMNIECE SHR L EMEMNTridenthR 4. docker plugin install
netapp/trident-plugin:20.10 --alias netapp --grant-all-permissions
config=config.json

EE
HITUU T S RBENEE R FDockerf Tridents

T
1. BIBRIEGTCIEFRE S,
2. B PR

docker plugin disable netapp:latest
docker plugin ls

ID NAME DESCRIPTION
ENABLED
7067£39a5df5 netapp:latest nDVP - NetApp Docker Volume

Plugin false

3. MBRIEM

docker plugin rm netapp:latest

ERE
(R U A U RIR BB B R A TridentIREN IR RFNZIAGIR. SEIERIMIRRE

docker volumeo

ellfesey
* EREAE RO ARMEFNS:

docker volume create -d netapp —--name firstVolume

10



* BEAEBREE TridentSEfIN S
docker volume create -d ntap bronze --name bronzeVolume
()  wmRsREEET, WEREHEFHORAE,

* BERINER/)N. BEEARDIEFEIZE 20GB &, BEEILTRA:

docker volume create -d netapp --name my vol --opt size=20G

EXRNUFFERT, ZFHTRES—ESLEETHEKE (Bw: 106G, 20GB,

3TiB) . SIRFKIEEEMEM. MEINENG, K/NEUAURTAH2HE(B. KiB. MiB
. GiB. TiB)Z{10M9E(B. KB. MB. GB. TB), EXRHE{I{FEA 2 WER (G=GB, T=
TiB, ...)

llEse
* GBI Docker B—HEMIRRILS

docker volume rm firstVolume

() @REaRES solidtire-san, LAROISHIRAEIRS.

AT LU S B FARIE B FDockerdyTridents

RfEE

ﬁﬁﬁaontap—nas\ N ontap—sarlsolidfire—san‘*ﬂ ‘gcp-cvs storage drivers BY, Trident®LL

s, ATl "ontap-nas-economy REIFEREEY “ontap-nas-flexgroup. AfFelE. MIIEEL

BEE e EHIRE,
* ESUKERE:

docker volume inspect <volume name>

* NILEELIBME. XKSEEIEWIRE:

docker volume create -d <driver name> --name <new name> -0
from=<source docker volume>

* NELERNIIAERREIETE, HRERZEIZTIRER:

11


volume-driver-options.html
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docker volume create -d <driver name> --name <new_name> -0

from=<source docker volume> -o fromSnapshot=<source snap name>

Nl

docker volume inspect firstVolume

"Driver": "ontap-nas",
"Labels": null,
"Mountpoint"™: "/var/lib/docker-volumes/ontap-

nas/netappdvp firstvVolume",
"Name": "firstVolume",

"Options": {1},

"Scope": "global",
"Status": {
"Snapshots": [

{
"Created": "2017-02-10T19:05:00z",

"Name": "hourly.2017-02-10 1505"

docker volume create -d ontap-nas --name clonedVolume -o from=firstVolume

clonedVolume

docker volume rm clonedVolume

docker volume create -d ontap-nas —--name volFromSnap -o from=firstVolume
-o fromSnapshot=hourly.2017-02-10 1505
volFromSnap

docker volume rm volFromSnap

InESMERRIER S

MRA[MEEPX. HBTridentSZIFEXH RS, WEE LAEATrident X @2 B 231HR1IMBEIRBVIRIZE (T
HE) (B0, ext4 TiEBEITridentiARIMNAY ~ /dev/sdcl)o

12



IXEhiZFr T ARV BT

BIFRERDIEFEE —AARRNED, Er]UELIBENEEXLERTUREE X ER,

BXRERTEEENFERSBNEDR, B2UUTARAZE,

TE BRI FRREAXEETEHFEE R, EonTRERFEERREFRAETMNE 0o XESHFE

& JSON BCE X AR EAIFMIE,

ONTAP Hi&IN

NFS #1 iSCSI &SI ZBIEMEIELUTHE:

2RI

size

spaceReserve

snapshotPolicy

snapshotReserve

splitOnClone

iER
BHR/NERINF1 GiB,

BENELRES, PRIANIEE. BEN none(f5E
BEE)HM volume(BHE).

HEARERFR Snapshot REGIRENFIENE. FIAER
none, R"AAZEMNELIRMRIR. FIFFHEER
1&e, BNFRE ONTAP R4 LHEE—IEA
"defaultion" FYSRER, IZEREEZBIEHRE M/
RER, MMERRBHNRNEERE, A LOESN %S
FEPEMERFHIBERRMERBHRERLEIE

.snapshoto

R ER B IREBIB I ENPFTRE S, BRAIAMER no
8, XERENREIEERT snapshotPolicy , ONTAP
$53%4#% snapshotReserve GEE N 5% ) ; MR
snapshotPolicy /7 none , Mi%E$E 0% o ERILATEECE
XEF A ONTAP [SiRigEERIA
snapshotReserve {8, HEIEHERBE{ERR ontap-nas-
economy. LISMIFERE ONTAP [GimAYE Bl 3R EI,

RS, RERERERE ONTAP ZEIMERE
wDEME. BIMEA false. ERMEENFELEEMRE
o, RFECIERILAEREMEREDIFS, K
ARKA B EAREFERERNNS. . =E
THEE LT EAENE. ERETERIDNEFME
=il EtE&FIIEMFD FefEo

13



il

encryption

tieringPolicy

LUTMINEBUE AT NFS * R * -

i}

unixPermissions

snapshotDir

exportPolicy

securityStyle

UTFMEDUE AT iSCSI * 1R * -

JZET

fileSystemType

spaceAllocation

Nl

BEUUTRA:

14

BiFA
£ E LB FANetAppEMZE(NVE); FAINA falseo

BEAIED, HEEE LIRT NVE BIIFRIHEA
NVE .

MRESIHEATNAE. N7ETridentPECE MRS
#33% B FANAE,

BXFAER, FEF: "Tridenttl{A SNVEFNAEED
BfEA"

REBRTENDEREE. XREHIEEZENIFE

RS (R) HESBEDRR.

AR

HEIMAFIEHIAE RS IRERINR, RIAMBERT,
NIRBIEERN ---rwxr-xr-x, UBFERT
750755, HH ‘root BFIBEE. XAHHFHEIIIA]
D

BRI E A true FEHRILENEF R UE
E|tt ~ .snapshot BR. BIMEN “false, TR
FKINBRTZAERA WM . snapshoto FLEBRER(

FIENE 5 MySQLBR & )7E B Rl W B T A FARIETT

.snapshoto

REERATENTFHRE, FINMEN defaulto

RERATIHRENE 2R BIAEN unixe BNIE

M unix M “mixedo

iER

BB TRINK iISCSI EMXHZRES. BRINMER
extdo BMEN ext3. extd M “xfso

RIETIZE N false FXRALUNNZT B ECTHAE.
BIMEAR true, RINONTAPERAESZTEARESEH
BILUNT A IER B NS @BREo HEETUE 72 1F
ONTAP TE EAMIFRERIER B ah Rl == E],
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* 8172 10 GiB %&:

docker volume create -d netapp --name demo -o size=10G -o
encryption=true

* BIEZEBREN 100GB %

docker volume create -d netapp --name demo -o size=100G -o
snapshotPolicy=default -o snapshotReserve=10

* SIEBBRAT setuid IS

docker volume create -d netapp —--name demo -o unixPermissions=4755

B/NEX/NA 20MiB ,

NRAKIETEIRRTNE BIRBERBE S none, MW TridentiFEFA0%AVIRERTRER
* QIETIRIRERBE AT RBINENE

docker volume create -d netapp --name my vol --opt snapshotPolicy=none

* QIE— P TIRRRIEE BE X IRIRFAE N 10% HE:

docker volume create -d netapp --name my vol --opt snapshotPolicy=none
--opt snapshotReserve=10

* QIZRBREBERN 10% BEXIREBABNE:

docker volume create -d netapp --name my vol --opt
snapshotPolicy=myPolicy --opt snapshotReserve=10

* ERRERKRIEEIES, HIES ONTAP MEBELARERTNE (GBEHN 5% )

docker volume create -d netapp --name my vol --opt
snapshotPolicy=myPolicy



Element {44110

Element RHFIEIS B R 5EXEKHA/NMIRSHFE (QoS) XK. CIEEN. RAREARNEEESHXEK

HIQoSHEE -0 type=service levelo

M Element EEIRZFENX QoS FRSBEAINFE—F =2

N, RAMREK IOPS .

Htt Element ZX{+ &8 ZIETEIE!

eI

size

blocksize

Nl

BEIUUTESE QoS EXRRFIECENH:

16

EDeE—RE, HiEESEREXHFRIRIRREKN R

iER

EXN BIAN1GBHREESREB.. "SOAE":  {"size"
. "59"} o

fEH 512 8 4096 , BRiIA 512 S(ECESRE
DefaultBlockSize »



"Types": [
{
"Type": "Bronze",
"Qos": {
"minIOPS": 1000,
"maxIOPS": 2000,
"burstIOPS": 4000

"Type": "Silver",
"Qos": |
"minIOPS": 4000,
"maxIOPS": 6000,
"burstIOPS": 8000

"Type": "Gold",

"Qos": |
"minIOPS": 6000,
"maxIOPS": 8000,
"burstIOPS": 10000

ELRBRED, RIMNE=AEREN: FkE, BENSHE, XLZREEEN,
* 8l 10 GiB &5

docker volume create -d solidfire --name sfGold -o type=Gold -o size=10G
* B 100GiB fHkE%:

docker volume create -d solidfire --name sfBronze -o type=Bronze -o
size=100G



u&% E ITRRY

/J \
7 La\

SRJ LA ER BB AR B ITIEH R, WS B ER T ERIETT Docker ffFRIS Mo

Wegs B & LUHITEEHIBR
TR

1.

ﬁD%UIET_T@EHLIME’H%A?@#H/HED@%u )lﬁ i’ rident. '%EE;ID—FFET = E L?ﬁﬁ: docker
plugin:

docker plugin 1ls

ID NAME DESCRIPTION
ENABLED
4fb97d2b956b netapp:latest nDVP - NetApp Docker Volume

Plugin false
journalctl -u docker | grep 4fb97d2b956b

*TI&E/L.\TE%Q&ZUF_ﬁ#FIQ\ Iiéﬁj( %&'E_lhﬁo QU% kbbl_ ;F;rﬁjg )rIJ__l-L/(FIFHﬂﬁtE/b\laio
ZRAEMAEETIER, BREBATIANBETIEREN:

docker plugin install netapp/trident-plugin:<version> --alias <alias>
debug=true

HE, FEREEFNELTERERATIER:

docker plugin disable <plugin>
docker plugin set <plugin> debug=true
docker plugin enable <plugin>

. ﬁﬂ%?‘fﬁi*ﬂtiﬁ— HEIXEARG. MWAEIMENBERFIREY /var/log/netappdvp. BREAIFIRXHE

FIER. IFHETE -debug AITIETTILIE S

— R S HRRIE T
- FAPEINSENRRREETY, SEEFETENAK. NREEXMER, ERRRENSEBEEH
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, AR EE ﬁD"F/E'%'.

Error response from daemon: dial unix /run/docker/plugins/<id>/netapp.sock:
connect: no such file or directory

XEREREGTIER. FIENE, ZEGENRT2ENAEIERINEE, ATUEMEIZEHAIEREINAS

in]E,



* WRERPVEZ I BB HIMAH, BHR rocbind BREHIEFEIET. FRIVIRERAFIENRMG
BEER. HOEES rpcbind EFIETT. ERILUBTEITHEFRNRICE rpcHd ERSFHIIRE
“systemctl status rpcbind.

EIEZ M TridentsL{F)

NRHELEREEZNFEEEE, NEEZA Trident £, ZPNEHIKBIET. FHES
xR ARSI IE =N _EEFIY —-volume-driver  TridentBTENLEIR AEIEE AR
BIMRAFRE --aliaso

Docker &G (1.13/17.03 HESIRAE) HYH 12
1. BEhEE R AR E RIS — N6,

docker plugin install --grant-all-permissions --alias silver
netapp/trident-plugin:21.07 config=silver.json

2. BEhBEARAI, EEEMBIBRMEEX

docker plugin install --grant-all-permissions --alias gold
netapp/trident-plugin:21.07 config=gold.json

3. BIRIERRIEENRIEF B IFE.
e, WFEEE:

docker volume create -d gold --name ntapGold

a0, xFIREE:

docker volume create -d silver --name ntapSilver

£ (112 AERRE) WS F
1. FEBEENXKEIER ID BrhEE NFS EEriEMG:

sudo trident --volume-driver=netapp-nas --config=/path/to/config

-nfs.json

2. FABENXIENIERF ID BohEf iSCS| Ee&ERIHEMG

19



sudo trident --volume-driver=netapp-san --config=/path/to/config
-iscsi.json

3. AE N RENIERFEFIECE Docker %

f5en, 33F NFS:

docker volume create -d netapp-nas --name my nfs vol

f5lan, 33F isCsl:

docker volume create -d netapp-san --name my iscsi vol

FHEAC & 7RI
58 NERTFENTiden R BN AR E ST,

E£HEIR

TIERAMNMFET S, XEERTEER TETridentit &,

eI iR N

version FEEX A= 1

storageDriverName FHEIREHIZRF B R FR ontap-nas. .« ontap-san

ontap-nas—-economy.
ontap-nas-flexgroup
solidfire-san

storagePrefix ERMBANERIZR. FIAE: staging
netappdvp o

limitVolumeSize SR ALERS, BAIAE: (R 109
oR | SR

AEMTERGEIRER storagePrefix(BIEMIAME). FRIABRT, solidfire-san IXchiZRE R 2
BURE, MAEARE. RITRWERSENMS ID 347 Docker BIRET, HETEAAEDER
(17 M1 5 T Docker FRIEZEH) Docker ARz, IXENTERFE B AIRIAE FEVR AR

TR UERARINETRE R R ZNES NS LIEEXEED, size ETUEATAAEIEHREEE, BXNAMLE
AINEAR/NBIRA, 12 ONTAP EEE—T,
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PEIR ghrl =] i
size MENRNERAKR DN BIAE: 16 106G

ONTAP EC &
BT LASREEEZS, EER ONTAP BY, SEETLUER L F IR,

i WiER Al

managementLIF ONTAP EIE LIF B9 IP sthlit, f&"] 10.0.0.1
eETeREE®Z (FQDN) .

dataLIF Y LIF BY 1P ik, 10.0.0.2

NAS ONTAPIREHIZF Tl 132 1Ns
TE datalLlIF. WIRAFRMHUISE.

M Tridenti& MSVMIZERZELHELUN,

1&B] LS E BB FNF S IR 1ERI5T
2REIHZ(FQDN). Mna] LLEE
fBIADNS. LUEEZ M EUELIFZ 18]
S S 1

* ONTAP SANIREHFEF*: &
JiISCSHERE, Tridentf#
FA"ONTAP M LUNBRET" &
W Z IR RIEFAERICI
LUN, WNRBBHEN. W%

ﬁé% dataLIFo

svm E{FFRY Storage Virtual Machine  svm_nfs
(ANREIE LIF REEELIF, N
WAETR)
username AFERIEESENAR A vsadmin
password AT EEEmgENED secret
aggregate ERENRS (ALE; WRIKET agorl

RE, WBITEHEDELS SVM) .
3FF “ontap-nas-flexgroup  JX5hF2
Fr. LIRTUEEZRE, DELASVM
gﬁﬁﬁ%éygﬁﬁ?ﬁﬂﬁﬂex&oup

limitAggregateUsage ik, MREHAEBILLEDL,
A E g

~J

5%
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PEIR ghrl =] i

nfsMountOptions 3 NFS #ZEHHIZEDUATTHEAIES]; X -o nfsvers=4
A -0 nfsver=3 , {GERT
‘ontap-nas’#{l “ontap-nas-
economy RopiEF. "15Z LI
B9 NFS ENEEERER"(EX)o

igroupName Trident= SN R BNEE netappdvp
igroups A “netappdvpo

BT REE R AL,

{UERF “ontap-san IR&HIEF,

limitVolumeSize A ERWRAKEAR. 3009
gtreesPerFlexvol £ FlexVol IS K qtree FULMTE 300

50 , 300 EEA, RAIAEY 200

o

*X4F “ontap-nas-economy IXEHFE
Fr, LEIsTF B E XS FlexVol

HIERAqtree* 5,
sanType {N3Z#F ontap-san REiERF. *A iscsi WRAT

Fiscsi. ‘nvme NVMe/TCP
FETFIHBERN ~fcp scsI
(FC) &#E “iscsio, "FCP"(E
FFCHISCSI)ETrident 24.10kk 2=
N —IH AT G TR, *

limitVolumePoolSize * ontap-san-economy ontap- 300g
san-economy X Z IR EIIEFo *
PREIONTAP ONTAPL 58
HMIONTAPLZ F R BhFE
BIFlexVol K/ )\

TR LUMERRUAMETRE R LZNE N E L IaE X kTN

PRI iR BN
spaceReserve TEIFIBIER; none(tEHEACE)H(FEE) volume none

snapshotPoli BEfFEAAISnapshotREE. ZRIAN none none
cy

snapshotRese SnapshotflE B tb. FRIAEA"LIZEZONTAP 2L 10
rve 1E

splitOnClone GIEFTMEEEMREIFST. BIAN false false
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PEIR Sl ANl

encryption TH%E B EANetAppEIIZR(NVE); BRIAN false,  true
E(FF LRI, HMTEERE EIR1S NVE BUiFRIHEA

NVE .
WNREGEHBETNAE. NM7ETridentPECERERE
#3¥ B FANAE,
EXFMAER, F2E: "Tridenttl{A 5SNVEFINAEED
aEA"
unixPermissi XNFEEEAINFSE. NASIEMZRIAN 777 777
ons
snapshotDir  FAFiAEIE RAINASIED . snapshoto FFFNFSv4. A"TRUE"; *F

FNFSv3, 7y"false"

exportPolicy BEFEHAMNFSSHERMINASIEI. 2NN default default

securitystyl HFIHIREEENFSHRINASIEIL, unix
e

NFS#F mixed Ml “unix TR, FIAMEN

“unixo
fileSystemTy SANEMEIEFEXHRFALRE. BIAN ext4d xfs
pe
tieringPolic EFHAHDEREE, TFONTAP 9 52 FIHISVM-DREE none
Yy &, B\ none; snapshot-only
=3l

‘ontap-nas # ‘ontap-san WIIERFSNE M DockerEBIE—ONTAP

FlexVolo, WTEBMEHTR, ONTAP HEXHEF 1000 1 Flexvol , MEMRSEZHF 12 ,

000 1 FlexvVol o WREMDocker EERFTSULESI. MiZ “ontap-nas®

%Egﬂ%#?xﬁi?ﬂ%i&msﬁﬁ)ﬂﬁ;’% HANERBFlexvolIRMEBEMINEE. Fl80Docke r BHIEIRIRAN
[,

YR FrFEBIDockerE B H FlexVolFRFBIBI AT SZH:FEE. 151%EHFE S ontap-san-economy  REHFER

‘ontap-nas-economy

LIt “ontap-nas-economy IREHIEF & £ B E FEAIFlexVolitt 3§ Docker& B2 JWONTAP gtrees, qtree HIH &
BESIEE T, BNMEETRRZAYE 100, 0001, 81MEERZAYE 2, 400, 0004, {BFELEIHEE
2Z 30, % ontap-nas-economy IREHFEF Az HFDockerEHl E R T 72 fE,

@ Docker SwarmB i~ 3#F1t “ontap-nas-economy IERENFEF. EHASWarmAEEZS N =284
HEE IR,
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Itk “ontap-san-economy IREHFEF = 1 BB EIERIFlexVolHZE it Docker&E 82 JONTAP LUN, X#¥, &1
FlexVol SRS XETFT— LUN , FHETLUA SAN TIEGHRHEFNTT BY. RIBFMEETINTRRE,
ONTAP SMNEEHRZ L 1F 16384 N LUN . HHFER TEM LUN , FItIIRENFER 235 Docker B HEREEAN
b,

1#E4E “ontap-nas-flexgroup’ — NRGHIZF KiEE BN ENHITAIERE 1. ZEAREIIE KIS HZIXH
HIPBZEEl, FlexGroup H9—LEIBAB FRGIEIFE AI/ML/DL , KEIEF 24T, WEWE, REh, XEEFEHEE
%, BCEFlexGroupERY. Trident=fER 2 ECLASVMBVFRIER S, Trident 8y FlexGroup XFEHFEFE LT
81/

* 225 ONTAP 9.2 S ES R4,

* BHEASIESHY, FlexGroup 1XZ#F NFSv3,

* BN SVM B 64 i NFSv3 R84,

* BiXAIE/)\FlexGroup{ 5/& K /)N 3100 GiB,

* FlexGroup& AR Z#F5e &,
B XIEAFFlexGroupRIFlexGroupfI TEHHIER, IS " (NetApp FlexGroup% s {E LB AL ERD )

o

BER—IFEPRESERNEMANIRY &, ErILUE1TZNDocker&ffHsEfl, —MEM, 53— ontap-

nas-economy f#MH ‘ontap-naso

TridentBY HE X ONTAPH &

ERI LB PrivilegesIR{RBIONTAPEEE A . XIFFALMERAONTAPEE R A B A TridentFHAITIRIF. MR
ETridentFiRECEFEERAF R, NTridentiGEAEEIZRIONTAPEE: A & RNITIRIE,

BXUETridentBEX BEIFAERE. BEN TridentBEENX BEEME"S
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{EFHONTAPS TR E
1. FRAUTHSRERAE:

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. ATridentBFEIEARZ:

security login create -username <user name\> -application ontapi
-authmethod password -role <name of role in step 1\> -vserver <svm name\>
-comment "user description”

security login create -username <user name\> -application http -authmethod
password -role <name of role in step 1\> -vserver <svm name\> -comment
"user description"

3. BRBMSIIAR,:

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

f£F3 System Manager
EONTAPRAEIESRTHRITUTHE:

1. SIEEEXAE:
a. BREERLIICIEBEXAE, 1BiEE Cluster > Settings*s

g)EESVMé&%UﬁUEQEX%é\ IR 171E> Storage VM required sSvM>>i&E>HF A
b. 1%4%*F P M A B EZ A& KB ().
C. YA TIEE R,
d. EXFAERNMN, AEEE*Save®
2. BAEmstEITrident user: +7E*Users and Roles*TUE_ EHITIA T H
a. f AP FEERMER+*,
b. EIZEFMFENAF S, AETE MIRER N rouser I E— 1A,
C. BEREFS

BXFMAES. BFERLUTRE:

* "HTFEEONTAPHEEXABR"H"EXBEXHE"
* ERABNAR"
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ONTAP E2& X415

</code>IRXEHFEFHI<code> ONTAP R

"version": 1,
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",
"svm": "svm nfs",
"username": "vsadmin",
"password": "password",
"aggregate": "aggrl",
"defaults": {

"size": "10G",

"spaceReserve": "none",

"exportPolicy": "default"

<code> ONTAP -NAS FlexGroup </code>IXrNFEFAINFS I

"version": 1,
"storageDriverName": "ontap-nas-flexgroup",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",
"svm": "svm nfs",
"username": "vsadmin",
"password": "password",
"defaults": {

"size": "100G",

"spaceReserve": "none",

"exportPolicy": "default"
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<code> ONTAP —NAS—economHE </code>IREhiZF HINFS R

"version": 1,

"storageDriverName": "ontap-nas-economy",
"managementLIF": "10.0.0.1",

"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",

"password": "password",

"aggregate": "aggrl"

<code> ONTAP —</code>IR5hFZFHIiSCSI I

"version": 1,
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.3",

"svm": "svm iscsi",

"username": "vsadmin",
"password": "password",
"aggregate": "aggrl",
"igroupName": "netappdvp"

<code> ONTAP —san—economf{i</code>IRXEhiEFHINF S

"version": 1,

"storageDriverName": "ontap-san-economy",
"managementLIF": "10.0.0.1",

"dataLIF": "10.0.0.3",

"svm": "svm iscsi eco",

"username": "vsadmin",

"password": "password",

"aggregate": "aggrl",

"igroupName": "netappdvp"



NVMe/TCPH<code> ONTAP —</code> X 5hFE = Il

"version": 1,

"backendName": "NVMeBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nvme",

"username" :"vsadmin",

"password":"password",
"sanType": "nvme",
"useREST": true

Element ZX{4ECE

BT 2REEEZI, EFEA Element 3E ( NetApp HCI/SolidFire ) BY, i8] LU#F X LA,

PRI iR

Endpoint \https: <login><element-version>
: <password>@<mvip>/json-
rpC/RPC

SVIP iSCSI IP H#tFim O

TenantName E{ERARM SolidFireF A7 (IR %k
HE, WEE)

InitiatorIFace ¥ iSCSI m=EMRHINIERINZORY
, BHEEREO

Types QoS e

LegacyNamePrefix FRIEBY Trident RE/IE1R. R

I(EFRAMNE1.3.2Z8189kRZs

B TridentH M B ERITHLR. T
FEIGE EAEEIE)@E I volume-
name/5 A HYIHE,

It “solidfire-san IREHFEF Az $FDocker Swarm,

Element X4 & X 4RI
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docker
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"version": 1,
"storageDriverName": "solidfire-san",
"Endpoint": "https://admin:admin@192.168.160.3/json-rpc/8.0",
"SVIP": "10.0.0.7:3260",
"TenantName": "docker",
"InitiatorIFace": "default",
"Types": [
{
"Type": "Bronze",
"Qos": {
"minIOPS": 1000,
"maxIOPS": 2000,
"burstIOPS": 4000

"Type": "Silver",
"Qos": |
"minIOPS": 4000,
"maxIOPS": 6000,
"burstIOPS": 8000

"Type": "Gold",

"Qos": |
"minIOPS": 6000,
"maxIOPS": 8000,
"burstIOPS": 10000

B &0 )& PR
B X Trident'5 Docker£s & 5 AR MO E AR A RAINIE B,

¥ Trident Docker &l M B AFALRE] 20.10 XESHRASSHARKK, HFEFEE
U e B R iR

ImES ARR TR
1. 2R
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docker plugin disable -f netapp:latest

2. MBRIERM

docker plugin rm -f netapp:latest
3. BRI HREFMRENEM confige

docker plugin install netapp/trident-plugin:20.10 --alias netapp --grant

-—all-permissions config=config.json

RPN EKEXNNE LN 2 N FER.
@ X Docker EFImHIRHl, B IHEREBENFRNBZTRERIWindowsEiF, "5EIHEIZ
25773"(3-X)o
Docker SwarmiJ R LI T NS ETrident T2 NS N EEMRIIEF A SR HE S 15,

* Docker Swarm BFiIffRERFFMIESE ID EAEE—EIRRRT.
* HiEREFR LT Swarm £BFHNEN T S,

* B (B Trident) S ESWarmEEBFHNE T R ERINETT. HFONTAPHITEA TN AKH ontap-
san BB TIEATN “ontap-nas. B IEM—REREXLLIRSG TETHIRIER,

HARHIEF TR THENSBBRSMOEN, RERTTERSINE MNERUEAES, MABIH
#" K" B0, Element AE—TUNEE, AUBABERMEHN, €D FR.

NetApp B Docker FIBAEHRI%, BB EMTRETBIFHRAILIRA,

MNREAE FlexGroup , NM7EE " FlexGroup EE— 1M HZ NS EECER FlexGroup
MEINE ST, ONTAP RZECE % 1 FlexGroup .
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